
How to Simplify Channel-Optimized Vetor Quantization forTime-Varying ChannelsNorbert G�ortzInstitute for Communiations Engineering, TU M�unhen80290 M�unhen / Germanye-mail: norbert.goertz�ei.tum.deChannel-Optimized Vetor Quantization (COVQ, [1℄) ahievesstrong quality-improvements over \normal" Vetor Quantiza-tion (VQ) if the transmission hannel is noisy. The problemaddressed in this paper is how to limit the memory and omplex-ity requirements on time-varying hannels to the extent knownfrom \normal" VQ, while keeping good performane lose tothat of optimally mathed COVQ for all hannel onditions.The distane measure whih is used in COVQ di�ers from theone in \normal" VQ beause transitions from the transmittedindies i to some (possibly other) indies j at the reeiver o-ur with probabilities Pjji that depend on the hannel. Theseprobabilities are used in the COVQ-enoder to minimize theexpeted distortion at the reeiver due to the quantization de-ision, i.e., the COVQ distane measure is given bydovq(x; yi) = NC�1Xj=0 Pjji � dvq(x; yj) ; (1)where x is the data-vetor to be quantized, yi is the odevetorwith the number i = 0; 1; :::; NC�1, NC is the number of ode-vetors, and dvq(x; yj) is the distane measure (e.g., the meansquared error) used in \normal" VQ.If the hannel is time-varying the hannel-optimized odebookmight not be mathed to the urrent hannel statistis. Onepossible way to improve the performane in suh a situation isto swith between di�erent odebooks depending on the urrenthannel state [2℄. However, this strategy requires the storage ofseveral odebooks at both the enoder and the deoder.In Figure 1, odebooks with NC =32 two-dimensional ode-vetors are depited whih were designed for a strongly autoor-related Gauss-Markov-soure. The plots show the odevetors
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Fig. 1. Comparison of COVQ-odebooks (\�") and CASVQ-odebooks(\�"). The odebooks in the left plot are both idential to a \normal"VQ-odebook.(marked by \�") that result from the training proedure forCOVQ-odebooks [1℄ for two assumptions of the bit error prob-ability pe on a binary symmetri hannel. Regarding only therough \shape", a COVQ-odebook for pe=p1>0 an be viewedas a shrinked version of a COVQ-odebook with pe�p1.This observation leads to the basi idea of Channel-AdaptiveSaled Vetor Quantization (CASVQ): Codevetors y(r)i from areferene COVQ-odebook are saled by a hannel-dependent

fator �(pe) 6= 1 if the hannel does not math the train-ing assumption for the referene odebook, i.e., the CASVQ-odevetors are given byy0(pe)i = �(pe) � y(r)i : (2)As an example, CASVQ-odevetors (marked by \�") are in-luded in Figure 1, whih have been derived from the refereneodebook in the left plot (COVQ-odebook designed for pe=0)by the saling fators � stated in the legends.The optimal funtion �=f(pe) is individual for the odebookand an be determined by simulations. Although the mem-ory requirements are strongly redued by CASVQ omparedto COVQ (whih uses a di�erent odebook for eah hannelstate), the problem of the higher omplexity for the omputa-tion of the COVQ distane measure remains: Sine both theCOVQ- and the CASVQ-odevetors are adapted to the time-varying hannel, the eÆient alulation of the COVQ distanemeasure by use of preomputed intermediate results [1℄ requiresadditional omplexity, beause a re-omputation is needed af-ter eah hannel-adaptation. In order to save this omplex-ity one an use the \normal" VQ distane measure in CASVQ(\CASVQ, vq-dist."). In this ase, all we have to do addition-ally ompared to \normal" VQ is to sale the input data vetorx by 1� . Also, a small table is required to represent the funtion� = f(pe). The rest is ompletely the same as in \normal" VQinluding the memory requirements.
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Fig. 2. SNR-Performane of COVQ, CASVQ, and VQ versus the bit errorprobability pe. The COVQ-odebooks and the CASVQ-odebooks aremathed to the true value of pe on the hannel.Figure 2 shows the numerial results. As to be expeted,COVQ works best but there is only a moderate di�erene be-tween \COVQ"and \CASVQ, vq-dist.". Therefore, CASVQ al-lows a very simple, memory-eÆient, and low-omplexity adap-tation of a VQ oding-sheme to time-varying hannels with aperformane lose to that of optimally mathed COVQ.Referenes[1℄ N. Farvardin and V. Vaishampayan, \On the performane and omplexityof hannel-optimized vetor quantizers," IEEE Transations on InformationTheory, vol. 37, no. 1, pp. 155{160, Jan. 1991.[2℄ H. Jafarkhani and N. Farvardin, \Channel-mathed hierarhial table-lookup vetor quantization for transmission of video over wireless han-nels," in Proeedings of the IEEE International Conferene on Image Proess-ing (ICIP), Sept. 1996, pp. 755{758.


