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ABSTRACT

A new algorithm called Channel-Coded Optimal Estima-
tion (CCOE) is adapted to a CELP speech codec. The
CCOE-algorithm performs joint source-channel decoding
by optimal estimation using bit-reliability informations
(soft-bits) and source statistics. The basic algorithm for
a simple transmission scenario with a single scalar quan-
tizer has been recently stated by the author. In this pa-
per the basic idea is extended for the use in a CELP
speech-codec that was developed for enhanced speech
transmission in the GSM mobile radio channel. Simu-
lation results based on informal listening tests are given
which show that the new algorithm achieves substantial
gains over separate error correction with hard decisions
prior to source decoding and classical techniques for er-
ror detection and bad frame handling as widely used in
the present mobile-radio systems.

1. INTRODUCTION

In mobile-radio systems the speech quality at the output
of the receiver suffers from strong distortions due to noise
on the channel even though channel coding is applied to
correct bit errors prior to speech decoding. Many of the
remaining bit errors are detected and concealed by bad-
frame handling techniques. Still strong distortions occur
which is partly due to separate source and channel de-
coding with hard decisions for the data-bits after channel
decoding. New algorithms that exploit bit-reliability in-
formations and source statistics for joint source channel
decoding are able to improve the speech quality.

The paper is organized as follows: In section 2 the
basic principle of Channel-Coded Optimal Estimation is
restated and simulation results for a simple transmission
system are given.

In section 3 a CELP codec developed for enhanced
speech transmission in the GSM-system is described.

In section 4 the time-based dependencies of the
parameters of the CELP speech codec are measured
and modeled by first-order Markov-sources such that
Channel-Coded Optimal Estimation is applicable.

In section 5 the performance of the CCOE-algorithm
applied to the CELP speech codec is compared with
presently used algorithms, e.g. error detection and pa-
rameter extrapolation.

2. PRINCIPLE OF CHANNEL-CODED
OPTIMAL ESTIMATION (CCOE)

Channel-Coded Optimal Estimation (CCOE) is a tech-
nique for joint source channel decoding [5]. Bit-reliability

informations of the received source-encoder bits and the
redundancy bits of a channel code are combined with
the source-signal statistics to calculate the a-posteriori
probabilities for all possibly transmitted codewords. The
probabilities are used to estimate the transmitted signal
at the receiver.

2.1. Formulation as Estimation Problem

Figure 1 shows a model of a transmission system. The
input signal u(k) (e.g. a parameter of speech-codec or
a waveform sample) is source-encoded, and the result-
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Figure 1: Simplified model of a transmission system

ing N; bits are grouped into the bit-vector I(k). Any
systematic' channel-code (FEC) can be used to calcu-
late the redundancy bit-vector C'(k). The codeword is
V(k) = {I(k),C(k)}. A hypothesis for the codeword at
the receiver is denoted by VM (k) = {I(k) = \,CM (k)}
where X € {0,1,...,2"T — 1} is the index corresponding
to the hypothesized bit-vector, and C*) (k) is the vector
of redundant bits which is calculated from the bit-vector
I(k) = X by a channel encoder located at the receiver.
The a-posteriori probabilities

Pap(\ k) = P(V(’\)(k) |V (k), V (k- 1), .. ) (1)

of all possibly transmitted codewords V) (k) condi-
tioned on all received bit-vectors V(k), V(k — 1),... up
to the current time-instant are required to calculate an
estimation %(k) for the transmitted signal u(k). For a
maximum a-posteriori estimator (MAP) the index A is
searched for which Psp (X, k) is maximum. The mean
square (MS) estimator will possibly yield better results
[4] especially if the coded signal u(k) represents a “wave-
form”. The MS estimator is given by

(k) = i ug(I(k) =X) - Pap(NK) . (2)
A=0 ST———"

quant. levels

Isystematic channel codes are only chosen for convenience
of notation



2.2. Calculation of the a-posteriori probabilities
In [4] a recursive formulation for the calculation of the
a-posteriori probabilities is given for a source modeled
by a first-order Markov-process, if no channel coding
(i.e. V(k) = I(k)) is applied (OE-technique). It was
stated in [5] that a formally similar solution holds if
channel coding is applied (CCOE-technique). Then the
a-posteriori probabilities are given by

Pap ()\, k) = M.

see fig. 1: calc. from Pg (k) calculated from Py (k)

;(C(k)|C(A)(k))‘ : }D(f(k)u(k):,\j :

v
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Z_ P(I(k):)\|I(k—1):u)-PAp(u,k—1). (3)

~
source-index transition-probabilities

The constant M normalizes the sum of the Pap ()\, k)
over A =0,1,...,2Y7 — 1 to 1. The channel noise is as-
sumed to be “white” and independent of the coded bits.

The source-index transition probabilities
P(I(k)y=X|I(k—1)=v) in (3) can be measured
and stored in advance since the Markov-source is as-
sumed to be time-invariant. The recursion is initialized
by the unconditioned probability distribution of the
source-encoder indices, i.e. Pap(A,0) = P(I = \).

The channel-dependent terms in (3) are calculated
by the following equations:

P@AMUMM=M0={1_H”w”§ﬁgZ;Z

P(1(k) 1 1(k) = X) = T] P(En(k) | In(k) = An)  (4)

The vector Pr(k) contains the bit-error probabilities
Pr (k) of the N; hard-decided bits (indexed by m),
which are issued by the discrete soft-output channel.

2.3. Simulations and Performance

A Gaussian random signal was correlated by a low-pass
filter with the transfer function H(z) = % , a=0.9,
to generate the signal u(k). A 5-bit optimal quantizer
was used as a source-encoder and a 1-bit parity-check as
a channel code. The codewords were transmitted over
a discrete AWGN-channel and the OE-technique and
the CCOE-technique were applied, both with MAP- and
MS-estimators. The CCms/map-techniques can be de-
rived from CCOEms/map by not exploiting the source-
statistics, i.e. by setting
1

P(I(k)z,\u(k—l):u) =P(I=) =57 ¥X. )
The CCmap-technique is equivalent to classical
maximum-likelihood channel decoding.

For each algorithm the SNR-value (u(k), @(k)) over

E, /Ny, the ratio of the energy E} per transmitted data-
bit and twice the noise power spectral density No/2 on
the AWGN-channel, is plotted in figure 2. For the CC-
algorithms and the CCOE-techniques a rate correction
was carried out by adding 101log,,(%) = 0.79 dB to the
E},/Ny-values to allow a fair comparison (with respect to
the transmission power) of the algorithms that use the
parity bit and those which do not.
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Figure 2: Performance of the transmission system for a
strongly correlated source signal (a = 0.9) coded by a
5-bit optimal quantizer. Channel coding is realized by
a single-bit parity check (code rate R=5/6). The coded
bits are transmitted over an AWGN-channel with coher-
ently detected BPSK-modulation

Figure 2 shows that the CCOE techniques work as
good as or better than all other algorithms for all channel
conditions if the same type of estimator is used.

For “good” channels the CCOE-algorithms rely on
the parity bit, i.e. channel errors are corrected mainly
by the channel code. Therefore the performance of
CCOEms/map is similar to CCms/map, and it is slightly
superior to the OE-algorithms that do not exploit chan-
nel coding.

If the channel quality is bad, the CCOE-algorithms
put more weight on the information that is based on the
correlation of the source-signal. Consequently the perfor-
mance of CCOE is similar to that of the OE-algorithms.
The quality is much better than for the CC-algorithms
that do not exploit the source statistics.

The strongest gains of the CCOE-algorithms over the
others are achieved for moderately corrupted channels
(E%/No-values around 3..6 dB).

All algorithms work better and mostly much better
compared to a system where only hard decisions are
taken for the data bits at the channel output (curve
labeled “uncoded”). Qualitatively, the results hold for
source signals with moderate and low correlations too.

3. CELP SPEECH-CODEC

The CELP encoder that is depicted in figure 3 pro-
cesses frames of 160 narrow-band speech samples (20 ms),
which are divided into 4 subframes. The total number of
bits per frame is 214, i.e. the bit rate is 10.7 kbps.

3.1. Frame Processing

First, the mean power of the signal is calculated. It is
logarithmically quantized by a 5-bit table, similar to [1].
Then a 10"-order LPC analysis is carried out. The LPC
coefficients are converted to Line-Spectrum Frequencies
(LSF). They are split-vector-quantized according to the
method in [2], resulting in 3 codebook indices for the 10
LSF, with 948+48=25 bits.

3.2. Subframe Processing

The search for the best components of the excitation vec-
tor ex, which is the input signal of the LPC-synthesis
filter, is performed sequentially with the adaptive-
excitation vector b first. While searching for the best



frame of 160
speech samples

frame processin;

(1) 5) ©6)

| Hann- | | LPC- | | conv. LPC
| window | | analysis | | toLSF
(©) &) ® SF

power average conv. LSF | LSF
quant. power to LPC, split-VQ
© (10)

interpolation interpolation| subframe|
for subft. for subft. division

LPC(1..4)

"old" synthesis l (O]

filter states zero input
——>| response of
update with best excitation (5) synth. filter
(2)
adaptive b l
codebook zero state

response of
synth. filter

codebook
G ,_)® indices

S

i’ filter

absolute gain
calculation

T

stochastic
codebook

<

P
| GS,

index transmitted gain
O = to decoder codebook _)®
subframe processing /

Figure 3: CELP speech-encoder

vectors b and s out of the codebooks the optimal un-
quantized gains are used. When the best adaptive- and
stochastic-excitation vectors have been found, the best
gain codevector for those excitation vectors is searched
“closed-loop” in the gain codebook.

The adaptive codebook is searched “closed-loop” over
a “lag”-range of 20..141. The best lag (number of sam-
ples back in the past where the adaptive excitation
starts) is coded by 8 bits (index Ip). Up to 5 fractional
lags between two integer samples are possible.

The stochastic excitation consists of ten +1/-1 pulses
which are systematically placed in the excitation vector
and coded by 30 bits (index Is), similar to ACELP [3].

The excitation signals are scaled by two gains which
are jointly quantized by an 8 bit codebook.

3.3. Decoder and Postfiltering

As usual in “analysis-by-synthesis” codecs, the opera-
tions to be performed in the decoder are similar to those
already carried out in the corresponding encoder stages.
A postfilter is employed to increase the speech quality at
the decoder-output in terms of human perception.

4. APPLICATION OF CCOE TO CELP

4.1. Markov models for the indices

First the probability distributions P(I = A), XA =
0,1,...,2Y7 — 1 and the joint probability distributions
PI(k) = \MI(k—1) =v), A, v =0,1,...,2 —1 of
the source-encoder indices were measured. As an exam-
ple the joint probability distribution of adjacent indices
of the mean power is depicted in figure 4. Logarithmic
values are used for the plot to squeeze the range of the
values that have to be mapped to gray-scales.

log, ,(P((K)=A, I(k-1)=v))

0 10 20 30
\
Figure 4: Logarithmic values of the joint probability dis-
tribution of adjacent indices I(k) = A, I(k — 1) = v of
the mean power (A, v € {0,1,...,31})

Parameter Index | No. of CRC-bits
per frame
LSF 1..3 ILSF1 2
LSF 4..6 ILSF2 1
LSF 7..10 ILSF3 1
mean power IP 2
Lag 1B 4.-1=4
Gains 1G 4.-1=4

| | SUM: 14 |

Table 1: Allocation of the CRC-bits to the codec indices

Figure 4 shows that there is a considerable depen-
dency between adjacent indices of the mean power. The
matrix that is depicted in figure 4 directly corresponds to
the Markov-source index transition probabilities in (3).

4.2. Channel Coding

The speech codec was developed for enhanced speech
transmission in the GSM full-rate channel. Now the
codec shall be used for speech transmission in the half-
rate channel where 228 bits per frame (of 20 ms) are avail-
able instead of 456 in the full-rate channel. For speech
coding 214 bits per frame are required, so only 14 bits are
left for channel coding. They were allocated according
to table 1. The subjectively most important indices are
that of the mean power and that of the first three line-
spectrum frequencies. Therefore they are channel coded
by CR-Checks with 2 parity bits each. The other indices
are channel coded by a single-bit parity-check. Only the
pulses of the stochastic excitation remain uncoded since
there are no more bits available and the pulses are sub-
jectively least significant.

5. SIMULATIONS AND PERFORMANCE

The channel codes, the Markov-models of the index-
dependencies, and the channel outputs can now be used
to calculate the a-posteriori probabilities by (3). Still
unclear is the choice of the estimators (MS or MAP).

If an MS-estimator is used for the lag-values the prob-
lem of averaging between the true and multiples of the
pitch-period occurs which would result in a bad perfor-
mance since the average lag-value would not correspond
to an appropriate codebook-entry. Therefore it is al-
ready clear from a theoretical point of view that a MAP-
estimator should be chosen for the lag-values.

Informal listening tests revealed that there is no no-
ticeable difference in the subjective speech quality if MS-



[ Quality decrease | Valuation |
inaudible 0
hardly audible
little annoying
annoying
very annoying
extremely annoying
catastrophic
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Table 2: Mapping of the values 0...6 to the perceived
quality decrease

or MAP-estimators are used for the line-spectrum fre-
quencies, the mean power, and the gains. Therefore
MAP-estimators are used for all indices. The advantage
is that joint source-channel decoding can be implemented
as a preprocessor of speech decoding: so the speech de-
coder itself remains unaffected and it is only fed with the
indices estimated by the new algorithms.

In the following the new algorithms are compared
with standard techniques of error detection and handling
which can be found in the implementations of presently
used speech codecs, e.g. the full-rate GSM-system [7].
More sophisticated schemes of error detection and hand-
ling were published in [6] where channel errors are de-
tected by a combination of forward error detections by
CRCs and “zero-redundancy” error detections (no extra
bits) based on the parameter dependencies. In case of
an error the current corrupted parameter is replaced by
an extrapolation procedure that exploits the correlation
of adjacent parameters/indices (bad parameter handling,
denoted by “BPH” in figures 5 and 6).

The performance of the error-handling schemes and
the joint source-channel decoding by CCOE and it’s
derivates was evaluated by informal listening tests where
the decrease of the speech quality at the speech decoder
output caused by the noisy transmission was compared
with the “clear-channel” quality of the codec. The val-
ues 0..6 are mapped to the perceived subjective speech-
quality decrease by table 2.

AWGN channel: First the system-performance
was evaluated on an AWGN-channel. To be fair
with respect to the transmission power, a rate correc-
tion was carried out as in section 2.3 by adding
10 log,,(228/214) = 0.275 dB to the Ej /No-values for the
systems using channel coding. The results of the listening
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Figure 5: Performance of CCOE for a CELP speech
codec on an AWGN channel

tests are depicted in figure 5. The CCOEmap-algorithm
works best of all followed by OEmap and CCmap. The
BPH-technique works significantly worse compared with
CCOEmap and OEmap. The new CCOEmap-algorithm
works significantly better than OEmap for moderately
corrupted channels (Ep/Ng around 3 dB).

GSM half-rate channel: The bit-rate required
for the transmission of the channel-coded indices exactly
maps into the GSM half-rate channel. In figure 6 the
results of the listening tests are plotted for the carrier-
to-interferer-ratios of C/1=4,7,10 dB. No rate-correction
was carried out since the algorithms that do not exploit
channel coding cannot take advantage from that because
the bit rates are fixed in GSM. The CCOEmap-algorithm

6

a1
T

N
T

uncoded
CCmap
+-—+ OEmap
CCOEmap
— BPH

quality decrease
N w

]

C/l/dB ->

o

5 6 7 8 9 10

N

Figure 6: Performance of CCOE for a CELP speech
codec on the GSM-half-rate channel

works better than OEmap and both algorithms work
much better than all the others. In contrast to the
AWGN channel the BPH-algorithm works better than
CCmap. This is due to the bursty error-structure on the
GSM-channel.

6. CONCLUSIONS

Channel-Coded Optimal Estimation (CCOE) was ap-
plied to a CELP speech codec. The performance of
CCOE on moderately and strongly corrupted AWGN
and GSM half-rate channels (evaluated by informal
listening tests) is superior to classical error handling
techniques and separate source and channel decoding
(CCmap). The disadvantage of CCOE lies in the mem-
ory requirements and the computational complexity. Fu-
ture work will focus on these issues.
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