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ABSTRACY

Knowledge discovery in data sources available on computational grids is achallenging research
and development issue. Several grid research activities addressing some facets of this process
have already been reported. This chapter introduces the GridMiner framework, developed
within aresearch projectat the University of Vienna. The project’s goal is to deal with all tasks of
the knowledge discovery process on the grid and integrate them in an advanced service-oriented
grid apphcation. The GridMiner framework consists of two main components: technologies
and tools, and use cases that show how the technolc ogies and tools work together and how
they can be used in realistic situations. The innovative architecture of the GridMiner i
based on the Cross-Industry Standard Process for Data Mining. GridMiner provides ¢ mb 15t
and reliable high-performance data mining and OLAP environment, and the system highlis
he importance of grid-enabled applications in terms of e-science and detailed analysis of wm
arge scientific data sets. The interactive cooperation of different services — data integration, data
selection, data transformation, data mining, pattern evaluation and knowledge presentation—
within the GridMiner architecture is the key to productive e-science analytics.

e

3.1 Introduction

The term e-science refers to the future large-scale science that will increasingly be carried out
through distributed global collaborations enabled by the Internet. This phenomenon is a major
force in the current e-science research and development programmes (as pioneered in the UK)
and NSF evberstructure initiatives in the US. Typically, the mdividual user scientists require
their collaborative tific enterprises to have features such as a
collections and very large scale computing resources. A key component opn
e-science analytics, which is a dynamic research field that includes rigorous and sophisticated
seientific methods of data pre-processing, integration, analysis, data mining and visualization

Datg Mining Technigues in Grid Computing Environments  Bdited by Werner Dublizky
€ 2008 John Wiley & Sons, Lud
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associated with information extraction and knowledge discovery from scientific data sels,
Unlike traditional business analytics, e-science analytics has to deal with huge, complex,
heterogeneous, and very often geographically distributed data sets which contain velumes
measured in terabytes and will soon total petabytes. Because of the huge volume and high
dimensionality of data, the associated analytic tasks are often both input/output and compute
intensive and consequently dependent on the avai lability of high-performance stora ge, compui-
ing hardware, software resources and software solutions. This is one of the main reasons why
high-performance computing analytics has hecome a regular topic of the programmes at the Su-
percomputing Conference Series since 2005. Further, the user community is often at different
geographically distributed locations, and finally, a high level of security has to be guaranteed
for many analytical applications, e.g. in finance and medical sectors, The grid is an infrastroc-
ture proposed to bring all these issues together and make a reality of the vision for e-science
analytics outlined above. It enables flexible, secure, coordinated resource (computers, storage
systems, equipments, database, and so forth) sharing among dynamic collections of individuals
and institutions. Over the past four vears, several pioneering grid-based analytic system
prototypes have heen developed. In most of these Systems, analytic tasks are implemented
as grid services, which are combined into interactive workflows orchestrated and executed
by special services called workflow engines. In the following, we characterize some relevant
developments.

The myGrid project is developing high-level middleware for data and legacy application
resource integration to support in si experiments in biology. Their developed workflow
system Taverna (Wolstencroft, ef al.. 2005) provides semantic support for the ¢

and enactment of bioinformatics workflows, Cannataro and Talia (2003) rope m
of the Knowledge Grid architecture based on the Globus Toolkit (Foster and Kes elman,

1998), Discovery Net ( Curein, et al., 2002 provides a service-oriented computing model
for knowledge discovery allowing users to connect to and use data analysis software and
data sources that are available on-line. The Science Environmen: for Ecological Knowledge
(SEEK) project (Jones, er al., 2006) aims to create a distributed data integration and anal-
¥s18 network for environmental, ecological and taxonomy data. The SEEK project uses the
Kepler (Berkley, e al., 2005) workflow system for service orchestration. The recentl y finished
EU-IST project DataMiningGrid (Stankovski, er al., 2008) developed advanced tools and
services for data mining applications on a grid. It uses Web Services Resource Framework-
compliant technology with Triana {(Churches, et al., 2006), an open source problem solving
environment developed at Cardiff University, that combines an intuitive visual interface with
powerful data analysis tools in its user interface.

In all the above-mentioned projects, the main focus has been put on the functionality of the
developed prototypes and not on the optimization of their runtime performance. Moreover, the
end user productivity aspects associated with their use have not been sufficiently investigated.
Their improvement can have significantimpact on many real-life spheres, e.g. it can be a crucial
factor in achievement of scientific discoveries, optimal treatment of patients, productive deci-
sion making, cutting costs and so forth. These issues, which pose serious research challenges
for continued advances in e-science analytics, motivated our work on a grid-technology-based
analytics framework called GridMiner’, which is introduced in this chapter, Our alm was to
develop a core infrastructure supporting all the facets of e-science analytics for a wide spectrum
of applications. The framework consists of two main components,

5
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« Technologies and tools. They are intended to effectively assist application developers t©
develop grid-enabled high-performance analytics applications. GridMiner includes services
for sequential, parallel and distributed data, text mining, on-line analytical processing, data
integration, data quality monitoring and improvement based on data stati stics and visualiza-
tion of results. These services are integrated into interactive workflows, which can be steered
from desk-top or mobile devices. A tool called workflow composition assistant allows semi-
automatic workflow construction based on the SemanticWeb technology to increase the
productivity of analytic tasks.

o Use cases. They show how the above technologies and tools work together, and how they
can be used in realistic situations.

The presented research and development was conducted in cooperation with some of the
worldwide leading grid research and application groups. The set of pilot applications directly
profiting from the project results includes the medical domain (cancer research, fraumatic brain
injuries, neurological diseases and brain informatics) and the ecological domain {environment
monitoring and event prediction).

3.2 Rationale behind the design and development of GridMiner

Since the 1990s, grid technology has traversed different phases or generations. In 2002 when
the research on GridMiner started, all major grid research projects were built on the Globus
Toolkit (Foster and Kessebman, 19983 and UNICORE (Romberg, 2002). Therefore, our ini-
tial design of the GridMiner architecture was based on the state-of-the-art research results
achieved by Globus and its cooperating research projects, which provided grid software de-
velopment kits exposing Qibrary-style APIs’. Very soon after the start of the project, the grid
research programme and industry activities focused on architecture and middleware devel-
opment aligned with the Web services standards. Further, we realized that our effort had to
consider the achievements in the Semantic Web, workflow management and grid database
technologies.

As a first step, we designed and prototyped a runtime environment and framework called
GridMiner-Core based on the Open Grid Service Architecture (QOGSA) concepts built on top
of the Globus Toolkit Version 3 (Foster, ef al., 2002) and grid database access services provided
by the OGSA Data Access and Integration {ﬁ?iﬁrﬂ,‘i}%»{}fi 1) (Antonioletti, efal., 2005) middieware.
This solution allowed the integration and execution of data pre-processing, data mining wols,
applications and algorithms ina grid-transparent manner, i.e. the algorithm contributors could
focus on knowledge discovery problems without the necessity to handle grid specifics. Thus,
the framework abstracted from grid details such as platform, security, failure, messaging and
program execution. The desien decisions, scalability behaviour with respect to the data set
size and number of users working concurrently with the infrastructure and performance of
the prototype were evaluated. Based on the results and experience from the Gr iner-Core
research tasks, a full service-oriented GridMiner architecture has been investigated (Hofer and
Brezany, 2004).

Since the birth of the OGSA technology, based on the Weh service concepts
munity has been focusing on the service-oriented architectures, This trend
Jatest OASIS specification, named Web Service Resource Framework {W!

the grid com-
1by the

ki,

ras confirm
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et al., 2004). Therefore, our goal was also to develop an infrastructure supporting all the phases
of the knowledge discove Y process in the service-oriented grid environments with respect to
the scientific workflows and the Jatest available technologies. Furthermore, we have devoted
significant effort to the investigation of appropriate modelling mechanisms. We adopted and
extended the existing CRoss-Industry Standard Process for Data Mining (CRISP-DM ) Refer-
ence Model (Chapman, et al., 2000) and its phases as essential steps for the service-oriented
scientific workflows. The model is discussed in Section 3.4.

3.3 Use case

Before describing the GridMiner framework, we present a practical use ¢
medical application addressing management of patients with traumatic brain mjuries (F

et al., 2003a). A traumatic brain injury typically results from an accident in which the head
strikes an object. Among all traumatic causes of death, it is the most important one, besides
injuries of the heart and great vessels. Moreover, survivors of a traumatic brain injury may
be significantly affected by a loss of cognitive, psychological or physical function. Below,
we discuss how data mining and its implementation in GridMiner can support treatment of
traumatic brain injury patients.

At the first clinical examination of a traumatic brain injury patient, it is VETY COmmon
to assign the patient into a category, which allows one to plan the treatment of the patient
and also helps to predict the final outcome of the treatment. There are five categories of
the final outcome defined by the Glasgow Outcome Scale (GOS): dead, vegetative, severely
disabled, moderately disabled and good recovery. It is obvious that the outcome is influenced
by several factors, which are usually known and are often monitored and stored in a hospital
data warehouse; frequently used factors include Injury Severity Score, Abbreviated Injury
Scale and Glasgow Coma Score. Tt is evident that if we want to categorize a patient then there
must be a prior knowledge based on cases and outcomes of other patients with the same type of
injury. This knowledge can be mined from the historical data and represented as a classi fication
model. The model can be then used to assign the patient to one of the outcome categories,
In particular, using the model, one of the values from the GOS can be assigned to a concrete
patient,

One of the basic assumptions in classification is that by considering a larger number of ¢
the accuracy of the final model can be improved. Therefore, access to the data for similar
trawmatic brain injury cases stored in other hospitals would help to create a more accurate
classification model. In the grid environment, a group of hospitals can share their data resources
such as anonymized patients records or some statistical data related to the management of the
hospitals. The group of hospitals can be then seen as a virtual organization (VO) (Foster,
et al., 2002). There can be also other partners in the VO offering their shareable resources,
for example, analytical services or high-performance computing resources. as Hlustrated in
Figure 3.1. In such a scenario, it is necessary to deal with other challenges such as secure
access to the distributed data, cleaning and integration of the data and its transformation into a
format suitable for data mining. There are also many other tasks related to this problem such as
legal aspects of data privacy that have to be solved, especially for such sensitive data patients’
records,

There exist several possibilities for how to deal with the above-mentioned challenges. Our
approach is based on the principle that the movement of the data should be reduced as much
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Figure 3.1 Use case scenario

as possible to avoid the leak of valuable information. This means that some tasks, such as
data pre-processing, should be performed as close as possible to the data source. If the data
movement is unavoidable then only patferns or 4ggregs ed data should be moved out of the
hospital’s data centre.

Another situation involves data integration prior t0 mining that requires all data records.
To address this requirement problem we adopted an approach based on data virtualization
and data mediation, This means that in order to reach a particular record a distributed query
mechanism supported by the mediator service (Brezany, ef al., 2003b) is applied. The data
integration problem has also several other aspects, which should not be ignored. The first ong
is semantic inconsistency of the integrating data sources, and the second one is the data format
inconsistency.

Before a data mining technigue can be applied, the data need to be preprocessed to correct
or eliminate erroneous records. Problematic records may contain missing values of noise such
as typos or outlier values that can negatively impact the quality of the final model.

From a health care control and governance point of view, hospital management data about
the health care services and their quality are more interesting. The data of interest in this case
include statistics, which can be represented as aggregated data. This can be supported by online
analytical processing (OLAP) techniques.

3.4 Knowledge discovery process and its support by the GridMiner

i
Knowledge discovery in databases (KDD) can be defined as a non-trivial process of identi-

fying valid, novel, potentially useful and ultimately understandable patterns in data (Fayyad,
Piatetsky-Shapiro and Smyth, 1996). KDD is a highly interactive process and to achieve useful
results the user must permanently have the possibility to influence this process by applying dif-
ferent algorithms or adjusting their parameters. Initiatives such as CRISP-DM try to define the
KDD project, its corresponding phases, their respective tasks and relationships between these
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Figure 3.2 Data mining process covered by GridMiner's tools and services

tasks. Within the GridMiner project, we have adopted and extended the CRISP-DM model and
its phases as essential steps to the service-oriented scientific workflows. The whole concept is
depicted in Figure 3.2, The top part corresponds to our new reference model, and the bottom
part shows an illustrative GridMiner framework and its supporting tools and services.

3.4.1 Phases of knowledge discovery

In the following paragraphs, we discuss the phases at the highest level of our new reference

model for data mining projects as implemented in the GridMiner framework.

Scientific problem identification This initial phase focuses on clearly establishing goals and
requirements of the scientific problem that is going to be solved, the role of data mining
in the solution approach and selecting suitable data sets in the given data space and mining
techniques. Within this phase, the main objectives of the data mining process are identified
and their basic properties are specified in a preliminary workplan. The ways of solving the
problem can include different methods and approaches, for example a scientific experiment,
statistical confirmation of a hypothesis and so forth.
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Data quality understanding  The data and its quality understanding phase starts with an initial
data collection and proceeds with activities allowing the user to become familiar with the data,
to identify data quality problems, to obtain first insights into the data or to detect interesting
subsets to form hypotheses.

Data pre-processing  According to Pyle (1999), data pre-processing is usually the most chal-
lenging and time consuming step in the whole knowledge discovery process. The aim of this
phase is to improve data quality, which has a significant impact on the guality of the final model
and, therefore, on the success of the whole process. Data in operational databases are typically
not ¢lean. This means that they can contain erropeous records due to wrong inputs from users or
application failores, Besides, these data may be incomplete, and essential information may not
he available for some attributes. Hence, for data mining and other analysis tasks, it is necessary
to clean data and to integrate the data from multiple sources such as databases, XML files and
flat files into a coherent single data set. Because of the large size of typical grid data sources,
building traditional data warehouses is impractical. Therefore, data integration is performed
dynamically at the point of data access or processing requests.

Moreover, the size of the input data for modelling can enhance the accuracy of the predictive
model as well as having significant impact on the time of model building. The data selection
step allows the choice of an appropriate subset of the whole data set, which can be used as a
fraining set to build a model as well as a test set for the model evaluation.

Data mining This phase deals with selecting, applying and tuning a mode

Hing technique

on the preprocessed data set, It involves the application and parameterization of a concrete
data mining algorithm to search for structures and patterns within the data set. Typically, data

mining has the two high-level goals of prediction and description, which can be
using a variety of data mining methods such as association rules, sequential patterns, classifi-
cation, regression, clustering, change and deviation detection and so forth. Besides these most
fundamental methods, the data mining process could, for example in bivinformatics (Wang,
et al., 2005), refer to finding motifs in sequences fo predict folding patterns, to discover genetic
mechanisms underlying a disease, to summarize clustering rules for multiple DNA or protein
sequences and so on. An overview of other modern and future data mining application areas
is given by Kargupta, ef ol (2003).

The large size of the available data sets and their high dimensionality in many emerging
applications can make knowledge discovery computationally very demanding to an extent that
parallel computing can become an essential component of the solution. Therefore, we investi-
gated new approaches enabling development of highly optimized services for management of
data guality, data integration, data mining text mining and OLAP. These services are able to
run on parallel and distributed computing resources and process large, voluminous data within
a short period of time, which is crucial for decision making. There were several concurrency
levels investigated as depicted in Figure 3.3,

(2) Workflows. Speculative parallelism can be used for parameter study of analytical tasks
{for example, concurrent comparison of accuracy of neural network, decision tree and
regression classification methods).

(b} Inter-service parallelism. Services can perform coordinated distributed processing.
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Figure 3.3 Inter and intra-service parallelism

(¢} Intra-service parallelism. Service implementation is based on process and thread mecha-
nisms, which are the concepts of parallel programming tec hnology.

Within the data exploration processes we also investigated the i impact of the data size on
the models” accuracy to answer the question “When is it necessary to mine complete data sets,
as opposed to mining a sample of the data?” This opens a new dimension for data exploration
methodologies, We also included OLAP in our research focus because we consider OLAP and
data mining as two complementary technologies, which, if applied in conjunction, can provide
efficient and powerful data analysis solutions on the grid.

Evoluation  Data mining algorithms discover patterns in data, not all of which may be new
or be of interest to the user. The evaluation phase is designed to address this issue and dis-
criminate relevant from irrelevant patterns. The main goal of the presentation fask is to give a
user all discovered information in an appropriate form. In GridMiner, we addressed different
visualization techniques for representing data mining models in, for example, tables, graphs
and charts. These models are represented by the PMML so they can be imported to the other
applications and further evaluated,

Knowledge deployment 1Tt is obvious that the purpose of a data mining model, as a final
product of the data mining process, is to increase knowledg ‘ del
itself, without an appropriate description, can be of limited uti is
carrying out the deployment phase. Therefore, a kind of report desc
the steps leading to the model is required. The Predictive Markup Mod
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(Data Mining Group, 2004) facilitates not only the characterization of data mining models
but also the description of data, metadata, statistics and data transformations. Hence, together
with visualization, the PMML is a suitable format for knowledge representation. However, the
representation of the models is usually not enough. Its interpretation by a domain expert is
extremely helpful and can point to the weakness of the model to eliminate its misuse,

In the following sections we will introduce the services and tools supporting the phases of
the knowledge discovery process. We will not g0 too deep into implementation details, which
can be found in the cited papers, but rather introduce the design concepts we have used 1o
develop the presented tools,

3.4.2 Workflow management

With respect to the discussion about the phases of the KDD, it is obvious that the GridMiner
architecture highly depends on appropriate workflow management mechanisms, W ¥
the conclusion that GridMiner needs a dynamic workflow concept where a user can com pose
the workflow according to his individual needs. As a first step, an XML-based Dynamic Service
Composition Language (Kickinger, er al., 2004) was proposed; it serves as input to the Dynamic
Service Control Engine (DSCE) (Kickinger, er al., 2003), which was also developed within
the project. The DSCE was implemented as an application-independent, stateful and transient
QGSA (Foster, ef al., 2002) service consisting of a set of other OGSA services. Additionally,
the engine allows the starting, stopping, resumin g, modifying and cancelling of workflows and
notifies a client about the status of the execution.

Workflow Enactment Engine The new scientific workflow concepts (Taylor, er al., 2007, the
acceptance of the WS-BPEL language (Sarang, Mathew and Juric, 2006) in the scientific
community and standardization of WSRF have become the leading motivation for the devel-
opment of a new workflow engine, A newly established subproject of the GridMiner project
called Workflow Enactment Engine Project (WE P} (Janciak, Kloner and Brezany, 2007) is
aiming to implement a workflow engine for WSRF services using WS-BPEL 2.0 as a formal-
ism to specify, process and execute workflows. The engine follows up ideas of its ancestor
DSCE and is being developed as a central component for data mining workflow orchestration
in GridMiner. The core of the engine provides a run-time environment in which process in-
stantiation and activation oceurs, util ing a set of internal workflow management components
responsible for interpreting and activating the

sary to process the defi
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¢ Validation and interpretation. The validation and interpretation of a BPEL process definition
and its representation as a new resource with a unique identifier. The resource can be seen
as a workflow template representing a stateless Process.

* Instantiation. The instantiation of the workflow template to the stateful process represented
by a service,

s B
of the whole workflow and its particular activities.

cution. The execution of the process instance together with controlling and monitoring



46 GRIDMINER: AN ADVANCED SUPPORT FOR e-SCIENCE ANALYTICS

With the above-mentioned functionality, the engine is able to repse deployed workflows, Create
new instances with different input parameters and represent the process as a single service,

GridMiner Assistant To Support a semi-automatic composition of the data mining workflows
we have developed a specialized tool called GridMiner Assistant (Brezany, Janciak and Tjoa,
2007), which assists the user in the workflow Composition process. The GridMiner Assistant
is implemented as g Web application able to navigate a user in the phases of the kno g
discovery process and con structa workflow consisting of a set of cooperating service abmis
realize concrete data mining objectives. The GridMiner Assistant provides support in choo ;
particular objectives of the knowledge discovery process and manages the entire process by
which properties of data mining tasks are specified and results are presented. It can accurately
select appropriate tasks and provide a detailed combination of services that can work together to
create a complex workflow based on the selected outcome and its preferences. The GridMiner
Agsistant dynamically modifies the task composition depending on the entered values, defined
process preconditions and effects, and existing description of services.

3.4.3 Data management

GridMiner needs to interoperate with data access and management technologies that are being
developed by other communities. On top of these technologies, we developed services for
data acce ration, data preprocessing, computation of stati stics
of a grid-based data space. All these services and concepts are
paragraphs,

Fed

Data access  In order to avoid building a new proprietary solution and reimplementin g solved
aspects of Grid Data Services (GDS) (Antonioletti, ¢ al., 20033, we have decided to mtegrate
our developed concepts into OGSA-DAI (Antonioletti, ef al., 2005, OGSA-DAI {see also
Chapter 14 in this volume) is a middleware implementation of GDS for supporting access and
integration of data from separate data sources within a grid. Moreover, the OGSA-DAT allows
us to define extensions (called activities), which can internal ly transform data into the required
form and deliver them as a file or as a data stream. The middleware uses XML as its native
format for data representation. Therefore, XML was also adopted by data mining services
implemented in GridMiner as standard input data format so no further conversion of the data
is necessary. The latest release of the OGSA-DAI is implemented as a WSRF service and is
also available as a core component for data access and integration in the Globus Toolkit. For
all these reasons the OGSA-DAI was included in the GridMiner architecture as an essential

service supporting data mining services with the access to the data sources on the grid.

Data integration Modern science, business, industry and society increasingly rely on global
collaborations, which are very often based on large-scale linking of databases that were not
expected to be used together when they were originally developed. We can make decisions
and discovery with data collected within our business or research, But we improve decisions
or increase the chance and scope of discoveries when we combine information from multiple
sources. Then correlation and patterns in the combined data can sy pportnew hypotheses, which
can be tested and turned into useful knowledge. Our approach to data integration is based on the
data mediation concept, which allows for the simplification of work with multiple, federated
and usnally geographically distributed data sources. The realization of the ‘wrapper/mediator’
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approach is supported by the Grid Data Mediation Service (GDMS) (Woehrer, Brezany and
Tioa, 2005}, which creates a single, virtual data source. The GDMS allows integration of
heterogeneous relational databases, XML databases and comma-separated value files into one
logically homogeneous data source.

Data statistics, data understanding, data pre-processing The DG framework (Wohrer,
et al., 2006), developed within the GridMiner project, describes an architecture for gather-
ing data statistics on the fly and uses them in remote data pre-processing methods on query
results. Additionally, it provides access to incrementally maintained data statistic of pre-defined
database tables via the GDS. The implementation of the framework is based on an extension
of OGSA-DAI with a set of new activities allowin g for the computation of different kinds of
data statistic. The framework provides a set of OGSA-DAI activities for extracting descriptive
and advanced statistics, together with a specialized monitoring tool for continuously updating
statistics.

* Descriptive statisties. Could be viewed as a metadata extraction activity providing basic
information about the selected tables for nominal and nume: ical attrib

¢ Advanced statistics. Allow for the enhancement of basic statistics into advanced data statis-
tics based on additional input information about a data set, for example statistics for
intervals.

* Data source monitoring. Provides an interface (o the incrementally maintained statistics
about whole tables returning more recent statistics.

All data statistics are presented in the PMML format to support service interoperability. The
gathered statistical data are useful in deciding what data pre-processing technique to use in the
next phase or whether it is necessary at all, which is especially interesting for very expensive
pre-processing methods.

Datakx  The aim of this research task is to develop a new model for scientific data management
on the grid, which extends our earlier work on structural and semantic data integration (Woehrer,
Brezany and Tjoa, 2005) to provide a new class of data management architecture that responds
pidly expanding demands of large-scale data ex ploration. DataEx follows and leverages
sionary ideas of dataspaces, a concept introduced by Franklin, Halevy and Maier 2005).
A dataspace consists of a set of participants and a set of relationships. Participants are single
data sources (elements that store or deliver data). Relationships between them should be able
to- model raditional correlations, for example one is a replica of another one, as well as novel
future connections, such as two independently created participants contain information about
the same physical object. Dataspaces are not a data integration approach ~ rather more a data
i?(ﬁ?%@?\liﬁiitﬁl}@@ &QPFOWI&E»

3.4.4 Data mining services and OLAP

Sequential, parallel and distributed data mining algorithms for building different data mining
and text mining models were proposed and implemented as grid services using the multi-level
concurrency approach. Each service can be used either autonomonu sly or as a building block to
construct distributed and scalable services that operate on data repositories integrated into the
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grid and can be controlled by the workflow engine. Within the project, the following services
providing data and text mining tasks were developed.

* Decision trees. Distributed version of grid service able (o perform high-performance ¢Jas.
sification based on the SPRINT algorithm ¢ Shafer, Agrawal and Mehta, 1996). The Serviee
Is implemented us 3 stateful OGSA service apje to process and distribute data provided
by data sources fepresented by the OGSA-DAT interface, The algorithm and the service
implementation details are des ribed by Brezany, Kloner and Tjoa (2005),

* Sequence patterns. Implementation of the out-of-core Sequence mining 4 ithm SPADE
producing a sequence model and it evaluation. The work on the service is in prog

* Textclassification, Paralle] implementation of the tree classification algorithm operatj ng over
text collections fepresented in the X1 format, Implementation details and performance
results can be found elsewhere (Janciak, ¢ al., 2006,

* Clustering. Service enabling discovery of 5 clustering mode] using the k-means algorithm
and evaluation of the final model. The work on the service js in progress.

* Neural networks. Parallel and distributed version of the back;wpra;aagaiimz algorithm imple-
mented as a high-performance application in the Titanium language (5 parallel Java dialect)
and fully tested on HPC clusters. The used algorithm and implementation details together
with performance results can be found elsewhere (Brezany, Janciak and Han, 2006,

* Association ryles. A specialized service Operating on top of OL AP using its data cube
structure as a fundamental data source for association ryje discovery. A detailed description of
the design and implementation of the service can be found elsewhere ( Elsayed and Brezany,
2005).

All the services were fully tested in our local test bed, and the performance results were
Compared with other implementations. Moreover, the visualization application was i grated
nto the graphical user interface and can visualize the models of the developed services, which
are represented in the PMML. format,

OLAP  So far, in the grid COmmunity, no significant effort has been devoted to data warchous-
ing and associated OLAP, which are kernel parts of modern decision Support systems. Qur
research effort on this task resulted in severa original solutions for scalable OLAP on the
grid.

Because there was N0 appropriate open source OLAP system for proof-of-concept proto-
typing of developed concepts available, we decided to develop appropriate design and mmple-
mentation patterns from scratch. First, we designed the architecture of a sequential grid OLAP
Engine (Fiser, ¢r al., 2004) as a basie building block for distributed OLAP on the orid. This
architecture includes the data cube structure, an index database and function blocks for cube
construction, querying and connection handling, During investi gation of existing cube storage
and indexing schemes, we discovered that there was no suitable method available for manage-
ment of s ILAP cubes on the grid. The existing methods, for example Bir-Enern ded Binary
Structure (RESS ) (Goil and Choudhary, 1997), require that the nuy f positions within
each cube dimension is known before the records are imported from data repositories into the
cube. However, such exact information is often not available in grid applications. Therefore,

a
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we proposed a method called Dynamic Bit Encoding (DBE) as an extension of BESS. DBE is
based on basic bit logic operations; coding and indexing are fully extendable during the cube
construction.

With this concept it was possible to focus our research on a parallel and distributed OLAP
solution, In our approach, the OLAP cube is assumed to be built on top of distributed compu-
tational and data storage resources — the goal is to merge independent systems into one large
virtual federation to gain high computational power and storage capacity. However, the OLAP

provided by cooperating partners. Cube segments (sets of chunks) are assigned to grid nodes,
which are responsible for their management.

A most helpful programming model for the development of scalable scientific applications
for distributed-memory architectures is the SPMD model (SPMD: single program-multiple
data). This model can be applied to data parallel problems in which one and the same basic
code executes against partitioned data. We took an analogous approach to the development of
scalable OLAP applications on the grid. We proposed the SSMC model (SSMC: single service~
multiple cube data). In this model, there is only one OLAP service code, which is used by the
grid OLAP Service Factory for generation of a set service instances. The instances are then
initiated on appropriate grid nodes due to the configuration specification, which can be smartly
designed in the administration domain of the GridMiner graphical user interface and can be
arbitrarily extended. For each service instance, it is only necessary to get information about the
locations of its immediate children’s services due to the hierarchical system architecture, data
distribution and indexing strategies. The cube data aggrea:
are performed in each node by a pool of threads, which can really run in pe
includes multiple processors.

The sequential and parallel OLAP engines were implemented in Java and integrated into
GridMiner as a grid service. A special data mining service for discovery of association rules
from OLAP cubes created and accessed by the OLAP service was proposed and implemented.
The results of data mining and OLAP are represented by the OLAP Model Markup Language
(OMML), which was proposed by our project.

3.4.5 Security

Security of the data and service access is extremel y important in GridMiner, which is designed
for distributed data access and manipulation, In cooperation with the Cancer Bioinformatics
Grid (caBIG) project, we integrated Dorian (Langella, et al., 2006) as a federated identity
Management service into the GridMiner framework. Dorian provides a complete grid-enabled
solution, based on public key certificates and the Security Assertion Markup Long (SAML).
for managing and federating user identities in a grid environment. SAML has been dey
as a standard for exchanging authentication and authorization statements between security
domains,

To obtain grid credentials or a proxy certificate, a digitally signed SAML assertion, vouching
that the user has been authenticated by his/her institution, has to be sent to Dorian in exchange
for grid credentials. The user authorization is accomplished through the user’s identity. Dorian
Can only issue grid eredentials to users that supply an SAML assertion from a Trusted Identity
Provider. Dorian also provides a complete graphical user interface.

i
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(c) (d)
Figure 3.4 Graphical user interface. {a) Data integration, (b} decision tree visualization, {c) OLAP
cube configuration, (d) workflow composition

Secure data mining services have their own credentials consisting of a private key and
certificate assigned by a Grid Certificate Authority. The services are trusted based on the
service identity; thus, services have full access authorization to other secure services,

Data access security The software architecture of the grid database access service OGSA-
DAI provides the basic security mechanisms, which can be specified in a special security
configuration file (RoleMap file). The application developers can extend the functionality of
this approach. This idea is also followed in the GridMiner application of OGSA-DAL

3.5 Graphical user interface

The aim of the graphical user interface (GUI) is to hide the complexity of the system archi-
tecture and offer an easy-to-use front end for the data mining experts as well as for the system
administrators.
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The GUI was designed as a stand alone Java application able to be remotely started by
“Java Web Start’ practically in any operating system supporting Java. It provides a browser
window allowing a user to interact with several Web applications used to configure and pa-
rameterize data mining tasks and interact with a specialized Web application for the workflow
execution control. Another important contribution of the GUT is the possibility to interac-
tively construct data mining workflows in a graphical representation on abstract and con-
crete levels (see Figure 3.4(d)). The workflow is created using drag-and-drop functionality
and can be presented as a graph as well as being specified in the workflow language. Ad-
ditionally, for the data integration tasks it is possible to construct mediation schemas used
by GDMS (see Figure 3.4(a)). In summary, the main functionality of the GUI includes the
following.

* Training and test data set selection based on query preparation and execution.
* Parameterization of tasks and configuration of the grid services,

* Data mining workflow composition and its execution.

* Controlling and monitoring of workflow execution.

* Visualizing data mining models, statistics and results of OLAP queries,
The layout of the GridMiner GUT is divided into three main panels as follows,

* Resource panel. The panel on the left hand side is used to manage grid services. They are
clustered due to their relationship with the phases of the KDD process and are therefore
categorized into data processing and data minin g groups. The panel allows for the addition
and selection of new data sources and management of created workflow instances.

* Workflow composition panel, This central panel of the GUI allows for the creation and
modification of data mining workflow instances consisting of the resources selected from
the resource panel using drag-and-drop mechanisms.

* Log panel. The bottom panel displays log and debu & messages as well as notification mes-

s during the workflow execution.

erized by the user.
a window

All the services of the workflow instance can be con figured and parame
Double-clicking on the resource icon in the Workflow composition panel opens
displaying the Web application responsible for configuration of the particular e {
Figure 3.4(c)). Double-clicking on the visualization icon corresponding to the mined mo
opens a visualization application (see Figure 3.4(b)).

Visualization Several visualization methods for different data mining models have been ap-
plied in the GridMiner project, namely visualization for decision trees, association rules, neural
networks, sequences and clustering. The visualization is supported by a Web application con-
verting data mining models or statistics stored in PMML documents to their graphical or
textual representations. The graphical representation is made by converting the models into
the widely supported Scalable Vector Graphics (SVG) format, which can be displayed by
standard Web browsers. A specialized interface for OLAP query visualization is also sup-
ported by a dynamic webpage displaying aggregated values and dimensions of the OLAP
cube,
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3.6 Future developments

From the previous paragraphs, we can see that we are already witnessing various grid-based
data mining research and development activities. There are many potential extensions of this
work towards comprehensive, productive and high-performance analysis of scientific data sets.
Below we outline three promising future research avenues.

3.6.1 High-level data mining model

The most popular database technologies, like the relational one. have precise and clear founda-
tions in the form of uniform models and algebraic and logical frameworks on which si gnificant
theoretical and system research has been conducted. The emergence of the relational query
language SQL and its query processors is an example of this development. A similar state has
to be achieved in data mining in order for it to be leveraged as a successful technology and
science. The research in this field will include three main steps: (1) identifying the properties
required of such a model in the context of large-scale data mining, (if) examining the currently
available models that might contribute (e. g. CRISP-DM) and (iii) developing a formal notation
that exposes the model features.

3.6.2 Data mining query language

From a user’s point of view, the execution of a data mining process and the discovery of a set of
patterns can be considered as either the result of an execution of a data mining workflow or an
answer to a sophisticated database query. The first is called the procedural approach, while the
ond is the descriptive approach. GridMiner and other grid-based data mining developments
d on this model. To support the descriptive approach several languages have been
- The Data Mining Query Language (DMQL) (Han, 2005) and OLE DB for Data

; guages 1s their poor
support for data preparation, transformation and post-processing, re that the de
of such a language has to be based on an appropriate data mining model; its features wi
reflected by the syntactic and semantic structure of the lan guage. Moreover, implements
of queries expressed in the language on the grid, which represents a highly volatile ¢
environment, will require investigation of dynamic approaches able to sense the query executio
status and grid status in specified time intervals and appropriately adapt the query execution
plan.

b

3.6.3 Distributed mining of data streams

s

In the past five years with advances in data collection and generation technologies, a new
class of application has emerged that requires managing data streams, i.e. data composed of
continuous, real time sequence of items. A significant research effort has already been devoted
to stream data management (Chaudhry, Shaw and Abdelguerfi, 2005) and data stream mining
(Aggarwal, 20073, However, in advanced applications there is a need to mine multiple data
streams. Many systems use a centralized model (Babcock, ef al., 2002). Here, the distributed
data streams are directed to one central location before they are mined, Such a model is limited
in many aspects. Recently, several researchers have proposed a distributed model considering
distributed data sources and computational resources—an excellent survey was provided by
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Parthasarathy, Ghoting and Otey (2007). We believe that investigation of grid-based distributed
mining of data streams is also an important future research direction.

3.7 Conclusions

The characteristics of data exploration in modern scientific applications mpose unigue requi
ments for analytical tools and services as well as their organization int entific workflo
In this chapter, we have introduced our approach to the e-science analytics that has been in-
corporated into the GridMiner framework. The framework aims to exploit modern software
engineering and data engineering methods based on service-oriented Web and grid technolo-
gies. An additional goal of the framework is to give the data mining expert powerful support
to achieve appealing results. There are two main issues driving the development of such an
infrastructure, The first is the increasing volumes and complexity of involved data sets, and
the second is the heterogeneity and geographic distribution of these data sets and the scientists
who want to analyse them. The GridMiner framework attempts to address both challenges,
and we believe successfully. Several data mining services have been already deployed and are
ready to perform the knowledge discovery tasks and OLAP,

‘bxi‘x H‘ ¥
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