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Figure 1. Situated video augmentations. (Left) Original video footage recorded using a mobile phone. (Right) Augmented Video
application. The foreground video object — in this case the skateboarder — is augmented in the users view.

ABSTRACT

In this paper we present a novel approach to record and
replay video content composited in-situ with a live view
of the real environment. Our real-time technique works
on mobile phone, and made usage of an augmented
reality panorama-based tracker to create visually seamless
and spatially registered mixing of video content. For this
purpose, we apply a temporal foreground-background
segmentation of a video footage and show how the
segmented information can be precisely registered in real-
time in the camera view of a mobile phone. We present
the user interface and the video posts effects implemented
in our prototype as well as demonstrating our approach
for a skateboard training application. Our technique can
also be used with online video material or support the
creation of augmented situated documentaries.
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INTRODUCTION

The availability of cheap mobile video recorders and the
integration of high quality video recording capabilities
into smartphones has rapidly increased the amount of
videos being created and shared with other people using
platforms such as YouTube' or Vimeo®. With more than
50 hours of video uploaded every minute on YouTube
and billions of video viewed each day’, new way to
search, browse and experience video content is highly
needed.

Yet, current user interfaces of online tools for video
content have mostly been replicating the existing photo
interfaces. Features such as geo-tagging or browsing geo-
referenced content in Google Earth* (or other map-based
applications) have been mainly reproduced for video
content.

More recently, efforts have been made to explore further
the spatio-temporal aspect of videos. Application such as
Photo tourism (Snavely et al., 2006) have inspired work
of Ballan et al., 2010, allowing end-users to experience
multi-viewpoint events recorded by multiple cameras.
Their system allows smooth transition between camera

" http://www.youtube.com
? http://www.vimeo.com
? http://www.youtube.com/t/press_statistics

* http://www.earth.google.com




viewpoints and offers a flexible way to browse and create
video montage captured from multiple perspectives.

However, these systems limit themselves to produce and
explore video content on desktop user interface (e.g. web,
virtual globe), out of a real context. Augmented Reality
(AR) technology can overcome this issue, as providing a
way to place geo-referenced video content on a live,
spatially registered view of the real world.

For example, Hollerer et al., 1999 investigate situated
documentaries and show how to incorporate video
information into an outdoor wearable AR system to
realize complex narratives in an outdoor environment.
Recent commercial AR browsers such as Layar’ or
Wikitude® are now integrating this feature, supporting
video files or image stacks, but with limited spatial
registration due to the fact that the video is always screen
aligned and the error prone registration based on sensors.

Video augmentation has also been explored for
publishing media. RedBull” presented an AR application
that augmented pages of their Red Bulletin magazine with
video material using Natural Feature Tracking (NFT).
The application was running within a webpage as an
Adobe Flash application to detect the shown magazine
page and played the video content spatially overlaid on
top of that page.

As these projects generally present the video on a 2D
billboard type of representation, other work have been
exploring how to provide more seamless mixing between
the video content and a live video view. Maclntyre et al.
researched within their Three Angry Men project the use
of video information as an element for exploiting
narratives in augmented reality (Maclntyre et al, 2003).
They proposed a system where a user wearing a Head
Mounted Display (HMD) can see overlay video actors
virtually seated and discussing around a real table. The
augmented video actors were prerecorded and
foreground-background  segmentation  applied to
guarantee a seamless integration into the environment,
created with their desktop authoring tool (MaclIntyre et al,
2001, Maclntyre et al, 2002).

Whereas Maclntyre et al. used static camera recording of
actors, the 3D Live (Prince et al, 2002) system extended
this concept to 3D video. Prince et al. used a cylindrical
multi-camera capture system, allowing the capture and
the real-time replay a 3D model of a person using a
shape-from-silhouette approach. Their system was
supporting remote viewing, by transmitting the 3D via a
network and displaying the generated 3D video onto an
AR setup at a remote location as part of a teleconference
system.

As these applications were proposed for indoor scenarios,
Farrago®, an application for mobile phones, proposed

> http://www.layar.com
® http://www.wikitude.com
7 http://www.redbullusa.com

® http://www.farragoapp.com

video mixing with 3D graphical content for outdoor
configurations. The tool records videos that can be edited
afterwards by manually adjusting the position of the
virtual 3D objects overlay on the video image, but
required the usage of 2D marker or face tracking. Once
the video is re-rendered with the overlay it can be shared
with other users.

In this work, we wanted to investigate how we can offer a
new user experience to a mobile user to create real-time
compositing between his view of the real world with
prerecorded geo-referenced content. Similar to Maclntyre
et al., we were interested to extract the information of the
video (e.g. moving person or objects) and offer the
possibilities to spatially navigate the video (by rotating
the phone) mixed with the view of the real world.
Differently, we focused on mobile platform, outdoor
environment but also looked at offering simple way to
record and capture this type of video content with only
minimal input. We also have fewer restrictions during the
recording as we allow a free rotating camera and do not
rely on uni-colored background for recording the video
augmentations.

In this paper, we present our AR technique offering
accurate spatial registration between recorded video
content (e.g. person, motorized vehicles) and real-time of
the real world with a seamless visual integration (e.g.
extracted break dancer recorded the day before overlay on
your camera video). Our system allows to replay past
geo-referenced video sequences, to re-enact past captured
event for a broad range of application covering sports,
history, cultural heritage or tutorials. We offer tools for
the user control video playback but also video effects,
proposing a first view of what can be a future real-time
AR video montage tool on mobile platform.

The presented system operates in three steps. The first
step is the recording of the video. After finishing the
recording the video is GPS tagged and uploaded to a
server for further processing and to make it accessible to
other users.

Secondly, a pre-processing step is performed on the cloud
server hosting the video or on a desktop PC. In this pre-
processing step the information about what parts of the
video should be later augmented are extracted. We
compute this by applying a segmentation requiring only
that the user coarsely outlines the object of interest in the
first frame. We also extract the background information
of the video and assemble it into a panoramic
representation of the background. We use this panorama
later for the precise registration of the video content into
the environment.

The last step of the system is performed once another user
moves to the vicinity of the position the original movie
was recorded — identified via GPS. The system
downloads the pre-processed video to a smartphone.
While the user explores the environment the video is
registered and augmented into the users view. For the
registration we apply a vision-based matching that allows
a precise registration of the video content into the



Figure 2. Workflow TBD

environment. Figure 2 presents the typical workflow of
our approach.

The proposed system contributes to the field of
Augmented Reality by introducing a solution how to
incorporate video information into outdoor AR
application as well as by demonstrating an interface
allowing end users to participate in the content creation
process for this kind of application. We hope that this
shows the potential of video content in AR application as
it also demonstrates how to incorporate more dynamic
content in mobile AR applications.

SITUATED VIDEO COMPOSITING FOR AR

In the following we give a detailed description of our
approach and algorithms performed in three main steps
for video compositing in AR

Video recording

In the first step we record the video material, which we
later want to replay in place. The recording of the video
is performed as usual but requires the camera position to
be not changed while recording — rotational movements
of the camera are possible though. This recording can be
done with a digital camera or a smartphone with
integrated camera. Once the video is completed it is
tagged with the GPS location for indexing and to roughly
re-identify the position. The tagged video is then
uploaded to a cloud-based service or transferred to the
personal PC.

Offline video processing

In the next step we need to process the video. The main
challenge is to separate the object of interest in the video
(foreground) from the remaining information such as the
background or other moving objects that are not of
interest. We later used the object of interest as overlay
but we also want to keep the background information as it
is needed to register the video overlay into the new scene.

This preprocessing can be done on the personal PC or on
the cloud server hosting the uploaded video.

We start segmenting the video by applying a variation of
the GraphCut algorithm, namely GrabCut, presented by
Rother et al. (Rother et al, 2004). To initiate the
algorithm, the user has to roughly sketch the object of
interest (the foreground object) and mark some
background pixel (see left Figure 3). Once processed the
GrabCut delivers a segmentation of the foreground object
based on an iterative GraphCut.

This approach previously demonstrated for static images
needs to be done for each video frame with temporal
content. To avoid this cumbersome task, we extended the
method in a similar way to the approach presented by
Mooser et al. (Mooser et al., 2007). The idea is to use the
segmentation output of the GrabCut algorithm of the
previous video frame, to initialize the GrabCut algorithm
computing the segmentation for the current frame.

As there is likely a movement between the two frames we
cannot simply apply the result of the segmentation from
the previous frame to the current one. We overcome this
by estimating the position of the segmented foreground
object current frame by computing the optical flow of
pixels between the previous and the current frame using
Lucas-Kanade (Lucas and Kanade, 1981). This gives us
an approximation of the foreground objects position in
the current frame. Dilating the estimated foreground
objects footprint compensates for tracking inaccuracies.
We compute the boundary of the estimated foreground
object and select pixels within (pixels of the foreground
object) and outside (background pixels) and use them as
input for GrabCut. Applying this approach for each
frame yields the foreground objects for all consecutive
frames of the video. We apply a dilate and erosion
operation on the segmented foreground objects to remove
the noisy borders and only keep the largest connected
component as foreground object in case the segmentation
computed different segments. We also kept an option to



Figure 3. (Left) Manual initialization of the segmentation step. User sketches the foreground object (red) and outlines the
background (blue). (Middle) Result of applying GrabCut segmentation to subsequent video frames: Segmented foreground
object and size-optimized texture (green outline). (Right) Tracking the segment using Lukas-Kanade Tracker allows
segmentation of later frames even in cases the appearance changes.

manually initialize the GrabCut for specific frames in
case the object of interest is (partially) not segmented

properly.

The segmented foreground object is often only a fraction
of the size of the full video frame (see Figure 3). To
reduce the data we store the foreground object by only
saving the bounding rectangle around it and the offset
within the video frame.

Using this approach we can segment the object of interest
from the background information by only requiring the
user to outline the object of interest in the first frame of
the video.

Once the foreground object is extracted we need also the
background information, which we later use for
registering the object into the view of the user. We
therefore take the segmented frames and focus in the
following only on the background pixels.

Due to the rotating camera the recorded frames hold
different portions of the scene background. Furthermore,
the foreground object also occludes parts of the
background, reducing the amount of visual features that
are later available for vision-based registration. We still
want to reconstruct as much background information as
possible. We therefore do not only take into account the
background information from one video frame but from
all frames and integrate them into one a bigger panoramic
image.

We create this panoramic image holding the background
pixels by using modified version of the panoramic
mapping and tracking approach presented by Wagner et
al. (Wagner et al, 2010). This approach uses features in
the incoming video frames to stitch them to a panoramic
image. Wagner et al. also demonstrated in their approach
how to track the camera motion Rg of the recording
camera besides constructing the panoramic image.
Following Wagner et al. we assume that the camera only
performed rotational movements.

We changed the panoramic mapping and tracking
application in a way that it can handle alpha channels and
only maps pixels into the panoramic image that are
considered to be background pixels. The holes in the

panorama caused by the occluding foreground object that
are not mapped are closed over time as the foreground
object moves within the camera frames (see Figure 4).
We store the resulting panoramic image that contains the
background information contained in the video. We also
store the camera rotation Rg for each video frame.
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Figure 4. Creating a panoramic image containing
background information. (Top) Holes that are caused by
occlusion are closed over time (Bottom). The right side
always shows the latest camera image that is used as input
for the panorama computation.

The resulting processed video information — the
segmented video, the panoramic image holding the
background information and the camera rotation for each
frame — are packaged in a dataset and tagged with the
GPS location of the video. The packaged dataset can be
shared with friends or made available via the cloud.

Online video processing

The final part of our approach is the online video
processing on the smartphone with the goal of
augmenting the users view with the object of interest
from the video.

We assume that the user’s phone is equipped with GPS.
The video augmentations are preinstalled on the phone or
the current GPS position is used to query a cloud service



for close by video augmentations. The available video
augmentations are downloaded as a packaged dataset to
the device.

Once the download finishes, we start registering the video
into the users view. We therefore start to build a new
panoramic image from the current camera feed, while we
are also track the camera rotations Rr using again the
approach from Wagner et al., 2010.

Figure 5. Projection of the camera image into the
cylindrical-mapped panoramic image allowing only
rotational movements of the camera.

The use of the panorama-based tracking allows for a
higher precision of the registration and the tracking, as we
do not rely on noisy sensor values. This constrains the
camera movement to be only rotational (see Figure 5).
However, most users only perform rotational movements
while using outdoor AR applications (Grubert et al, 2011)
making this constraint acceptable in most scenarios.

While building the new panorama of the environment we
try to match the loaded panorama holding the background
pixels against this newly built panorama. The matching is
performed using PhonySIFT (Wagner et al., 2008) point
features, which we compute and match for the
panoramas. As soon the overlapping area between both
panoramas is big enough, the matching should succeed
and give us the transformation Tgp describing the
transformations between the camera used to record the
video (the source camera) and the camera where the video
information should be registered in (the target camera).
By assuming that the user of the system is roughly at the
same position (identified via GPS) we can constrain the
transformation Tsr to be pure rotational (see Figure 6).

Source

Target

Figure 6. Illustration of the applied transformation between
the source camera and the target camera used for replaying
the augmented video

Once we computed the transformation Tgr we can
transform each pixel from the source panorama into the

target panorama and vice versa. This allows us to play the
video information by overlaying the current environment
with the object of interest from the video frame. We
therefore load the video frames and by applying the
known transformation Rg (the orientation of the source
camera computed in the offline video processing step),
the transformation Tsr (the transformation between the
source and the target camera gained from the registration)
and the transformation Ry (the orientation of the target
camera computed using the panorama-based tracking) we
can precisely augment the video content into the users
view (see Figure 6). By using the panorama-based tracker
we compute an update of the transformation Ry at each
frame. This allows us to rotate the target camera
completely independent from the source camera and
maintaining the precise registration of the video in the
current view.

PROTOTYPE

Integrated into AR browser system video augmentations
would allow for a wide range of possible applications in
the domain of Entertainment and Edutainment.

We implemented our technique in a prototype of a mobile
video editing AR application. Inspired by the current
tools proposed in desktop video editing applications, we
focused on some of their major features: video layers,
video playback control and video effects.

In the following we present an overview about the
implemented interface and post-effects that are within
video augmentations as implemented in our system and
further present two implemented applications that make
use of our approach and the post effects as well as they
show the potential of our approach.

User Interface

The interface of our prototype is inspired by video editing
tools and the controls are grouped into 3 main groups that
can all be operated video the touchscreen of the phone.
The control groups are: the video control group, the video
layer group and the video effects group (see Flgure 7).

Figure 7. Screenshot of our prototype showing a video
augmentation together with the implemented interface with
the control groups for video control, video layers and video

effects. (TBD update image)

The controls in the video control group consist of the
default elements provided in most video players such as



Figure 8. Examples of realized post effects as used in our Skatboard Tutor application. (Left) Playing back two video
augmentations allows the comparison of the riders’ performance. (Right) Flash-trail effects to visualize the path and the
motion within the video.

the play control buttons (e.g. play, pause, double video
speed). We further provide a slider at the bottom of the
screen that allows moving forward and backward in the
video or even jump to the asked position.

The video layer group provides access to video layers. In
our approach a video layer is one video that can be
augmented. As our approach allows the playback of
multiple video augmentations at the same time the video
layer group can be used two switch certain videos on or
off or even allows playing all of them simultaneously to
combine the recorded actions.

The video effects group allows to switch between the set
of implemented post effects that are applied in real-time
to the video augmentations. Each effect can be switched
on or off and the effects can be combined with each other.

Post effects

Applying visual effects is an important part of video post-
productions as they can be used to highlight certain
actions as well as they can be used to show things that are
impossible in the real world. Normally these effects are
applied to the video material in a rendering step that is
carried out in an offline manner (Linz et al, 2010).

Because of the nature of our approach we are able to
perform a wide variety of these video effects in real-time
on a mobile device without the need of pre-rendering the
video.

Our approach allows us to play back more than one video
at the same time by still allowing a seamless integration
into the environment (see Figure 8 left). This allows it to
compare certain action that were performed at the same
place but at different time by integrate them into one view
thus bridging time constrains. Each video corresponds in
our system to a video layer and the user can switch
between these layers or play them simultaneously.

We have further investigated the use of space-time visual
effects such as multi-exposure effects, open flash and
flash-trail effects. Multi-exposure effects simulate the
behavior of a multi exposure film where several images

are visible at the same time. We can easily simulate this
behavior for cameras with a fixed viewpoint by
augmenting several frames of our videos at the same
time. This results in having the subject appearing several
times within the current view, such as in a multi
exposure.

An extension of this effect is the Flash trail effects. Flash
trail effects also allows seeing multiple instances of the
same subject but the visibility depends on the time passed
by (see Figure 8 right). This effect supports a better
understanding of the motion in the recorded video. We
implemented the Flash trail effect by blending in past
frames of the augmented video with increasing amount of
transparency. Thereby the strength of the transparency
and the time between the frames can be freely adjusted.

All these presented effects do not require any
preprocessing but are carried out on the device while
playing back the video. They can therefor be combined or
switched off on users demand.

Skateboard Tutor Application

We decided to demonstrate our system as part of a
Skateboard Tutor application. Tutorial/How-To videos
take a big share in todays YouTube videos (Sharma and
Elidrisi, 2008) showing the interest in this video genre.

The Skateboard Tutor application allows recording
skateboard tricks that can be shared with other users for
demonstration and learning purposes. The application can
be used to overlay the prerecorded videos in place to
experience the skateboard tricks and actions in the correct
context. We think that this supports the learning process
as normal skateboard videos can give the wrong
perception of the environment by using camera lenses
with specific characteristics.

The videos are recorded with normal digital cameras or
smartphones and are processed using our approach of
situated video compositing for AR. We also make use of
the proposed post effects and layers. The layer approach
allows recording own skateboard tricks, which can later
be played in parallel with downloaded tricks for



Figure 8. Scenario used during the user study. (Left) Skateboarder was recorded with a mobile phone while performing his
actions. (Middle) Frame of the recorded video sequence. (Right) TBD The same action as augmented within our Skateboard
Tutor application.

comparison (e.g. speed, height of jumps). The flash-trail
effect can be used to highlight the motion and the path of
the rider.

We implemented the offline video processing using
OpenCV’. We mobile application is implemented on the
iOS platform using the Studierstube ES framework
(Schmalstieg and Wagner, 2008). We tested the
application successfully on the iPhone 3GS, iPhone 4S
and an iPad2 where it runs in realtime between 17fps
(iPhone 3GS) and 28 fps (iPhone 4S/iPad2).

EVALUATION

Because of the novelty of the proposed approach we
decided to evaluate our approach of situated compositing
of video content in mobile augmented reality within the
scope of the created Skateboard Tutor application.

Scenario and Setting

As outlined earlier there are many possible application
scenarios for in-situ video augmentations on mobile
phones. However, we decided to conduct our evaluation
using the created Skateboard Tutor application as we
agreed that this is a very relevant use case scenario and
further allows us to exploit several unique characteristics
of our system. Firstly, skateboard videos are usually
falling into the genre of how-to videos. Therefore they
resemble one of the most common genres at YouTube or
other video platforms. Secondly, producers of this kind of
videos are commonly also consumers, allowing us to
receive feedback for the creation of video augmentations
as well as the experiencing of video augmentations.
Finally, tricks performed with a skateboard are heavily
tied to the environment and location through obstacles
and ramps, which makes it interesting to experience them
in the real environment.

We therefore decided to demonstrate our Skateboard
Tutor application to invited participants. We only invited
skateboarders that have also experience in creating
skateboard videos or tutorials that are shared video were
shared via online video platforms. We therefor assume all
participants to be domain experts.

? http://sourceforge.net/projects/opencvlibrary/

We conducted this preliminary user study for gathering
first user feedback on our technique as well as to identify
flaws and get additional ideas for further improvements.

Our main interest was on the usefulness of our approach
as well as the usability of our created prototype.

In total we had 5 expert users (>7 years of skateboarding
experience, all of them involved in producing skateboard
videos, some produced videos for marketing). The
participants were all male and between 25 and 28 years
old. Two did previously hear about augmented reality but
all participants never used any kind of AR application
beforehand. All except one participant stated that they are
very familiar with the usage of mobile devices, while one
participant said that he only uses his old mobile phone to
place calls or write messages.

We gave all participants the chance to get hands-on
experience with our prototype demonstrated on an iPhone
3GS and an iPad2. Because of time constrains only 2
were able to create their own skateboard video that was
later augmented while all users had the chance to
experience the videos. After the participants finished the
demonstration we asked them a series of questions as part
of a semi-structured interview.

Results

In the interview all participants agreed that our presented
system is easy to use. They said that they think this is
valid not only for them but also for other users. All except
one participant agreed that they felt comfortable using our
application. The remaining participant gave an average
rating but justified it with that fact that he is not used to
the form factor of the used devices as he is using an older
and smaller phone. All users agreed that our system is
intuitive and easy to learn to use and they also left
positive feedback as asked about the interface.

Asked about the applicability and the usefulness of
experiencing video in place the user agreed that they were
convinced about what they saw and that they think it can
be quite useful. However, two of them pointed out during
the interview that the users have to visit the place, which
makes more sense in certain specific cases. They stated
therefor that they see in general more as gadget.



Asked about the implemented Skateboard Tutor scenario
they all agreed on the usefulness. They stated that based
on their perception and knowledge many kids have a
wrong impression over the context the shot was made in
making them believe certain tricks have a different
difficulty. Three of the five participants said that they
enjoyed the freedom of having full control of the
perspective during playback, as they did not rely on the
original camera perspective. This is something not
possible with normal video playback. They explicitly
highlighted that they enjoyed the possibility of playing
several videos/layers at the same time that are overlaid in
parallel. They said that this is very useful tool as it allows
the users to compare their own run (after they recorded
it), with the tutorial video to detect differences. They also
liked the flash-trail effect saying that this effect seem to
be useful for studying “the line” a rider skates.

The last part of the interview contained questions
regarding the visual quality of the presentation. Three
participants had the feeling that the whole rendering was
that the scene and the rider were 3-dimenensional and
very authentic. One participant said that he had the
feeling the scene and the registration of the skateboarder
was 3-dimensional but the skateboarder itself was flat/2D.
The remaining two agreed that it was all 2D. They all
agreed that the movement of the skateboarders within the
scene was very realistic and even after being explicitly
asked they could remember to have seen any drifting
between the augmentation and the background. However,
asked about how seamless the integration was they gave
mixed answers. They reasoned that by stating that
sometimes the skateboarder did not have the same
appearance as the background as it appeared it bit too
dark or lightened incorrectly. Two participants also
noticed small segmentation errors (a wheel of the
skateboard was disappearing in a couple of video frames).

The two participants that also tried the creation of an
augmented video using our approach stated that it was
easy to use and the additional overhead is justified by the
possible result, even though one of the participants
mentioned that he had to run the segmentation twice to
achieve a good result. Asked about constrains it
movement (only rotational movements of the camera are
permitted) they said that is likely to be acceptable in most
cases as in their opinion a huge majority of the people is
making short videos with smartphone devices from a
single point of view. Thus they will meet all criteria. One
participant said that the given constrains fit the medium,
as he thinks the majority of the short online videos were
shot in this [constrained] way. Finally, during the open
questions one participant proposed the possible use of our
application as a mobile blue screen, which allows users to
capture objects and scenes and assemble them together
using the layer view.

DISCUSSION

Overall the evaluation using domain experts showed that
our approach poses advantages over existing video
applications especially within our realized scenario.
However the final outcome and the usefulness strongly

depends on the use case. Our application is easy to handle
and intuitive to use.

The biggest problem was the visual quality of the overlay.
Even though the ratings were above average the user
complained about the effect know as visual coherence:
The augmentation looked different than the current
environment. In our case this was mostly caused by
cloudy weather during recording time resulting in low
contrast actors while it was sunny during the playback of
the augmentations. However, the problem of visual
coherence is an active research area in augmented reality
and needs to be treaded outside the scope of this project.
Another problem was the segmentation that sometimes
was not accurate enough, especially if applied to a well
structure  background as needed for vision-based
registration. However more sophisticated segmentation
algorithms and better algorithms for tracking the
segmented objects exist but need to be investigated in the
context of this work.

Despite these drawbacks that need further investigations
our application showed that augmented video can be an
interesting element and especially as video content is
often easier to create than 3D content, making our
approach interesting for many applications

Professional applications can benefit from video
augmentations as realized in our approach. Augmented
reality-based tourist guides could display more interactive
content e.g. by capturing the guide for later replay.
Furthermore authoring that content is less demanding
than creating dynamic 3D content. This allows it to easily
created in-situ narratives similar to the concept of situated
documentaries presented by Hollerer et al., 1999.

Many augmented reality application can benefit from the
ease needed to create video augmentations using our
approach allowing laypersons to create content and share
it with friends. This made it possible to create videos of
certain events (e.g. parades, street artists etc.) and play
them back in place at a different time.

We see a further application area in mobile video
assembling and editing. This means that one subject is
doing certain actions that are recorded in a video. When
this augmented video is played another subject can appear
in the camera image, thus both of their actions are
combined in one video that again can be replayed in
place.

CONCLUSION

We presented an approach for in-situ compositing of
video content in mobile augmented reality. We showed
how to create and process video files for the use in mobile
AR as well as how to register them precisely in the users
environment using a panorama-based tracking approach.
Even though the approach is constrained to rotational
movements of the cameras due to the usage of an
panoramic representation of the environment it could be
applied to many existing outdoor AR applications as this
movement pattern is the most common for using AR
browsers and as well as for doing small video shots.



We demonstrated the whole application within a
Skateboard Tutor prototype. Our prototype allows
experiencing Skateboard tricks and actions recorded by
other people that are augmented in-place and displayed at
interactive frame rates on mobile phones.

Future work targets better segmentation algorithms and
an improved visual coherence between the overlay and
the augmented environment. Porting the offline video
processing to the mobile could be another future step.

Overall we hope that this work demonstrates possible
usage of video footage in future mobile AR applications
as well as it shows the advantages of interfaces that allow
experiencing videos in place.
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