INDEFINITE HAMILTONIAN SYSTEMS WHOSE TITCHMARSH—WEYL COEFFICIENTS HAVE NO FINITE GENERALIZED POLES OF NON–POSITIVE TYPE
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Abstract. The two-dimensional Hamiltonian system

(*) \[ y'(x) = zJH(x)y(x), \quad x \in (a,b), \]

where the Hamiltonian \( H \) takes non-negative 2 \( \times \) 2-matrices as values, and \( J := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \), has attracted a lot of interest over the past decades. Special emphasis has been put on operator models and direct and inverse spectral theorems. Weyl theory plays a prominent role in the spectral theory of the equation, relating the class of all equations (*) to the class \( \mathcal{N}_0 \) of all Nevanlinna functions via the construction of Titchmarsh–Weyl coefficients.

In connection with the study of singular potentials, an indefinite (Pontryagin space) analogue of equation (*) was proposed, where the ‘general Hamiltonian’ is allowed to have a finite number of inner singularities. Direct and inverse spectral theorems, relating the class of all general Hamiltonians to the class \( \mathcal{N}_{<\infty} \) of all generalized Nevanlinna functions, were established.

In the present paper, we investigate the spectral theory of general Hamiltonians having a particular form, namely, such which have only one singularity and the interval to the left of this singularity is a so-called indivisible interval. Our results can comprehensively be formulated as follows.

– We prove direct and inverse spectral theorems for this class, i.e. we establish an intrinsic characterization of the totality of all Titchmarsh–Weyl coefficients corresponding to general Hamiltonians of the considered form.

– We determine the asymptotic growth of the fundamental solution when approaching the singularity.

– We show that each solution of the equation has ‘polynomially regularized’ boundary values at the singularity.

Besides the intrinsic interest and depth of the presented results, our motivation is drawn from forthcoming applications: the present theorems form the core for our study of Sturm–Liouville equations with two singular endpoints and our further study of the structure theory of general Hamiltonians (both to be presented elsewhere).
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1. Introduction

In order to explain our present results and their significance, we need to recall the theory of positive definite and indefinite Hamiltonian systems up to a certain extent. We thus divide this introductory section into five parts: in the first two parts, we recall the required notions and facts, then we discuss in detail the present theorems, our motivation, and the organisation of the present manuscript.

Two-dimensional positive definite Hamiltonian systems.

Consider a Hamiltonian system of the form

\[ y'(x) = zJH(x)y(x), \quad x \in (a, b), \tag{1.1} \]

where \((a, b)\) is some (possibly unbounded) interval, \(z\) is a complex parameter, \(J := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}\) and \(H\) is a \(2 \times 2\)-matrix-valued locally integrable function defined on \((a, b)\) which takes real non-negative values and does not vanish on any set of positive measure. The function \(H\) is called the Hamiltonian of the system (1.1).

Hamiltonian systems have been intensively analysed via various approaches. Operator methods were used, e.g. in [2], [4], [16], [17], [18], [21]–[24], [34], [41], [46].

With the system (1.1) a Hilbert space \(L^2(H)\) and a (maximal) differential operator \(T_{\text{max}}(H)\) acting in this space are associated (actually, \(T_{\text{max}}(H)\) may be a linear relation, i.e. a multi-valued operator). This viewpoint goes back to [21]. Our standard reference is [18] where the matters are laid out in a modern language. We recall the basic facts needed in the present paper in §2.c below.

The spectral properties of \(T_{\text{max}}(H)\) highly depend on the growth of \(H\) towards the endpoints \(a\) and \(b\). One says that Weyl’s limit circle case prevails for \(H\) at \(a\) (or at \(b\)) if for one (and hence for all) \(x_0 \in (a, b)\),

\[ \int_a^{x_0} \text{tr} H(x) \, dx < \infty \quad \left(\text{or} \int_{x_0}^b \text{tr} H(x) \, dx < \infty\right), \tag{1.2} \]

and one speaks of Weyl’s limit point case at \(a\) (or at \(b\)) if the respective integral diverges. It follows from the non-negativity of \(H(x)\) that \(H\) is in the limit circle case at \(a\) if and only if all entries of \(H\) are integrable at \(a\), i.e. \(a\) is a regular endpoint. This is also equivalent to the fact that all solutions of (1.1) are in \(L^2(H)\) at the corresponding endpoint.
Assume that $a$ is finite and that $H$ is in the limit circle case at $a$ and in the limit point case at $b$. Then a complex-valued function: its Titchmarsh–Weyl coefficient $q_H$ is associated with $H$, which is constructed as follows. Let $\theta(x;z) = (\theta_1(x;z), \theta_2(x;z))^T$ and $\varphi(x;z) = (\varphi_1(x;z), \varphi_2(x;z))^T$ be the solutions of (1.1) with initial values

$$\theta(a;z) = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \varphi(a;z) = \begin{pmatrix} 0 \\ 1 \end{pmatrix},$$

so that the matrix function

$$W_H(x;z) := \begin{pmatrix} \theta_1(x;z) & \theta_2(x;z) \\ \varphi_1(x;z) & \varphi_2(x;z) \end{pmatrix}$$

is (the transpose of) the fundamental solution of (1.1). The limit point condition at $b$ implies that, for each $z \in \mathbb{C} \setminus \mathbb{R}$, there exists a unique number $q_H(z) \in \mathbb{C}$ such that

$$\theta(\cdot;z) - q_H(z)\varphi(\cdot;z) \in L^2(H).$$

The function $q_H$ is called Titchmarsh–Weyl coefficient. Alternatively, it can be obtained as the limit (for $\tau \in \mathbb{R} \cup \{\infty\}$)

$$q_H(z) = \lim_{x \to b} \frac{\theta_1(x;z)\tau + \theta_2(x;z)}{\varphi_1(x;z)\tau + \varphi_2(x;z)},$$

which exists locally uniformly on $\mathbb{C} \setminus \mathbb{R}$ and does not depend on $\tau$. The Titchmarsh–Weyl coefficient $q_H$ belongs to the Nevanlinna class $\mathcal{N}_0$, i.e. it is analytic on $\mathbb{C} \setminus \mathbb{R}$, satisfies $q_H(\overline{z}) = \overline{q_H(z)}$, $z \in \mathbb{C} \setminus \mathbb{R}$, and

$$\text{Im} z \cdot \text{Im} q_H(z) \geq 0, \quad z \in \mathbb{C} \setminus \mathbb{R}. \quad (1.5)$$

It plays a prominent role in the spectral theory of the system (1.1). For example, it generates, via its Herglotz integral representation, a spectral measure $\mu_H$ and a Fourier transform from $L^2(H)$ onto $L^2(\mu_H)$. The Inverse Spectral Theorem by L. de Branges (see, e.g. [4] and [47]) states that the assignment

$$H \mapsto q_H$$

sets up a bijective correspondence between the set of all Hamiltonians of the considered kind (up to reparameterization, i.e. changes of the independent variable) and the Nevanlinna class $\mathcal{N}_0$. In view of this fact it is an obvious task to try to translate properties of $H$ into properties of $q_H$. However, the mentioned Inverse Spectral Theorem is quite involved and (in general) non-constructive. Thus it is usually far from easy to find correspondences between properties of $H$ and $q_H$. For the purpose of illustration let us give two theorems of this type.

The Titchmarsh–Weyl coefficient $q_H$ belongs to the Stieltjes class (i.e. it has an analytic continuation to $\mathbb{C} \setminus [0, \infty)$ and takes non-negative values on $(-\infty, 0)$) if and only if the Hamiltonian $H$ is of the form (where $\xi_\alpha := (\cos \alpha, \sin \alpha)^T$)

$$H(x) = h(x) \cdot \xi_{\phi(x)} \xi_{\phi(x)}^T, \quad x \in (a, b) \text{ a.e.}, \quad (1.7)$$
with real-valued functions \( h(x) \), \( \phi(x) \) such that \( h \) is non-negative, locally integrable and positive a.e. on \([a, b]\) and \( \phi \) is non-increasing with \( \phi(x) \in \left[0, \frac{\pi}{2}\right] \) for \( x \in (a, b) \); see, e.g. [48, Corollary 3.2]. This result can be seen as a direct and inverse spectral theorem: the ‘direct part’ is that the Titchmarsh–Weyl coefficient of a Hamiltonian of the form (1.7) belongs to the Stieltjes class, and the ‘inverse part’ that the Hamiltonian corresponding to a Stieltjes class function is indeed of the form (1.7).

A second result of this type is the following: the Hamiltonian \( H \) starts with an indivisible interval of type 0, i.e.

\[
H(x) = h(x) \cdot \xi_0^T = \begin{pmatrix} h(x) & 0 \\ 0 & 0 \end{pmatrix}, \quad x \in (a, a + \varepsilon) \text{ a.e.,}
\]

for some \( \varepsilon > 0 \) and some locally integrable, non-negative function \( h \) on \((a, a + \varepsilon)\) if and only if \( \lim_{y \to \infty} q_H(iy) > 0 \); see, e.g. [47, Lemma 3.1].

This characterization of ‘\( \lim_{y \to \infty} q_H(iy) > 0 \)’ is a simple instance of a general intuitive idea, namely, that the behaviour of \( q_H \) at infinity corresponds to the behaviour of \( H \) at its left endpoint. Another, more involved, instance of the same principle can be found in [48].

The Pontryagin space analogue.

In the theory of operators in spaces with an indefinite inner product an extension of the class \( \mathcal{N}_0 \) appeared and has proved to be useful: the so-called generalized Nevanlinna class \( \mathcal{N}_{<\infty} \); see, e.g. [31], [32]. Thereby, instead of analytic functions, one considers meromorphic functions on \( \mathbb{C} \setminus \mathbb{R} \) and replaces condition (1.5) by requiring that the Nevanlinna kernel has a finite number of negative squares, cf. Definition 2.1 below. The extension of \( \mathcal{N}_0 \) to \( \mathcal{N}_{<\infty} \) on the right-hand side of (1.6) corresponds to admitting certain Hamiltonian systems with a finite number of singularities on the left-hand side. Very roughly speaking, we may imagine a Hamiltonian system of this kind with a general Hamiltonian \( \mathfrak{h} \) as follows:

\[
\mathfrak{h} : \\
\begin{array}{cccccccc}
\sigma_0 & b_{ij} & \sigma_1 & H_0 & \sigma_1 & b_{2j} & \sigma_2 & H_1 & \sigma_2 & b_{nj} & \sigma_n & H_{n-1} & \sigma_n & H_n & \sigma_{n+1} \\
& \bar{\partial}_1 & & & \bar{\partial}_2 & & & \bar{\partial}_n & & & \bar{\partial}_{n+1} & & & & & \\
& d_{1j} & & & d_{2j} & & & d_{nj} & & & d_{nj} & & & & & \\
\end{array}
\]

where \( H_i \) are classical Hamiltonians which are not integrable on any side of the singularities \( \sigma_1, \ldots, \sigma_n \), i.e. they are in Weyl’s limit point case, where the data \( \bar{\partial}_i, b_{ij} \) describe what happens to a solution when passing through the singularity, and the data \( d_{ij} \) describe a ‘local interaction’ of the potential to the left and to the right of the singularity. We say that the general Hamiltonian \( \mathfrak{h} \) is regular if \( H_n \) is in the limit circle case at \( \sigma_{n+1} \). Otherwise, \( \mathfrak{h} \) is called singular.
For the purpose of explaining our present results we prefer to content ourselves in this introduction with the above given imprecise and intuitive ‘definition’ of a general Hamiltonian. The reader who is seeking for logically consistent ordering should read 2.16–Definition 2.18 before proceeding. However, the precise definition is quite long and involved\(^1\). More explanations are given in the paragraphs below Definition 2.18.

For a general Hamiltonian \( h \) an operator model consisting of a Pontryagin space boundary triple \((\mathcal{P}(h), T(h), \Gamma(h))\) was constructed, where \( \mathcal{P}(h) \) is a Pontryagin space, \( T(h) \) is the maximal operator (or linear relation) and \( \Gamma(h) \) are boundary mappings; see [28]. Analogues \( \omega_h \) and \( q_h \) of the fundamental solution \( W_H \) and the Titchmarsh–Weyl coefficient \( q_H \) were constructed, and a Fourier transform onto a space generated by a distribution \( \phi_h \) instead of a measure \( \mu_H \) was defined. An Inverse Spectral Theorem was proved which states that the assignment

\[
\hbar \mapsto q_h
\]

sets up a bijective correspondence between the set of all singular general Hamiltonians (up to reparameterization) and the generalized Nevanlinna class \( \mathcal{N}_{\infty} \); see [29], [30]. The ‘inverse’ part of this theorem, i.e. that for each \( q \in \mathcal{N}_{\infty} \) there exists an essentially unique general Hamiltonian \( \hbar \) with \( q = q_h \) is similarly involved and non-constructive as the corresponding result in the classical (positive definite) case. In the indefinite situation even the direct problem, i.e. the construction of the Titchmarsh–Weyl coefficient \( q_h \) for given \( \hbar \), is in general non-constructive.

A different approach towards understanding Hamiltonian systems with inner singularities was proposed in [44], [45]. There \( 2m \times 2m \)-systems were studied with the method of operator identities. This leads to constructive constructions for certain classes of systems. In the positive definite setting, this method has a longer history, see [46] and the references cited therein.

**Main results.**

We investigate the following class(es) of general Hamiltonians.

**Definition 1.1.** Let \( \alpha \in [0, \pi) \). We say that a singular general Hamiltonian \( \hbar \) belongs to the class \( \mathcal{H}_\alpha \) if

\[
\begin{align*}
\text{(gH}_{\text{o.s.}) & \quad \text{\hbar has exactly one singularity, i.e. is defined on a set of the form } (\sigma_0, \sigma_1) \cup (\sigma_1, \sigma_2); \\
\text{(gH}_\alpha) & \quad H_0(x) = h_0(x) \cdot \xi_\alpha \xi_\alpha^T, \quad x \in (\sigma_0, \sigma_1) \text{ a.e.,}
\end{align*}
\]

where again \( \xi_\alpha = (\cos \alpha, \sin \alpha)^T \).

The results we are aiming for can be divided into three major themes; the below named theorems are the main results of the present paper.

\(^1\)Unfortunately, at present, we do not know a smoother way to introduce the notion of general Hamiltonians.
A direct and inverse spectral theorem (Theorem 3.1). We show that a general Hamiltonian \( h \) belongs to the class \( H_\alpha \) if and only if its Titchmarsh–Weyl coefficient \( q_h \) assumes the value \( \cot \alpha \) at infinity with maximal possible multiplicity\(^2\).

This result can be viewed as a far reaching generalization of the above stated characterization of \( \lim_{y \to \infty} q_H(iy) > 0 \). It is a direct and inverse spectral theorem: the ‘direct part’ being that the Titchmarsh–Weyl coefficient of a general Hamiltonian of class \( H_\alpha \) has the mentioned growth property, and the ‘inverse part’ that the general Hamiltonian corresponding to a generalized Nevanlinna function with this property indeed belongs to the class \( H_\alpha \).

For the proof of this Theorem 3.1 we analyse the multi-valued part of a certain self-adjoint realization and use a classical result which connects the structure of the algebraic eigenspace at \( \infty \) with the growth of the \( Q \)-function.

It is interesting to notice that the class of generalized Nevanlinna functions that appears in the present context as totality of Titchmarsh–Weyl coefficients has already frequently appeared independently in earlier work; see, e.g. \([5]\), \([7]\), \([9]\), \([10]\), \([11]\), \([12]\), \([13]\) and the references therein. A posteriori, this is no surprise; in our forthcoming work \([39]\), we shall obtain a structural explanation.

Asymptotic behaviour of the fundamental solution at a singularity (Theorems 4.1 and 4.21). Let \( h \in H_\alpha \) and consider the fundamental solution \( \omega_h \) of the system. We show that three of the four entries of \( \omega_h \) (if rotated appropriately according to the angle \( \alpha \)) pass continuously through the singularity, and we determine precisely the rate of growth of the fourth entry. This is Theorem 4.1, the most involved and elaborate result of the paper. Its proof is based on an inductive procedure to reduce the negative index and on some classical results from complex analysis, in particular, the theory of de Branges spaces of entire functions.

Using the knowledge about \( H_\alpha \) we can deduce a continuity result for the fundamental solution of an arbitrary general Hamiltonian \( h \). Namely that, for each singularity of \( h \), one row of \( \omega_h \) (again, \( \omega_h \) should be rotated appropriately) passes continuously through the singularity. Also, we determine the rate of growth of the other entries of \( \omega_h \). This is Theorem 4.21; the proof uses some complex analysis and some standard methods from the theory of general Hamiltonians.

A noteworthy corollary for the classical ‘positive definite’ theory is that, for a certain kind of Hamiltonians \( H \), the limit \( (1.4) \) defining the Titchmarsh–Weyl coefficient \( q_H \) exists locally uniformly on the domain of analyticity of \( q_H \) including intervals of the real line. The general formulation is Corollary 4.22.

Regularized boundary values (Theorems 5.1 and 5.2). Let \( h \in H_\alpha \) and let \( \psi(\cdot; z) \) be a solution of the corresponding differential equation \( (1.1) \) to the right of the singularity. We show that the projection of \( \psi(\cdot; z) \) onto a certain direction (depending on the value of \( \alpha \)) attains a boundary value at the singularity and that the projection onto the orthogonal direction can be regularized with ‘\( H \)-polynomials’ so that it attains a boundary value, cf. Theorem 5.1. We show that there exists a unique solution for which regularization is not necessary, cf. Theorem 5.2. The proof of these results relies heav-

\(^2\)For the precise formulation of this terminology see Definition 2.2 and Definition 2.3.
ily on the usage of a function space model for the boundary triple associated with \( \mathfrak{h} \) (and, of course, the continuity result Theorem 4.1).

These results have two important corollaries which shed significant light on the behaviour of the system and at the influence of a singularity: first, Corollary 5.7, which provides a fairly explicit way to compute the fundamental solution and the Titchmarsh–Weyl coefficient (i.e. to solve the direct spectral problem); second, Corollary 5.9, which shows explicitly how the data part of \( \mathfrak{h} \) concentrated in the singularity and the respective local interaction parameters influence the Titchmarsh–Weyl coefficient.

**Motivation and forthcoming applications.**

A major motivation to study general Hamiltonians of the class \( \mathfrak{H}_\alpha \) is that exactly this kind of general Hamiltonians appear when one investigates the spectral theory of classical (positive definite) Hamiltonian systems with two singular endpoints. In fact, this was the origin of our studies (where we first realized the significance of the class \( \mathfrak{H}_\alpha \)). Thereby the basic idea is simple. Let \( H \) be a Hamiltonian, say, on \((0,\infty)\), which is in the limit point case at both endpoints. Assume that appropriate growth restrictions towards the endpoint 0 are satisfied (so to enable the following construction). We identify \( H \) as a part of a general Hamiltonian \( \mathfrak{h} \) of the class \( \mathfrak{H}_\alpha \) by setting \( \sigma_1 = 0, \sigma_2 = \infty, H_1 = H \), and choosing the remaining data of \( \mathfrak{h} \) arbitrary. Knowledge about \( \mathfrak{h} \) will then lead to knowledge about \( H \), i.e. the Pontryagin space theory built up in this paper can be used to obtain knowledge about this positive definite situation. More specifically, it is the basis for theorems asserting existence of singular boundary values, existence of Fourier transforms and inverse spectral theorems. These results will be presented in the forthcoming paper [39].

Examples of systems where the above described strategy works occur when considering Sturm–Liouville equations with singular potentials. As a simple example consider the Bessel equation. Using an appropriate Liouville transformation and rewriting the equation as a \( 2 \times 2 \)-system one obtains a Hamiltonian system with Hamiltonian (\( \gamma \) is an appropriate real number \( \geq 1 \))

\[
H(x) = \begin{pmatrix} x^\gamma & 0 \\ 0 & x^{-\gamma} \end{pmatrix}, \quad x \in (0,\infty).
\]

One can check that this Hamiltonian satisfies the requirements needed for an application of the above method; details will be laid out in [39].

Besides this application to the theory of singular differential equations, the present results can be used to understand the structure of singularities and their influence on the solutions of the system in more detail. Intuitively speaking, the reason for this is that a singularity of an arbitrary general Hamiltonian behaves like the singularity of a general Hamiltonian of class \( \mathfrak{H}_\alpha \) when approaching it from one side (either from the left or from the right). Local interaction between the two sides is more involved to capture but can be handled by similar methods as used in the present manuscript. As a typical application of this principle, one can provide a method to solve the direct spectral problem for an arbitrary general Hamiltonian in a more constructive way (by means of integrating positive definite Hamiltonian systems). Details are not yet worked out and will be presented elsewhere.
Finally, it must be said that we find the presented theorems deep and interesting on their own right: partial continuity of the fundamental solution at a singularity is a striking and powerful property, the explained direct and inverse spectral theorem is a perfect instance of the mentioned intuitive principle that the behaviour of the Titchmarsh–Weyl coefficient at infinity is connected with the behaviour of the Hamiltonian at its left endpoint, the formula showing the influence of the parameters of the singularity on the Weyl coefficient is beautifully explicit and simple, etc.

**Organisation of the manuscript.**

In Section 2 we set up some notation and recall the definitions of the generalized Nevanlinna class, its subclasses under consideration and general Hamiltonians. Moreover, we provide some facts about the model associated with a general Hamiltonian and some useful tools. After this, the manuscript is naturally divided into sections according to the above explained themes.

### 2. Some preliminaries and supplements

Let us first fix some notation that is used throughout the paper. Set

\[
J := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad \xi_\phi := \begin{pmatrix} \cos \phi \\ \sin \phi \end{pmatrix},
\]

and denote by \( \mathbb{C}^+ \) the open upper half-plane, i.e. \( \mathbb{C}^+ := \{ z \in \mathbb{C} : \text{Im} z > 0 \} \) and by \( \mathbb{N} \) and \( \mathbb{N}_0 \) the set of positive and non-negative integers, respectively. For a \( 2 \times 2 \)-matrix \( M = (m_{ij})^2_{i,j=1} \) and a scalar \( \tau \in \mathbb{C} \) we define the fractional linear transformation \( M \star \tau \) as

\[
M \star \tau := \begin{cases} 
\frac{m_{11} \tau + m_{12}}{m_{21} \tau + m_{22}}, & \tau \in \mathbb{C}, \\
\frac{m_{11}}{m_{21}}, & \tau = \infty.
\end{cases}
\]

It is easy to see that \( M \star (N \star \tau) = (MN) \star \tau \) if \( N \) is another \( 2 \times 2 \)-matrix.

The rest of this section is divided into subsections as follows. In \( \S 2.a \) and \( \S 2.b \) we recall definitions and properties of certain classes of holomorphic functions. In \( \S 2.c \) the notion of boundary triples is recalled in a form that is used in the paper. Properties of classical (positive definite) Hamiltonian systems are reviewed in \( \S 2.d \), whereas in \( \S 2.e \) the definition of general Hamiltonians is given. In \( \S 2.f \) a certain class of general Hamiltonians with one singularity is studied and a function space operator model is described in detail. Finally, in \( \S 2.g \) rotation isomorphism are recalled, a technical tool which is used in later proofs.

**a. The generalized Nevanlinna class.**

We recall the definition of the class \( \mathcal{N}_{\kappa} \) of generalized Nevanlinna functions.

**Definition 2.1.** Let \( q \) be a complex-valued function and let \( \kappa \in \mathbb{N}_0 \). We write \( q \in \mathcal{N}_{\kappa} \) if
(N1) $q$ is real (meaning $q(\overline{z}) = \overline{q(z)}$) and meromorphic on $\mathbb{C} \setminus \mathbb{R}$;

(N2) with $D$ denoting the domain of holomorphy of $q$, the Nevanlinna kernel (for $z = \overline{w}$ this formula should be interpreted appropriately as a derivative)

$$N_q(w, z) := \frac{q(z) - q(w)}{z - w}, \quad z, w \in D,$$

has $\kappa$ negative squares on $D$. The latter means that for every choice of $n \in \mathbb{N}$ and $z_1, \ldots, z_n \in D$ the matrices $(N_q(z_i, z_j))_{i, j=1}^n$ have at most $\kappa$ negative eigenvalues and for at least one choice of $n$ and $z_i$ the matrix has exactly $\kappa$ negative eigenvalues.

We agree that the constant function with value $\infty$ belongs to $\mathcal{N}_0$. Further, we set

$$\mathcal{N}_{< \infty} := \bigcup_{\kappa \in \mathbb{N}_0} \mathcal{N}_\kappa$$

and write $\text{ind}_- q = \kappa$ to express that $q \in \mathcal{N}_{< \infty}$ belongs to $\mathcal{N}_\kappa$. The set $\mathcal{N}_{< \infty}$ is called the class of generalized Nevanlinna functions.

It is a classical result that the class $\mathcal{N}_0 \setminus \{\infty\}$ consists of those functions $q$ that are holomorphic on $\mathbb{C} \setminus \mathbb{R}$, are real and satisfy $\text{Im} z \cdot \text{Im} q(z) \geq 0$ for $z \in \mathbb{C} \setminus \mathbb{R}$. This fact goes back to as far as [20] or [42].

A generalized Nevanlinna function cannot grow arbitrarily fast towards $\infty$. In fact, for each $q \in \mathcal{N}_\kappa$, the limit

$$\lim_{z \to \infty, \kappa} \frac{q(z)}{z^{2\kappa + 1}}$$

exists and is in $[0, \infty)$.

Here $\to$ denotes a non-tangential limit, i.e. a limit inside a sector of the form $\{z \in \mathbb{C} : \arg \in [\alpha, \pi - \alpha]\}$ with $\alpha \in (0, \frac{\pi}{2})$. This fact was shown, e.g. in [36]. Even more precise knowledge about the power growth of generalized Nevanlinna functions is available. Using the canonical factorization established in [8], one can easily deduce that, for each $q \in \mathcal{N}_\kappa$, there exists a unique non-negative integer $n$, not exceeding $\kappa$, such that

$$\lim_{z \to \infty, \kappa} \frac{q(z)}{z^{2n+1}} \in [0, \infty) \quad \text{but} \quad \lim_{z \to \infty, \kappa} \frac{q(z)}{z^{2n-1}} \in (-\infty, 0) \vee \lim_{z \to \infty, \kappa} \left| \frac{q(z)}{z^{2n-1}} \right| = \infty.$$

In the present paper the subclass of $\mathcal{N}_{< \infty}$ appears which consists of all functions having, in this sense, maximal possible growth at infinity, i.e. $n = \kappa$.

**Definition 2.2.** For $\kappa \in \mathbb{N}$ we denote by $\mathcal{N}_\kappa^{(\infty)}$ the set of all functions $q \in \mathcal{N}_\kappa$ such that

$$\lim_{z \to \infty, \kappa} \frac{q(z)}{z^{2\kappa + 1}} \in (-\infty, 0) \quad \text{or} \quad \lim_{z \to \infty, \kappa} \left| \frac{q(z)}{z^{2\kappa + 1}} \right| = \infty,$$

where $\to$ again denotes the non-tangential non-tangential limit. Moreover, we set

$$\mathcal{N}_{< \infty}^{(\infty)} := \bigcup_{\kappa \in \mathbb{N}} \mathcal{N}_\kappa^{(\infty)}.$$
The class $\mathcal{N}_{<\infty}$ previously appeared in many papers in the context of Sturm–Liouville equations with singular endpoints or singular perturbations, see, e.g. [14], [15], [35] and the papers mentioned in the Introduction.

Slightly more generally, we also consider the subclasses of $\mathcal{N}_{<\infty}$ of all functions which attain a certain value $\tau \in \mathbb{R}$ at $\infty$ with maximal possible multiplicity. Related notions were considered, e.g. in [3, Definition 3.9].

**Definition 2.3.** Let $\tau \in \mathbb{R}$. We denote by $\mathcal{N}_{\kappa}(\tau)$ the set of all functions $q \in \mathcal{N}_{\kappa}$ such that
$$
\frac{1}{\tau - q(z)} \in \mathcal{N}_{\infty}^{(\kappa)}.
$$
Further, we set
$$
\mathcal{N}_{<\infty}(\tau) := \bigcup_{\kappa \in \mathbb{N}} \mathcal{N}_{\kappa}(\tau).
$$
Note that $q \in \mathcal{N}_{\kappa}$ implies that $\frac{1}{\tau - q} \in \mathcal{N}_{\kappa}$.

**Remark 2.4.** Let $\kappa \in \mathbb{N}$ and $\tau \in \mathbb{R}$. Then a function $q \in \mathcal{N}_{\kappa}$ belongs to $\mathcal{N}_{\kappa}(\tau)$ if and only if
$$
\lim_{\hat{z} \to \infty} z^{2\kappa-1} (q(z) - \tau) \in [0, \infty).
$$

The class $\mathcal{N}_{<\infty}^{(\infty)}$ admits an operator theoretic interpretation. In the language of [33] and [36], the condition (2.3) means that $\infty$ is a generalized pole of non-positive type with degree of non-positivity equal to $\text{ind. } q$. Equivalently, one can say that $q$ has a generalized pole of non-positive type at $\infty$ with maximal possible degree of non-positivity permitted by the negative index and, consequently, no finite generalized poles of non-positive type. More precisely, the statement in the following lemma is true, which follows, e.g. from [36, Theorem 3.2] and which is used in Section 3. Recall that the algebraic eigenspace at infinity of a linear relation $A$ in a Pontryagin space $\mathcal{P}$ is the set of all elements of Jordan chains at $\infty$, where a Jordan chain at $\infty$ is a sequence of vectors $g_0, \ldots, g_n \in \mathcal{P}$ with $g_0 = 0$ such that $(g_{i-1}; g_i) \in A$ for all $i = 1, \ldots, n$.

**Lemma 2.5.** Let $q \in \mathcal{N}_{\kappa}$. Moreover, let $A$ be a self-adjoint relation in a Pontryagin space $(\mathcal{P}, [\cdot, \cdot])$ and $v \in \mathcal{P}$ such that
$$
q(z) = q(z_0) + (z - z_0) \left[ (I + (z - z_0)(A - z)^{-1}) v, v \right], \quad z \in \rho(A),
$$
where $z_0 \in \rho(A)$ is fixed and assume that this representation is minimal, i.e.
$$
\mathcal{P} = \text{c.l.s.}\{ (I + (z - z_0)(A - z)^{-1}) v : z \in \rho(A) \}
$$
where c.l.s. stands for ‘closed linear span’. Then
$$
q \in \mathcal{N}_{\kappa}^{(\infty)} \iff \nu_{\infty}(A) = \kappa
$$
where $\nu_{\infty}(A)$ is the degree of non-positivity of $\infty$, i.e. the maximal dimension of a non-positive $A^{-1}$-invariant subspace of the algebraic eigenspace at infinity of $A$. 
b. Some classes of entire functions.

In this subsection we recall several classes of scalar and matrix-valued entire functions, which are needed in the proofs in later sections. Note that an entire function is called real if \( f(z) = f(\bar{z}) \) for all \( z \in \mathbb{C} \). Moreover, we set \( f^\#(z) := f(\overline{z}) \). First we recall the definition of the Pólya class; for details see, e.g. [4, Section 7].

**DEFINITION 2.6.** An entire function \( f \) belongs to the Pólya class if

1. \( f \) has no zeros in the upper half-plane \( \mathbb{C}^+ \);
2. \( f \) satisfies \( |f(z)| \geq |f(\overline{z})| \) for \( z \in \mathbb{C}^+ \);
3. for each fixed \( x \in \mathbb{R} \) the function \( y \mapsto |f(x + iy)| \) is non-decreasing on \((0, \infty)\).

Let us next consider functions of bounded type; see, e.g. [43, Definition 3.15 and Theorem 3.20] or [4, Section 8].

**DEFINITION 2.7.** A function that is analytic in the upper half-plane \( \mathbb{C}^+ \) is said to be of bounded type if it can be written as a quotient \( f(z) = p(z)/q(z) \) of two analytic functions which are bounded throughout \( \mathbb{C}^+ \) and where \( q \) is not identically equal to 0.

According to [4, Problem 24] it is possible to choose \( p \) and \( q \) such that \( q \) has no zeros in \( \mathbb{C}^+ \). One can define bounded type in the lower half-plane in a similar way.

**REMARK 2.8.**

(i) A function from \( \mathcal{N}_{<\infty} \) is of bounded type in the upper and lower half-planes; see, e.g. [25, Proposition 2.4].

(ii) According to [4, Problem 34] an entire function \( f \) that satisfies \( |f(z)| \geq |f(\overline{z})| \) for \( z \in \mathbb{C}^+ \) and is of bounded type in the upper half-plane belongs to the Pólya class. In particular, a real entire function that is of bounded type in the upper half-plane belongs to the Pólya class.

Next we recall a generalization of Hermite–Biehler functions, namely functions belonging to the class \( \mathcal{H}B_K \). When \( E: D \to \mathbb{C} \) is an analytic function defined on some open subset \( D \) of the complex plane, we define a kernel \( K_E \) as

\[
K_E(w,z) := \frac{i}{2} \cdot \frac{E(z)\overline{E}(w) - E^\#(z)\overline{E^\#}(w)}{z - \overline{w}}, \quad z, w \in D.
\]

For \( z = \overline{w} \) this formula has to be interpreted appropriately as a derivative, which is possible by analyticity. For more details see, e.g. [29, §2.e].

**DEFINITION 2.9.** Let \( E \) be a complex-valued function defined on \( \mathbb{C} \) and let \( \kappa \in \mathbb{N}_0 \). We write \( E \in \mathcal{H}B_K \) if
(HB1) $E$ is entire;

(HB2) $E$ and $E^\#$ have no common non-real zeros;

(HB3) the kernel $K_E$ has $\kappa$ negative squares on $\mathbb{C}$.

We use the notation

$$\mathcal{HB}_{<\infty} := \bigcup_{\kappa \in \mathbb{N}_0} \mathcal{HB}_\kappa$$

and write $\text{ind}_- E = \kappa$ to express that a function $E \in \mathcal{HB}_{<\infty}$ belongs to $\mathcal{HB}_\kappa$. The class $\mathcal{HB}_{<\infty}$ is called the indefinite Hermite–Biehler class.

It is a classical result that an entire function $E$ belongs to the class $\mathcal{HB}_0$ if and only if either it is a constant multiple of a real entire function which has no non-real zeros, or it satisfies $|E(z)| > |E(\overline{z})|$ for $z \in \mathbb{C}^+$. For details see, e.g. [40, Chapter 7].

By means of the reproducing kernel $K_E$, each function $E \in \mathcal{HB}_{<\infty}$ generates a Pontryagin space $\mathcal{P}(E)$ which consists of entire functions. This space is referred to as the de Branges Pontryagin space generated by $E$; see [1] and [25].

The indefinite Hermite–Biehler class is related to the generalized Nevanlinna class: let $E(z) \in \mathcal{HB}_{<\infty}$ and write $E = A - iB$ with the real entire functions

$$A := \frac{1}{2}(E + E^\#), \quad B := \frac{i}{2}(E - E^\#).$$

Then $q = \frac{B}{A}$ belongs to $\mathcal{N}_{<\infty}$ with $\text{ind}_- q = \text{ind}_- E$. This follows from the relation

$$K_E(w,z) = A(z)N_q(w,z)\overline{A(w)}, \quad z, w \in \mathbb{C}, \ A(z), A(w) \neq 0.$$

Finally in this subsection, let us define a class of matrix-valued entire functions. Functions from this class appear later as fundamental solutions of general Hamiltonians. When $W$ is an entire $2 \times 2$-matrix-valued function that satisfies $W(z)JW(\overline{z})^* = J$ for $z \in \mathbb{C}$, then a kernel $H_W$ is defined by

$$H_W(w,z) := \frac{W(z)JW(w)^* - J}{z - \overline{w}}, \quad z, w \in \mathbb{C},$$

where $J$ is as in (2.1). For $z = \overline{w}$ this formula has to be interpreted appropriately as a derivative.

**Definition 2.10.** Let $W = (w_{ij})_{i,j=1}^2$ be a $2 \times 2$-matrix-valued function and let $\kappa \in \mathbb{N}_0$. We write $W \in \mathcal{M}_\kappa$ if

(M1) the entries $w_{ij}$ of $W$ are real entire functions;

(M2) $\det W(z) = 1$ for $z \in \mathbb{C}$, and $W(0) = I$;

(M3) the kernel $H_W$ has $\kappa$ negative squares on $\mathbb{C}$. 

Note that the conditions (M1) and (M2) together imply that $W(z) JW(\overline{z})^* = J$. Moreover, we set

$$\mathcal{M}_{<\infty} := \bigcup_{\kappa \in \mathbb{N}_0} \mathcal{M}_\kappa$$

and write $\text{ind}_- W = \kappa$ to express that $W \in \mathcal{M}_\kappa$.

Define a map $t : \mathcal{M}_{<\infty} \to \mathbb{R}$ by

$$t(W) := \text{tr}(W'(0)J) = w'_{12}(0) - w'_{21}(0)$$

(2.5)

for $W = (w_{ij})_{i,j=1}^2 \in \mathcal{M}_{<\infty}$. This map $t$ is used, e.g. to measure the growth of the unbounded entry of the fundamental solution of an indefinite Hamiltonian.

Each matrix $W \in \mathcal{M}_{<\infty}$ generates, by means of the kernel $H_W$, a reproducing kernel Pontryagin space $\mathcal{K}(W)$ whose elements are 2-vector-valued entire functions; see, e.g. [1] and [29, §2.a].

If $W = (w_{ij})_{i,j=1}^2 \in \mathcal{M}_{<\infty}$, then the function $E(z) := w_{11}(z) - iw_{12}(z)$ belongs to $\mathcal{H}\mathcal{B}_{<\infty}$ with $\text{ind}_- E \leq \text{ind}_- W$, which follows from the relation

$$K_E(w,z) = (1, 0) H_W(w,z) \begin{pmatrix} 1 \\ 0 \end{pmatrix}$$

$z, w \in \mathbb{C}$;

cf. [29, §2.e]. Hence $\frac{w_{12}}{w_{11}}$ belongs to $\mathcal{N}_{<\infty}$.

c. Boundary triples.

Let us also recall the notion of boundary triples as introduced in [28, Definition 2.7].

This definition is slightly different from but related to the one in [6].

**DEFINITION 2.11.** A triple $(\mathcal{P}, T, \Gamma)$ is called a boundary triple if

(i) $(\mathcal{P}, [\cdot, \cdot])$ is a Pontryagin space, which carries a conjugate linear and anti-isometric involution $\tau : \mathcal{P} \to \mathcal{P}$;

(ii) $T$ is a closed linear relation in $\mathcal{P}$ that is real, i.e.

$$(f; g) \in T \iff (\overline{f}; \overline{g}) \in T$$;

(iii) $\Gamma \subseteq T \times (\mathbb{C}^2 \times \mathbb{C}^2)$ is a closed linear relation with $\text{dom} \Gamma = T$, which is compatible with the involution $\tau : \mathcal{P} \to \mathcal{P}$ in the sense that

$$((f; g); (a; b)) \in \Gamma \iff ((\overline{f}; \overline{g}); (\overline{a}; \overline{b})) \in \Gamma$$;

(iv) the following abstract Green identity holds:

$$[g, u] - [f, v] = \begin{pmatrix} c \\ d \end{pmatrix}^* \begin{pmatrix} J & 0 \\ 0 & -J \end{pmatrix} \begin{pmatrix} a \\ b \end{pmatrix}$$

when $((f; g); (a; b)), ((u; v); (c; d)) \in \Gamma$;

(v) $\ker \Gamma = T^*$.
In applications, e.g. to differential operators, often the relation \( T \) in a boundary triple \((\mathcal{P}, T, \Gamma)\) is the maximal relation, e.g. the differential operator with no boundary conditions imposed; it is the adjoint of a symmetric relation. The relation \( \Gamma \) often maps the functions in the domain of \( T \) (or more precisely, pairs in the relation \( T \)) onto the boundary values at the left and/or right endpoint of the interval or linear combinations of them. The abstract Green identity is then nothing else than a classical Green or Lagrange identity, which follows from integration by parts. In the next subsection a boundary triple associated with a classical (positive definite) Hamiltonian system is recalled. Note that \( a, b, c, d \) in the abstract Green identity are 2-vectors.

Two boundary triples \((\mathcal{P}, T, \Gamma), (\tilde{\mathcal{P}}, \tilde{T}, \tilde{\Gamma})\) are called **isomorphic** if there exists a pair \((\omega, \phi)\) (which is then called an **isomorphism**) such that

(i) \( \omega \) is an isometric isomorphism from \( \mathcal{P} \) onto \( \tilde{\mathcal{P}} \) that is compatible with the respective involutions in the sense that \( \omega(x) = \overline{\omega(x)} \) for \( x \in \mathcal{P} \);

(ii) \( \phi \) is an isometric isomorphism from \((\mathbb{C}^2 \times \mathbb{C}^2, ((J\ 0), (0\ -J)))\) onto itself;

(iii) \( (\omega \times \omega)(T) = \tilde{T} \);

(iv) \( \tilde{\Gamma} \circ (\omega \times \omega)|_T = \phi \circ \Gamma \).

**Remark 2.12.** For certain boundary triples one can construct a matrix function \( \omega \) from the class \( \mathcal{M}_K \) and an isometric isomorphism \( \Xi \) from \( \mathcal{P} \) onto the reproducing kernel space \( \mathcal{K}(\omega) \) such that the symmetric operator \( T^* \) corresponds to the operator of multiplication by the independent variable in the space \( \mathcal{K}(\omega) \); for details see [29, Definition 4.3 and Theorem 4.19]. This construction is related to Krein’s representation of entire operators.

**d. More facts about Hamiltonian systems.**

A function \( H : (a, b) \to \mathbb{R}^{2 \times 2} \), where \((a, b)\) is an interval with \(-\infty \leq a < b \leq \infty\), is called a **Hamiltonian** if

the values of \( H \) are real non-negative matrices and the function \( H \) is locally integrable and does not vanish on any set of positive measure. \( \quad (2.6) \)

In connection with the differential equation (1.1) one often considers also the matrix differential equation

\[
\frac{\partial}{\partial x} W(x; z)J = zW(x; z)H(x), \quad x \in (a, b), \quad (2.7)
\]

where \( W(x; z) \) is a \( 2 \times 2 \)-matrix for \( x \in (a, b), \ z \in \mathbb{C} \). If \( a \in \mathbb{R} \) and (1.1) is in the limit circle case at \( a \) (recall the definition from the Introduction), then the differential equation (2.7) together with the initial condition \( W(a; z) = I \) has a unique solution, which we denote by \( W_H \), cf. (1.3). The rows of \( W_H \) satisfy the differential equation
(1.1) and $y(x) = [(a_1, a_2)W_H(x; z)]^T$ is a solution of (1.1) satisfying the initial conditions $y(a) = (a_1, a_2)^T$. Moreover, if $W_{H,x_1}(x; z)$ denotes the solution of (2.7) satisfying the initial condition $W_{H,x_1}(x_1; z) = I$ with some $x_1 \in (a, b)$, then

$$W_H(x; z) = W_H(x_1; z)W_{H,x_1}(x; z)$$

for $x \in [x_1, b)$.

2.13. **Properties of $W_H$.** Assume that (1.1) is in the limit circle case at $a$. For fixed $x \in (a, b)$ the matrix function $W_H(x; \cdot)$ belongs to the class $\mathcal{M}_0$, where $\mathcal{M}_0$ was defined in Definition 2.10. If one combines Theorems 38, 27 and 25 in [4], then it follows that the entries $W_H(x;\cdot)_{ij}$, $i, j = 1, 2$, of $W_H(x; \cdot)$ are of bounded type in the upper half-plane, and since the functions are real, also in the lower half-plane. By Remark 2.8 (ii) this implies that $W_H(x;\cdot)_{ij}$ belongs to the Pólya class. Since $W_H(x; 0)_{12} = W_H(x; 0)_{21} = 0$, it follows from [4, Lemma 1 in §1.7] that

$$\frac{W_H(x; z)_{12}}{z} \quad \text{and} \quad \frac{W_H(x; z)_{21}}{z}$$

(2.8)

are also from the Pólya class. Moreover, the function $E(z) := W_H(x; z)_{11} - iW_H(x; z)_{12}$ belongs to the Hermite–Biehler class $\mathcal{HB}_0$. Hence $E$ induces a de Branges Hilbert space $\mathcal{P}(E)$ of entire functions and $\frac{W_H(x; z)_{12}}{W_H(x; z)_{11}} \in \mathcal{N}_0$; see §2.b and [4].

If $H$ is in the limit point case at $b$, then, with the notation (2.2), the *Titchmarsh–Weyl coefficient* $q_H$ for (1.1) (as defined in (1.4)) can be written as

$$q_H(z) = \lim_{x \to b} W_H(x; z) * \tau, \quad z \in \mathbb{C} \setminus \mathbb{R},$$

for $\tau \in \mathbb{R} \cup \{\infty\}$, where the limit exists locally uniformly in $\mathbb{C} \setminus \mathbb{R}$ and is independent of $\tau$.

With $t$ from (2.5) we have

$$t(W_H(x_2; \cdot)) - t(W_H(x_1; \cdot)) = \int_{x_1}^{x_2} \text{tr} H(x) dx$$

(2.9)

for $a \leq x_1 < x_2 < b$ as can easily be seen.

2.14. **Indivisible intervals.** An interval $(\alpha, \beta) \subseteq (a, b)$ is called $H$-indivisible of type $\phi$ if

$$H(x) = h(x)\xi_\phi^T \xi_\phi, \quad x \in (\alpha, \beta),$$

where $\xi_\phi$ is defined in (2.1) and $h$ is a locally integrable function that is positive almost everywhere; see, e.g. [22]. If $(\alpha, \beta)$ is $H$-indivisible, then, for $\alpha < x_1 < x_2 < \beta$,

$$W_H(x_1; z)^{-1}W_H(x_2; z) = W_{(l, \phi)}(z)$$
where
\[ W(l,\phi)(z) := \begin{pmatrix} 1 - lz \sin \phi \cos \phi & lz \cos^2 \phi \\ -lz \sin^2 \phi & 1 + lz \sin \phi \cos \phi \end{pmatrix} \] (2.10)
and
\[ l = \int_{x_1}^{x_2} h(x)dx. \]

The number \( \int_{\alpha}^{\beta} h(x)dx = \int_{\alpha}^{\beta} \text{tr} H(x)dx \) is called the length of the indivisible interval \((\alpha, \beta)\), which is infinite exactly when \( H \) is singular at \( \alpha \) or \( \beta \).

2.15. The maximal relation \( T_{\text{max}}(H) \). With a Hamiltonian \( H \) a maximal linear relation (i.e. a multi-valued operator), \( T_{\text{max}} \), can be associated as follows (for details see, e.g. [28, §2]). First we recall the definition of the space \( L^2(H) \): it is the space of measurable functions \( f \) defined on \([a, b]\) with values in \( \mathbb{C}^2 \) which satisfy \( \int_a^b f^*Hf < \infty \) and have the property that \( \xi^T_\phi f \) is constant on every indivisible interval of type \( \phi \), factorized with respect to the equivalence relation \( =_H \) where
\[ f =_H g \iff H(f - g) = 0 \quad \text{a.e.} \]

In the space \( L^2(H) \) the maximal relation \( T_{\text{max}}(H) \) is defined as
\[ T_{\text{max}}(H) := \left\{ (f; g) \in (L^2(H))^2 : \exists \text{ representatives } \hat{f}, \hat{g} \text{ of } f, g \text{ such that } \hat{f} \text{ is locally absolutely continuous and } \hat{f}' = JH\hat{g} \text{ a.e. on } (a, b) \right\}. \]

Sometimes we need Green’s identity in the following form: if \( f \) and \( u \) are absolutely continuous functions on \([x_1, x_2]\) where \( a < x_1 < x_2 < b \) and \( g, v \) are such that
\[ f' = JHg, \quad u' = J Hv, \quad \text{a.e. on } (x_1, x_2), \]
then
\[ \int_{x_1}^{x_2} u^*Hg - \int_{x_1}^{x_2} v^*Hf = u(x_1)^*Jf(x_1) - u(x_2)^*Jf(x_2); \] (2.11)
see [28, Remark 2.20].

With a Hamiltonian \( H \) defined on an interval \((a, b)\) also a boundary relation \( \Gamma(H) \subseteq L^2(H)^2 \times (\mathbb{C}^2)^2 \) for \( T_{\text{max}}(H) \) is associated: a pair \( ((f; g); (c; d)) \) belongs to \( \Gamma(H) \) if and only if there exists a representative \( \hat{f} \) of \( f \) that is absolutely continuous such that
\[ c = \begin{cases} \hat{f}(a) & \text{if } H \text{ is regular at } a, \\ 0 & \text{if } H \text{ is singular at } a, \end{cases} \quad d = \begin{cases} \hat{f}(b) & \text{if } H \text{ is regular at } b, \\ 0 & \text{if } H \text{ is singular at } b. \end{cases} \]

For details see, e.g. [28, Theorems 2.18 and 2.19].
Let us also recall some properties of Hamiltonian systems which are connected with the behaviour of \( H \) at an endpoint. They are needed in the definition of general (indefinite) Hamiltonians in §2.e.

### 2.16. Hilbert–Schmidt resolvents.

Let \( H \) be a Hamiltonian defined on some interval \((a,b)\).

1. We say that \( H \) satisfies the condition \((\text{HS}_-)\) if for one (and hence for all) \( x_0 \in (a,b) \) the resolvents of self-adjoint extensions of \((T_{\text{max}}(H|_{(a,x_0)}))^*\), i.e. self-adjoint restrictions of \( T_{\text{max}}(H|_{(a,x_0)}) \), are Hilbert–Schmidt operators. Similarly, we say that \((\text{HS}_+)\) holds for \( H \) if for one (and hence for all) \( x_0 \in (a,b) \) the resolvents of self-adjoint extensions of \((T_{\text{max}}(H|_{(x_0,b)}))^*\) are Hilbert–Schmidt operators, cf. [28, §2.3.a].

2. It follows, with an obvious change of variable, from [28, Theorem 2.27] that these properties can be characterized explicitly in terms of \( H \). Namely, \( H \) satisfies \((\text{HS}_-)\) if and only if there exists a number \( \phi \in \mathbb{R} \) such that for one (and hence for all) \( x_0 \in (a,b) \)

\[
(\text{I}_\phi^-) \quad \int_a^{x_0} \xi^T \phi H \xi_\phi < \infty,
\]

where \( \xi_\phi \) is defined in (2.1);

\[
(\text{HS}_\phi^-) \quad \text{with } M(x) := \int_{x_0}^x H(y) \, dy,
\]

\[
\int_a^{x_0} \xi^T \frac{\phi}{2} M \xi + \phi^T \xi H \xi < \infty.
\]

If \( H \) is in the limit point case at \( a \) and satisfies \((\text{HS}_-)\), then the number \( \phi \in [0, \pi) \) such that \((\text{I}_\phi^-)\) and \((\text{HS}_\phi^-)\) hold is uniquely determined; in this case we denote this unique \( \phi \) by \( \phi^-(H) \). Clearly, \( \phi^-(H) \) does not depend on the choice of the cutting point \( x_0 \).

The property \((\text{HS}_+)\) is characterized by corresponding conditions \((\text{I}_\phi^+)\), \((\text{HS}_\phi^+)\). The unique angle \( \phi \) is denoted by \( \phi^+(H) \) in this case and again does not depend on \( x_0 \).

Let us explicitly consider the case \( \phi = 0 \); the conditions \((\text{I}_0^-)\) and \((\text{HS}_0^-)\) read as follows:

\[
(\text{I}_0^-) \quad \int_a^{x_0} h_{11}(x) \, dx < \infty,
\]

\[
(\text{HS}_0^-) \quad \int_a^{x_0} \int_x^{x_0} h_{22}(t) \, dt \, h_{11}(x) \, dx < \infty.
\]
For \((\mathcal{I}_-\phi), (\mathcal{H}^-_{\phi})\) one has to swap \(h_{11}\) and \(h_{22}\).

If \((a, c)\), with some \(c \in (a, b)\), is an indivisible interval of type \(\phi\) and \(H\) is in the limit point case at \(a\), then \((\mathcal{I}_-\phi), (\mathcal{H}^-_{\phi})\) are satisfied but \((\mathcal{I}_+\phi), (\mathcal{H}^+_{\phi})\) are not when \(\phi - \frac{\pi}{2} - \phi' \notin \pi\mathbb{Z}\).

2.17. Some growth condition. Let \(H\) be a Hamiltonian defined on some interval \((a, b)\) which satisfies \((\mathcal{H}_-)\) and fix a point \(x_0 \in (a, b)\). Denote by \(\mathcal{S}\) the operator \(f \mapsto \int_{x_0}^x JH(t)f(t)\,dt\). Then there exist unique numbers \(\rho_k \in \mathbb{R}, \ k \in \mathbb{N}_0\), such that \(\rho_0 = 1\) and

\[
\sum_{k=0}^n \rho_{n-k}\mathcal{S}^k\xi_{\phi_-(H)} \in L^2(\mathcal{H}|(a,x_0)), \quad n \in \mathbb{N}_0;
\]

see [28, Corollary 3.5]. If \(\xi_{\phi_-(H)}\) is replaced by \(\xi_{\phi_-(H)} + \frac{\pi}{2}\), this is no longer true for all \(n \in \mathbb{N}_0\). We denote by \(\Delta_-(H) \in \mathbb{N}_0 \cup \{\infty\}\) the number

\[
\Delta_-(H) := \inf \left\{ n \in \mathbb{N}_0 : \exists \omega_0, \ldots, \omega_n \in \mathbb{C} \text{ such that } \omega_0 \neq 0 \text{ and } \sum_{k=0}^n \omega_{n-k}\mathcal{S}^k\xi_{\phi_-(H)+\frac{\pi}{2}} \in L^2(\mathcal{H}|(a,x_0)) \right\},
\]

where the infimum of the empty set is infinity.

The number \(\Delta_-(H)\) measures in a certain sense the growth of \(H\) towards \(a\); for example \(\Delta_-(H) = 0\) means that \(H\) is in the limit circle case at \(a\) because then all constant vectors are in \(L^2(\mathcal{H}|(a,x_0))\), i.e. \(H\) is integrable at \(a\). If \((a, c)\) is an indivisible interval for some \(c \in (a, b)\) and \(H\) is in the limit point case at \(a\), then \(\Delta_-(H) = 1\).

An illustrative toy example occurs in connection with the Bessel equation as mentioned in the Introduction. One can show that

\[
H_{\gamma}(x) = \begin{pmatrix} x' & 0 \\ 0 & x^{-\gamma} \end{pmatrix}, \quad x \in (0, \infty),
\]

satisfies \((\mathcal{I}_0^-)\) and \((\mathcal{H}_0^-)\), and hence \((\mathcal{H}_-)\), and one has \(\Delta_-(H_{\gamma}) = \left\lceil \frac{\gamma+1}{2} \right\rceil\).

Assume that \(\Delta_-(H) < \infty\) and let \(x_0 \in (a, b)\). Then there exist unique absolutely continuous functions \(w_l, \ l \in \mathbb{N}_0\), defined on \((a, b)\) such that

\[
\begin{aligned}
\omega_0 &\equiv \xi_{\phi_-(H)} + \frac{\pi}{2}, \\
\omega'_{l+1} &\equiv JH\omega_l, \quad l \in \mathbb{N}_0, \\
\omega_l(x_0) &\in \text{span}\{\xi_{\phi_-(H)} + \frac{\pi}{2}\}, \quad l \in \mathbb{N}_0, \\
\omega_l|(a,x_0) &\in L^2(\mathcal{H}|(a,x_0)), \quad l \geq \Delta_-(H).
\end{aligned}
\]

Note that \(w_0, \ldots, w_{\Delta_-(H)-1}\) do not belong to \(L^2(\mathcal{H}|(a,x_0))\). It was shown in [28, Lemma 3.12 (i)] that \(\Delta_-(H)\) does not depend on the choice of the cutting point \(x_0 \in (a, b)\); the
functions \( t_0 \) of course do depend on \( x_0 \). The functions \( t_0, \ldots, t_{2\Delta_{-}(H)} \) are used, e.g. to construct regularized boundary values in Theorem 5.1.

For a Hamiltonian \( H \) that satisfies (HS\(_{+}\)) a number \( \Delta_{+}(H) \) is defined in a similar manner.

e. General Hamiltonians in detail.

In this subsection we give the definition of a general Hamiltonian as in [28, §8]. This definition is somewhat elaborate, and we give some explanations after the definition.

**DEFINITION 2.18.** A general Hamiltonian \( \mathfrak{h} \) is a collection of data of the following kind:

(i) \( n \in \mathbb{N}_0, \quad \sigma_0, \ldots, \sigma_{n+1} \in \mathbb{R} \cup \{ \pm \infty \} \) with \( \sigma_0 < \sigma_1 < \ldots < \sigma_{n+1}, \)

(ii) Hamiltonians \( H_i : (\sigma_i, \sigma_{i+1}) \rightarrow \mathbb{R}^{2 \times 2} \) for \( i = 0, \ldots, n \), which satisfy (2.6),

(iii) numbers \( \bar{\sigma}_1, \ldots, \bar{\sigma}_n \in \mathbb{N} \cup \{ 0 \} \) and \( b_1, \ldots, b_{n+1} \in \mathbb{R}, \ i = 1, \ldots, n \), with \( b_1 \neq 0 \) when \( \bar{\sigma}_i \geq 1 \),

(iv) numbers \( d_{i,0}, \ldots, d_{i,2\Delta_{-} - 1} \in \mathbb{R} \) where \( \Delta_i := \max \{ \Delta_{+}(H_{i-1}), \Delta_{-}(H_i) \} \) for \( i = 1, \ldots, n \), (note that \( \Delta_i \) will be finite by condition (H3) below),

(v) a finite subset \( E \) of \( \{ \sigma_0, \sigma_{n+1} \} \cup \bigcup_{i=0}^{n} (\sigma_i, \sigma_{i+1}) \),

which is assumed to be subject to the following conditions:

(H1) The Hamiltonian \( H_0 \) is in the limit circle case at \( \sigma_0 \). If \( n \geq 1 \), then \( H_i \) is in the limit point case at \( \sigma_i \) for \( i = 1, \ldots, n \), and at \( \sigma_{i+1} \) for \( i = 0, \ldots, n-1 \).

(H2) None of the intervals \( (\sigma_i, \sigma_{i+1}) \), \( i = 1, \ldots, n-1 \), is indivisible\(^2\). If \( n \geq 1 \) and \( H_n \) is in the limit point case at \( \sigma_{n+1} \), then also \( (\sigma_n, \sigma_{n+1}) \) is not indivisible.

(H3) The Hamiltonian \( H_0 \) satisfies (HS\(_{+}\)) if \( n \geq 1 \); \( H_i \) satisfies (HS\(_{-}\)) and (HS\(_{+}\)) for \( i = 1, \ldots, n-1 \), and \( H_n \) satisfies (HS\(_{-}\)). We have \( \Delta_i < \infty \), \( i = 1, \ldots, n \).

(H4) We have \( \phi_{+}(H_{i-1}) = \phi_{-}(H_i), \ i = 1, \ldots, n \).

(H5) Let \( i \in \{ 1, \ldots, n \} \). If both \( H_{i-1} \) and \( H_i \) end with an indivisible interval towards \( \sigma_i \), then \( d_1 = 0 \). If, in addition, \( b_{i,1} = 0 \), then \( d_0 < 0 \).

(E1) \( \sigma_0, \sigma_{n+1} \in E \), and \( E \cap (\sigma_i, \sigma_{i+1}) \neq \emptyset \) for \( i = 1, \ldots, n-1 \). If \( H_n \) is in the limit point case at \( \sigma_{n+1} \), then also \( E \cap (\sigma_n, \sigma_{n+1}) \neq \emptyset \). Moreover, \( E \) contains all endpoints of indivisible intervals of infinite length which lie in \( \bigcup_{i=0}^{n} (\sigma_i, \sigma_{i+1}) \).

(E2) No point of \( E \) is an inner point of an indivisible interval.

\(^2\)The interval \( (\sigma_0, \sigma_1) \) may be indivisible.
The common value of $\phi_+(H_{i-1})$ and $\phi_-(H_i)$ is denoted by $\phi_i$.

The general Hamiltonian $\mathfrak{h}$ is called regular or singular if $H_n$ is in the limit circle case or in the limit point case, respectively, at $\sigma_{n+1}$. Moreover, we set

$$\text{ind}_- \mathfrak{h} := \sum_{i=1}^n \left( \Delta_i + \left\lfloor \frac{\bar{o}_i}{2} \right\rfloor \right) + \{1 \leq i \leq n : \bar{o}_i, b_{i,1} > 0 \}. \quad (2.13)$$

It is probably helpful to have a more intuitive picture of general Hamiltonians than their precise definition. We may say that a general Hamiltonian models a canonical system on $[\sigma_0, \sigma_{n+1})$ whose Hamiltonian is allowed to have finitely many inner singularities (these are the points $\sigma_1, \ldots, \sigma_n$), and which is in the limit circle or limit point case at $\sigma_{n+1}$ depending whether $\mathfrak{h}$ is regular or singular. However, $H$ does not behave too badly at its inner singularities in the sense of (H3).

A singularity itself contributes to the canonical system in two ways. The first one is a contribution concentrated inside the singularity; passing the singularity influences a solution, which is modelled by the parameters $\bar{o}_i, b_{ij}$. Actually, elements in the model space in which an operator acts can be considered as a combination of functions and distributions concentrated in the singularities. The parameters $\bar{o}_i$ and $b_{ij}$ are needed for the interplay of the functions and the distributions. The functions themselves have also a singular component, namely a linear combination of $v_0, \ldots, v_{\Delta_i-1}$; here the parameters $d_{ij}$ and condition (H4) are used for interface conditions at the singularities.

The set $E$ consists of points that split $\bigcup_{i=0}^n (\sigma_i, \sigma_{i+1})$ into smaller pieces each containing at most one singularity. We can picture the situation as follows ($E = \{s_0, \ldots, s_{N+1}\}$):
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The numbers $d_{ij}$ depend on the $s_k$ in the sense that, if the $s_k$ are moved, then the $d_{ij}$ have to be changed in order to obtain an isomorphic model. Moreover, the number of constants $d_{ij}$ needed for a fixed $i$ depends on the behaviour of $H$ in the neighbourhood of $\sigma_i$, namely one needs $2\Delta_i$ constants. On the other hand, the $\bar{o}_i$ and $b_{ij}$ can be chosen independently of the behaviour of $H$ and they do not change when the $s_k$ are moved.

With a general Hamiltonian $\mathfrak{h}$ a boundary triple $(\mathcal{P}(\mathfrak{h}), T(\mathfrak{h}), \Gamma(\mathfrak{h}))$ can be associated, whose definition is quite involved; see [28]. The Pontryagin space $\mathcal{P}(\mathfrak{h})$, which has negative index $\text{ind}_- \mathfrak{h}$, is obtained as a completion and is therefore not very accessible. For a special case we shall consider a more concrete realization of the model space and the maximal relation $T(\mathfrak{h})$. In [28, Definition 8.5] a mapping $\psi(\mathfrak{h})$ was
defined that maps an element $F$ in $\mathcal{D}(h)$ onto some measurable function defined on $\bigcup_{i=0}^{n}(\sigma_i, \sigma_{i+1})$, which represents the ‘function part’ of $F$.

Analogously to the classical positive definite case where the fundamental solution $W_H$ can be associated with the Hamiltonian $H$ one can define a ‘fundamental solution’ $\omega_h$ for an indefinite Hamiltonian $h$ where $\omega_h(x; z)$ is a $2 \times 2$-matrix for every $x \in [\sigma_0, \sigma_1) \cup \bigcup_{i=1}^{n}(\sigma_i, \sigma_{i+1})$ and $z \in \mathbb{C}$. For fixed $z$ it satisfies the differential equation (2.7) on every interval between the singularities and one has $\omega_h(\sigma_0; z) = I$ for every $z \in \mathbb{C}$. Moreover, for fixed $x$, $\omega_h(x; \cdot)$ is an entire function belonging to the class $\mathscr{M}_{<\infty}$ such that $x \mapsto \text{ind}_- \omega_h(x; \cdot)$ is non-decreasing, constant between the singularities and

$$\max \left\{ \text{ind}_- \omega_h(x; \cdot) : x \in [\sigma_0, \sigma_1) \cup \bigcup_{i=1}^{n}(\sigma_i, \sigma_{i+1}) \right\} = \text{ind}_- h.$$ The definition of $\omega_h$ is quite involved, in particular, how one can jump over a singularity; for details see [29, Definition 5.3].

In the case when the indefinite Hamiltonian $h$ is singular one can define the Titchmarsh–Weyl coefficient $q_h$ in a similar way as in the positive definite case:

$$q_h(z) := \lim_{x \to \sigma_{n+1}} \omega_h(x; z) \ast \tau, \quad z \in \mathbb{C} \setminus \mathbb{R},$$

with $\tau \in \mathbb{R} \cup \{\infty\}$; the limit exists locally uniformly on $\mathbb{C} \setminus \mathbb{R}$ with respect to the chordal metric on the Riemann sphere $\mathbb{C}$, defines a meromorphic function on $\mathbb{C} \setminus \mathbb{R}$, and the limit is independent of $\tau$. The Titchmarsh–Weyl coefficient $q_h$ belongs to the class $\mathcal{M}_\kappa$ where $\kappa = \text{ind}_- h$; see [30, Theorem 1.4]. At the interior singularities $\sigma_1, \ldots, \sigma_n$ one can define intermediate Weyl coefficients, $q_{h, \sigma_i}$, by

$$q_{h, \sigma_i}(z) := \lim_{x \to \sigma_i} \omega_h(x; z) \ast \tau, \quad z \in \mathbb{C} \setminus \mathbb{R}, \quad i = 1, \ldots, n, \quad (2.14)$$

again for $\tau \in \mathbb{R} \cup \{\infty\}$. It is an essential and non-trivial fact that the limits from both sides of the singularity coincide; see [27, Theorem 5.6].

2.19. Splitting of general Hamiltonians. On working with general Hamiltonians one often uses a splitting-and-pasting process. Let us briefly recall how a general Hamiltonian $h$ can be split into smaller parts. Let $h$ be given by the data

$$\sigma_0, \ldots, \sigma_{n+1}, \quad H_0, \ldots, H_n, \quad \ddot{a}_i, b_{ij}, d_{ij}, \quad i = 1, \ldots, n, \quad E,$$

and let $s \in \bigcup_{i=0}^{n}(\sigma_i, \sigma_{i+1})$ be not inner point of an indivisible interval. Then a splitting of $h$ into two general Hamiltonians, $h|_s$ and $h|_s^\prime$, can be defined. Namely, $h|_s$ is given by the data ($k$ is such that $\sigma_k < s < \sigma_{k+1}$)

$$\sigma_0, \ldots, \sigma_k, s, \quad H_0, \ldots, H_k|_{(\sigma_k, s)},$$

$$\ddot{a}_i, b_{ij}, d_{ij}, \quad i = 1, \ldots, k - 1, \quad \ddot{a}_k, b_{kj}, \ddot{d}_{kj}, \quad (E \cap [\sigma_0, s]) \cup \{s\},$$
where the numbers $\tilde{d}_{kj}$ depend on the location of $s$, cf. [29, Definition 3.47]. The general Hamiltonian $h_{3\pi}$ is given by data

$$s, \sigma_{k+1}, \ldots, \sigma_{n+1}, \quad H_k(s, \sigma_{k+1}), H_{k+1}, \ldots, H_n,$$

$$\tilde{d}_{k+1, j}, b_{k+1, j}, \tilde{d}_{k+1, j}, \quad \tilde{d}_{ij}, b_{ij}, d_{ij}, \quad i = k + 2, \ldots, n, \quad (E \cap [s, \sigma_{n+1}]) \cup \{s\},$$

where again $\tilde{d}_{k+1, j}$ depend on the location of $s$.

If $s = \sigma_k$, we let $h_{\gamma_s}$ be given by

$$h_{\gamma_s} : \quad \sigma_0, \ldots, \sigma_k, \quad H_0, \ldots, H_{k-1},$$

$$\tilde{d}_{ij}, b_{ij}, d_{ij}, \quad i = 1, \ldots, k - 1, \quad (E \cap [\sigma_0, \sigma_k]) \cup \{\sigma_k\}.$$

These notions have been studied in detail in [29]. In particular, it was shown that splitting of general Hamiltonians gives rise to splitting of operator models, and it is compatible with fundamental solutions. In particular, the model space $\mathcal{P}(h)$ is isomorphic to $\mathcal{P}(h_{\gamma_s})[\mathcal{P}(h_{\gamma_s})[\mathcal{P}(h_{3\pi})$, where $[\mathcal{P}(h_{\gamma_s})$ denotes a direct and orthogonal sum in the Pontryagin space $\mathcal{P}(h)$. Elements in $T(h)$ can be identified with sums of elements from $\mathcal{P}(h_{\gamma_s})$ and $\mathcal{P}(h_{3\pi})$ where boundary values of the latter have to coincide at $s$. For details see [29, §3.c/e, §5.d].

For $\mathcal{P} = \mathcal{P}(h_{\gamma_s})$ an ‘isomorphism $\Xi$’ as in Remark 2.12 can be constructed. It is an isomorphism from $\mathcal{P}(h_{\gamma_s})$ onto $\mathcal{R}(\sigma_h(s))$ and denoted by $\Xi_s$.

### f. A boundary triple for a certain regular general Hamiltonian.

As mentioned above, the construction of the boundary triple $(\mathcal{P}(h), T(h), \Gamma(h))$ is quite complicated and not easy to use. For singular general Hamiltonians with one singularity a more explicit form of this model, i.e. a boundary triple $(\tilde{\mathcal{P}}(h), \tilde{T}(h), \tilde{\Gamma}(h))$ that is isomorphic to the original one, was constructed in [38]. This form turned out to be more convenient for some purposes and is more intuitive in the sense that $\tilde{\mathcal{P}}(h)$ is a finite-dimensional extension of a natural function space and $T(h)$ is a finite-dimensional perturbation/extension of a natural differential operator in this function space.

In the present paper we use a variant of this model for regular general Hamiltonians of the class $\mathcal{H}_{\tilde{\pi}}$

#### 2.20. Particular form of $h$.

Let $h \in \mathcal{H}_{\tilde{\pi}}$ be given by the data

$$\sigma_0, \sigma_1, \sigma_2, \quad H_0, H_1, \quad \tilde{d}_{ij}, b_{ij}, d_{ij}, \quad E,$$

such that $\sigma_1$ is not left endpoint of an indivisible interval, $\sigma_2 < \infty$, $E = \{\sigma_0, \sigma_2\}$, and $b_{\tilde{d}+1} = 0$.

Note that $\phi_{\pi}(H_0) = 0$ because of $(gH_{\tilde{\pi}})$ and therefore also $\phi_{\pi}(H_1) = 0$. Since $H_{\pi}(H_0) = 1$, we have $\Delta := \Delta_1 = \Delta_\pi(H_1)$. Further, denote by $H$ the function defined as $H_0$ on $(\sigma_0, \sigma_1)$ and as $H_1$ on $(\sigma_1, \sigma_2)$ and let $L^2(H) = L^2(H_0) \oplus L^2(H_1)$. Moreover, let
\[ \mathfrak{w}_l, \ l \in \mathbb{N}_0, \text{ be the unique absolutely continuous functions defined on } [\sigma_0, \sigma_1) \cup (\sigma_1, \sigma_2] \text{ with the properties that} \]
\[ \mathfrak{w}_0 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \mathfrak{w}_l' = JH \mathfrak{w}_l, \ l \in \mathbb{N}_0, \quad (2.15) \]
\[ \mathfrak{w}_l(\sigma_0), \mathfrak{w}_l(\sigma_2) \in \text{span} \left\{ \begin{pmatrix} 0 \\ 1 \end{pmatrix} \right\}, \ l \in \mathbb{N}_0, \quad (2.16) \]
\[ \mathfrak{w}_l \in L^2(H), \ l \geq \Delta; \quad (2.17) \]
cf. (2.12).

Then \( \{\mathfrak{w}_0, \ldots, \mathfrak{w}_{\Delta-1}\} \) is linearly independent modulo \( L^2(H) \) by [28, Lemma 3.6].

We define the function space
\[ L^2_\Delta(H) := L^2(H) + \text{span} \{ \mathfrak{w}_k : k = 0, \ldots, \Delta - 1 \} \]
and the differential operator \( T_{\Delta, \max}(H) \) (or, more precisely, its graph) by
\[ T_{\Delta, \max}(H) := \{ (f; g) \in L^2_\Delta(H) \times L^2_\Delta(H) : \exists \hat{f} \text{ absolutely continuous representative of } f \text{ s.t. } \hat{f}' = JHg \}. \]

Now we can define a boundary triple \( (\overline{\mathcal{P}}(\mathfrak{h}), \overline{T}(\mathfrak{h}), \overline{\Gamma}(\mathfrak{h})) \) which will turn out to be isomorphic to the original model \( (\mathcal{P}(\mathfrak{h}), T(\mathfrak{h}), \Gamma(\mathfrak{h})) \).

**DEFINITION 2.21.** Let \( \mathfrak{h} \) be a general Hamiltonian of the form described in 2.20. Then \( \overline{\mathcal{P}}(\mathfrak{h}), \overline{T}(\mathfrak{h}) \) and \( \overline{\Gamma}(\mathfrak{h}) \) are defined as follows.

*The base space* \( \overline{\mathcal{P}}(\mathfrak{h}) \). Set
\[ \overline{\mathcal{P}}(\mathfrak{h}) := L^2_\Delta(H) \times \mathbb{C}^\Delta \times \mathbb{C}^{\bar{\sigma}}. \]

Elements of \( \overline{\mathcal{P}}(\mathfrak{h}) \) are generically written as \( F = (f; \xi, \alpha) \) with \( \xi = (\xi_j)_{j=0}^{\Delta-1} \) and \( \alpha = (\alpha_j)_{j=1}^{\bar{\sigma}} \) or \( G = (g; \eta, \beta) \) with \( \eta = (\eta_j)_{j=0}^{\Delta-1} \) and \( \beta = (\beta_j)_{j=1}^{\bar{\sigma}} \). Note that the case \( \bar{\sigma} = 0 \) is allowed.

By the definition of \( L^2_\Delta(H) \) and the fact that \( \mathfrak{w}_0, \ldots, \mathfrak{w}_{\Delta-1} \) are linearly independent modulo \( L^2(H) \), for given \( f, g \in L^2_\Delta(H) \), there exist unique scalars \( \lambda_l, \mu_l, \ l = 0, \ldots, \Delta - 1 \), such that
\[ \hat{f} := f - \sum_{l=0}^{\Delta-1} \lambda_l \mathfrak{w}_l, \quad \hat{g} := g - \sum_{l=0}^{\Delta-1} \mu_l \mathfrak{w}_l \in L^2(H). \quad (2.18) \]

*The inner product on* \( \overline{\mathcal{P}}(\mathfrak{h}) \). If \( \bar{\sigma} > 0 \), define numbers \( c_1, \ldots, c_{\bar{\sigma}} \) recursively by
\[ c_1 b_1 = -1; \quad \sum_{j=1}^{k} c_j b_{k-j} = 0, \quad k = 2, \ldots, \bar{\sigma}. \quad (2.19) \]
On $\bar{\mathcal{P}}(\mathfrak{h})$ an inner product is defined by

$$[F, G] = (\bar{f}, \bar{g})_{L^2(H)} + \sum_{k=0}^{\Delta-1} \lambda_k \bar{\eta}_k + \sum_{k=0}^{\Delta-1} \xi_k \bar{\mu}_k + \sum_{k,l=1}^{\partial} c_{k+l-\partial} \alpha_k \bar{\beta}_l$$

for $F$ and $G$ as above.

The maximal relation $\bar{T}(\mathfrak{h})$. Let $F = (f; \xi, \alpha), G = (g; \eta, \beta) \in \bar{\mathcal{P}}(\mathfrak{h})$ and $\lambda_l, \mu_l$ be the scalars as above. Then $(F; G) \in \bar{T}(\mathfrak{h})$ if and only if

(i) $(f; g) \in T_{\Delta, \text{max}}(H)$

(which implies that $\mu_k = \lambda_{k+1}$, $k = 0, \ldots, \Delta - 2$);

(ii) for all $k = 0, \ldots, \Delta - 2$,

$$\xi_k = \eta_{k+1} + \frac{1}{2} \mu_{\Delta-1} d_{\Delta+k} + \frac{1}{2} \lambda_0 d_k + (w_{k+1}(\sigma_2))_2 f(\sigma_2)_1;$$

(iii)

$$\xi_{\Delta-1} = \int_{\sigma_1}^{\sigma_2} (w_{\Delta})^* H \bar{g} + \frac{1}{2} \sum_{l=0}^{\Delta-1} \lambda_l d_{l+\Delta-1} + \mu_{\Delta-1} d_{2\Delta-1}
+ (w_{\Delta}(\sigma_2))_2 f(\sigma_2)_1 - \begin{cases}
\beta_1, & \bar{\partial} > 0,
0, & \bar{\partial} = 0;
\end{cases}$$

(iv) if $\bar{\partial} > 0$, then

$$\alpha_j = \mu_{\Delta-1} b_{\bar{\partial}-j+1} + \begin{cases}
\beta_{j+1}, & j = 1, \ldots, \bar{\partial} - 1,
0, & j = \bar{\partial}.
\end{cases} \quad (2.20)$$

Here $f(\sigma_2)$ denotes the value of the unique absolutely continuous representative with $f' = JHg$ (remember here that $(\sigma_1, \sigma_2)$ is not indivisible).

The boundary operator $\bar{\Gamma}(\mathfrak{h})$. The boundary relation is actually an operator. Let $(F; G) \in \bar{T}(\mathfrak{h})$, write $F = (f; \xi, \alpha), G = (g; \eta, \beta)$ and let $\lambda_l, \mu_l$ be as in (2.18). Then

$$\bar{\Gamma}(\mathfrak{h})(F; G) := \left(\begin{pmatrix}
\eta_0 + f(\sigma_2)_1 + \frac{1}{2} \sum_{l=0}^{\Delta-1} \mu_l d_l \\
\lambda_0
\end{pmatrix}; f(\sigma_2)_1 \right). \quad (2.21)$$

The two components of $\bar{\Gamma}(\mathfrak{h})(F; G)$ can be interpreted as boundary values at the left and right endpoints $\sigma_0$ and $\sigma_2$, respectively; we denote these by $\pi_l \circ \bar{\Gamma}(\mathfrak{h})(F; G)$ and $\pi_r \circ \bar{\Gamma}(\mathfrak{h})(F; G)$. The two components of $\pi_l \circ \bar{\Gamma}(\mathfrak{h})(F; G)$ are denoted by $\pi_{l,1} \circ \bar{\Gamma}(\mathfrak{h})(F; G)$ and $\pi_{l,2} \circ \bar{\Gamma}(\mathfrak{h})(F; G)$.
PROPOSITION 2.22. Let $\mathfrak{h}$ be a general Hamiltonian of the form (2.20). Then the boundary triples $(\mathcal{P}(\mathfrak{h}), T(\mathfrak{h}), \Gamma(\mathfrak{h}))$ and $(\mathcal{P}(\tilde{\mathfrak{h}}), \tilde{T}(\tilde{\mathfrak{h}}), \tilde{\Gamma}(\tilde{\mathfrak{h}}))$ are isomorphic.

**Proof.** Let $\tilde{\mathfrak{h}}$ be the general Hamiltonian that is given by the data

$$H_0 := H_0, \quad \tilde{H}_1(t) := \begin{cases} H_1(t), & t \in (\sigma_1, \sigma_2), \\ I, & t \in [\sigma_2, \infty), \end{cases}$$

$$\mathfrak{h}, \mathfrak{b}, \mathfrak{d}, \mathfrak{E} := \{\sigma_0, \sigma_2, \infty\}.$$ 

Then $\tilde{\mathfrak{h}}$ is of the form considered in [38]. Moreover, the boundary triple $(\mathcal{P}_{\sigma_2}(\tilde{\mathfrak{h}}), T_{\sigma_2}(\tilde{\mathfrak{h}}), \Gamma_{\sigma_2}(\tilde{\mathfrak{h}}))$, which was defined in [38, Definition 2.14], is isomorphic to $(\mathcal{P}(\tilde{\mathfrak{h}}), T(\tilde{\mathfrak{h}}), \Gamma(\tilde{\mathfrak{h}}))$ by definition, and has been described explicitly in [38, Theorem 2.15]. Note, however, that there is a typo in [38, Theorem 2.15 (v)], namely, there should be a plus sign instead of a minus sign in front of $\mu_{\Delta-1}$, as in (2.20). Let $i_{\sigma_2} := \tilde{i}_{\sigma_2} \circ t_{\sigma_2}$ be the isomorphism from $\mathcal{P}(\tilde{\mathfrak{h}})$ onto $\mathcal{P}_{\sigma_2}(\tilde{\mathfrak{h}})$ where $\tilde{i}_{\sigma_2}$ and $t_{\sigma_2}$ were defined in [38, §2].

The following diagram is commutative

$$\mathcal{P}(\tilde{\mathfrak{h}}) \xrightarrow{\mathfrak{h}} \mathcal{P}(\tilde{\mathfrak{h}})[+]L^2(H|_{(\sigma_2, \infty)})$$

where $\mathfrak{h}$ was defined in [28, Proposition 8.11], $\mathfrak{h} := \tilde{i} \circ \mathfrak{t}$ with

$$\mathfrak{t} : \mathcal{P}(\mathfrak{h}) \to L^2(H) \times \mathbb{C}^\Delta \times \mathbb{C}^\tilde{\sigma}$$

as in [28, (4.9) and (4.10)] and

$$\tilde{i} : L^2(H) \times \mathbb{C}^\Delta \times \mathbb{C}^\Delta \times \mathbb{C}^\tilde{\sigma} \to L^2(H) \times \mathbb{C}^\Delta \times \mathbb{C}^\tilde{\sigma}$$

$$(f; \xi, \lambda, \alpha) \mapsto \left(f + \sum_{k=0}^{\Delta-1} \lambda_k w_k; \xi, \alpha\right),$$

and $\bar{\sigma}$ acts as

$$\bar{\sigma} : F \mapsto (f|_{(\sigma_1, \infty)}, f|_{(\sigma_2, \infty)}), \quad F = (f; \xi, \alpha) \in \mathcal{P}_{\sigma_2}(\tilde{\mathfrak{h}}).$$

The definition of $\mathcal{P}(\mathfrak{h})$ and [38, Theorem 2.15] show that

$$(\tilde{F}; \tilde{G}) \in \mathcal{P}_{\sigma_2}(\tilde{\mathfrak{h}}) \iff (\tilde{F}\tilde{\eta}_{\sigma_2}; \tilde{G}\eta_{\sigma_2}) \in \mathcal{P}(\mathfrak{h}), \quad (\tilde{F}|_{(\sigma_2, \infty)}; \tilde{G}|_{(\sigma_2, \infty)}) \in T_{\max}(H|_{(\sigma_2, \infty)}),$$

$\tilde{f}$ continuous at $\sigma_2$. 

\[ \text{(2.23)} \]
where \( \tilde{F} = (\tilde{f}; \xi, \alpha) \), \( \tilde{G} = (\tilde{g}; \eta, \beta) \) and \( \tilde{F}_\gamma; \tilde{G}_\eta := (\tilde{f}|_{(\sigma_1, \sigma_1) \cup (\sigma_1, \sigma_2)}; \xi, \alpha) \). In this case,

\[
\pi_\gamma \circ \tilde{F}(\tilde{h})(\tilde{F}_\gamma; \tilde{G}_\eta) = \pi_\gamma \circ \tilde{F}_\gamma(\tilde{h})(\tilde{F}; \tilde{G}),
\]

\[
\pi_\gamma \circ \tilde{F}(\tilde{h})(\tilde{F}_\gamma; \tilde{G}_\eta) = \pi_\gamma \circ \Gamma(H|_{(\sigma_2, \infty)})(\tilde{f}|_{(\sigma_2, \infty)}; \tilde{g}|_{(\sigma_2, \infty)}) = f(\sigma_2).
\]  

(2.24)

Choose \((f_1; g_1), (f_2; g_2) \in T_{\max}(H|_{(\sigma_2, \infty)})\) with \(f_1(\sigma_2) = (1)\) and \(f_2(\sigma_2) = (\alpha)\).

Now let \(F = (f; \xi, \alpha), G = (g; \eta, \beta) \in \mathcal{P}(\mathfrak{h})\) be given and assume that \((F; G) \in \tilde{T}(\mathfrak{h})\). Then we set

\[
\tilde{f} := f\chi(\sigma_0, \sigma_1) \cup (\sigma_1, \sigma_2) + f(\sigma_2_1) f_1 + f(\sigma_2_2) f_2,
\]

\[
\tilde{g} := g\chi(\sigma_0, \sigma_1) \cup (\sigma_1, \sigma_2) + f(\sigma_2_1) g_1 + f(\sigma_2_2) g_2,
\]

and

\[
\tilde{F} := (\tilde{f}; \tilde{\xi}, \alpha), \tilde{G} := (\tilde{g}; \tilde{\eta}, \beta).
\]

By (2.23), we have \((\tilde{F}; \tilde{G}) \in \tilde{T}\gamma(\tilde{h})\). Hence

\[
((\tilde{t}[\tilde{t}]^{-1} \text{id})^{-1} \times (\tilde{t}[\tilde{t}]^{-1} \text{id})^{-1})(\tilde{F}; \tilde{G}) \in (\mathfrak{t} \times \mathfrak{t})(T(\mathfrak{h}))
\]

by the commutativity of the diagram in (2.22), and it follows that \((\tilde{t} \times \tilde{t})^{-1}(F; G) \in T(\mathfrak{h})\). This shows that \((\tilde{t}^{-1} \times \tilde{t}^{-1})\tilde{T}(\mathfrak{h}) \subseteq T(\mathfrak{h})\). Moreover,

\[
\Gamma(\mathfrak{h})((\tilde{t}^{-1} \times \tilde{t}^{-1})(F; G)) = \tilde{\Phi}(\mathfrak{h})(F; G)
\]

by (2.24). The reverse inclusion \((\tilde{t}^{-1} \times \tilde{t}^{-1})(\tilde{T}(\mathfrak{h}) \supseteq T(\mathfrak{h})\) is seen in a similar way.

Hence the boundary triples \((\mathcal{P}(\mathfrak{h}), T(\mathfrak{h}), \Gamma(\mathfrak{h}))\) and \((\tilde{\mathcal{P}}(\mathfrak{h}), \tilde{T}(\mathfrak{h}), \tilde{\Gamma}(\mathfrak{h}))\) are isomorphic. \(\Box\)

**Remark 2.23.** If one defines a mapping \(\tilde{\psi}(\mathfrak{h})\) by \(\tilde{\psi}(\mathfrak{h})F := f\) where \(F = (f; \xi, \alpha)\) is as above, then it follows from the definition of \(\psi(\mathfrak{h})\) that \(\tilde{\psi}(\mathfrak{h}) \circ \tilde{t} = \psi(\mathfrak{h})\) where \(\tilde{t}\) is as in the previous proof.

**g. Rotation isomorphisms.**

We consider general Hamiltonians of the class \(\mathcal{H}_\alpha\) on the one hand, and functions from the class \(\mathcal{M}_{\text{cot} \alpha}^{(\text{cot} \alpha)}\) for \(\alpha \in [0, \pi)\) on the other. A rotation isomorphism is a tool which allows us to restrict explicit proofs to one particular value of \(\alpha\). Such isomorphisms exist on all levels (Hamiltonians, functions, fundamental solutions etc.), and the corresponding constructions are compatible with each other.

Let us now give the definitions, cf. [29, Definition 2.4]. For \(\alpha \in \mathbb{R}\) set

\[
N_\alpha := \begin{pmatrix}
\cos \alpha & \sin \alpha \\
-\sin \alpha & \cos \alpha
\end{pmatrix}.
\]
**Definition 2.24.** Let \( \alpha \in \mathbb{R} \).

(i) If \( M \) is a \( 2 \times 2 \)-matrix, set
\[
\mathcal{O}_\alpha M := N_\alpha M N_\alpha^{-1}.
\]

(ii) Application of ‘\( \mathcal{O}_\alpha \)’ to matrix functions is always understood pointwise, e.g.
\[
(\mathcal{O}_\alpha H)(x) := \mathcal{O}_\alpha \left( H(x) \right), \quad (\mathcal{O}_\alpha \omega_h)(x; z) := \mathcal{O}_\alpha \left( \omega_h(x; z) \right).
\]

(iii) If \( q(z) \) is a scalar function, set
\[
\mathcal{O}_\alpha q(z) := N_\alpha \ast q(z).
\]

(iv) If \( h \) is a general Hamiltonian given by the data \( \sigma_i, H_i, \dot{\sigma}_i, b_{ij}, d_{ij}, E \),
let \( \mathcal{O}_\alpha h \) be the general Hamiltonian given by
\[
\sigma_i, \quad \mathcal{O}_\alpha H_i, \quad \dot{\sigma}_i, b_{ij}, d_{ij}, \quad E.
\]

Some practical computational rules have been collected after [29, Definition 2.4] and in [29, (2.16), (2.24), (3.1)].

Some compatibility properties of the operations ‘\( \mathcal{O}_\alpha \)’ on the different levels are, for example,
\[
\omega_{\mathcal{O}_\alpha h} = \mathcal{O}_\alpha \omega_h \quad \text{and} \quad q_{\mathcal{O}_\alpha h} = \mathcal{O}_\alpha q_h,
\]
cf. [29, Lemma 5.14].

**Lemma 2.25.** Let \( H \) be a Hamiltonian defined on an interval \((a, b)\), let \( \beta \in \mathbb{R} \),
and set \( \tilde{H} := \mathcal{O}_\beta H \). Then \( H \) satisfies (HS\( \)\(_{-}\)) if and only if \( \tilde{H} \) does. In this case,
\[
\phi_{-}(\tilde{H}) = \phi_{-}(H) - \beta.
\]

Assume that \( H \) (and thus also \( \tilde{H} \)) satisfies (HS\( \)\(_{-}\)). Then \( \Delta_{-}(\tilde{H}) = \Delta_{-}(H) \).
If \( \Delta_{-}(H) \) (and thus also \( \Delta_{-}(\tilde{H}) \)) is finite, and \( \tilde{w}_l, \tilde{w}_l, l \in \mathbb{N}_0 \), denote the corresponding functions (2.12), then \( \tilde{w}_l = N_\beta w_l, l \in \mathbb{N}_0 \).

**Proof.** We have
\[
(\Gamma_\alpha) \text{ for } H \quad \iff \quad (\Gamma_{\alpha - \beta}) \text{ for } \mathcal{O}_\beta H.
\]
As in the definition of the condition (HS\( \)\(_{-}\)) let \( M \) be an anti-derivative of \( H \) and \( \tilde{M} \) an anti-derivative of \( \tilde{H} \). If \( M \) and \( \tilde{M} \) are defined by integrating from the same reference point, then \( \tilde{M} = \mathcal{O}_\beta M \), and hence
\[
\xi^T_{\alpha + \frac{\pi}{2}} M \xi_{\alpha + \frac{\pi}{2}} = (N_\beta \xi_{\alpha + \frac{\pi}{2}})^T (\mathcal{O}_\beta M) (N_\beta \xi_{\alpha + \frac{\pi}{2}}) = \xi^T_{(\alpha - \beta) + \frac{\pi}{2}} \tilde{M} \xi_{(\alpha - \beta) + \frac{\pi}{2}}.
\]
Thus also
\[(H_{\alpha}) \text{ for } H \iff (H_{\alpha-\beta}) \text{ for } \circlearrowleft_{-\beta} H\]
and \(\phi_-(H) = \phi_-(H) - \beta\). Assume that \(H\) satisfies \((H_-)\) and that \(\Delta_-(H) < \infty\). Let \(w_l, l \in \mathbb{N}_0\), be the unique functions with \((2.12)\), and set
\[v_l := N_{\beta} w_l, \quad l \in \mathbb{N}_0.\]
Then
\[v_0 = \xi_{\phi_-(H)} + \frac{\pi}{2} - \beta = \xi_{\phi_-(\tilde{H})} + \frac{\pi}{2},\]
\[v_l|_{(a,x_0)} \in L^2(\tilde{H}|_{(a,x_0)}), \quad l \geq \Delta_-(H),\]
\[v_l(x_0) \in \text{span}\{\xi_{\phi_-(H)} + \frac{\pi}{2} - \beta\}, \quad l \in \mathbb{N}_0,\]
and
\[v'_{l+1} = N_{\beta} v'_{l+1} = N_{\beta} JH v_l = JN_{\beta} H N_{\beta}^{-1}(N_{\beta} w_l) = J\tilde{H} v_l.\]
It follows that \(\Delta_-(\tilde{H}) \leq \Delta_-(H)\), and hence, in particular, \(\Delta_-(\tilde{H}) < \infty\). Applying the above argument and the rotation \(\circlearrowleft_{-\beta}\) starting from \(\tilde{H}\) we obtain \(\Delta_-(H) \leq \Delta_-(\tilde{H})\). Moreover, we see that the functions \(v_l, l \in \mathbb{N}_0\), satisfy \((2.12)\) for \(\tilde{H}\). □

In the present context it is important to know how the classes \(\mathcal{H}_\alpha\) and \(\mathcal{N}_{<\infty}^{(-\cot \alpha)}\), respectively, transform under application of a rotation isomorphism.

**Lemma 2.26.** Let \(h \in \mathcal{H}_\alpha\), and let \(\beta \in \mathbb{R}\). Then \(\circlearrowleft_{-\beta} h \in \mathcal{H}_{\alpha-\beta}\).

**Proof.** It is obvious from the definition of \(\circlearrowleft_{-\beta} h\) that the property \((g_{H_{0,s}})\) is inherited. Since \(h\) satisfies \((g_{H_\alpha})\), we can write
\[H_0(x) = h_0(x) \cdot \xi_\alpha \xi_\alpha^T, \quad x \in (\sigma_0, \sigma_1),\]
with some scalar function \(h_0\). It follows that
\[\circlearrowleft_{-\beta} H_0(x) = h_0(x) \cdot \left(N_{\beta} \xi_\alpha \xi_\alpha^T\right) = h_0(x) \cdot \xi_{\alpha-\beta} \xi_{\alpha-\beta}^T,\]
and hence \(\circlearrowleft_{-\beta} h\) satisfies \((g_{H_{\alpha-\beta}})\). □

**Lemma 2.27.** Let \(\beta \in \mathbb{R}\). Then \(q \in \mathcal{N}_{<\infty}^{(\cot \alpha)}\) if and only if \(\circlearrowleft_{-\beta} q \in \mathcal{N}_{<\infty}^{(-\cot \alpha)}\).

**Proof.** The case when \(\beta \in \pi \mathbb{Z}\) is trivial. So let us assume that \(\beta \notin \pi \mathbb{Z}\). We have
\[(\circlearrowleft_{-\beta} q)(z) = \frac{\cos \beta \cdot q(z) + \sin \beta}{-\sin \beta \cdot q(z) + \cos \beta} = \frac{\cot \beta \cdot q(z) + 1}{-q(z) + \cot \beta}.\]
and therefore
\[
\frac{1}{-\cot \beta - (\bigcirc_{\beta} q)(z)} = \frac{-q(z) + \cot \beta}{q(z)\cot \beta - \cot^2 \beta - (q(z)\cot \beta + 1)}
\]
\[
= \frac{1}{1 + \cot^2 \beta} \cdot (q(z) - \cot \beta).
\]
Hence
\[
\bigcirc_{\beta} q \in \mathcal{N}_{<\infty}(-\cot \beta) \iff \frac{1}{-\cot \beta - \bigcirc_{\beta} q} \in \mathcal{N}_{<\infty}^{(\infty)} \quad \text{(by definition)}
\]
\[
\iff \frac{1}{1 + \cot^2 \beta} \cdot (q - \cot \beta) \in \mathcal{N}_{<\infty}^{(\infty)}
\]
\[
\iff q \in \mathcal{N}_{<\infty}^{(\infty)}. \quad \Box
\]

3. Characterisation of Titchmarsh–Weyl coefficients

In this section we identify the properties \((g_{H_{0.s.}})\), \((g_{H_{\alpha}})\) (defined in Definition 1.1 in the introduction) as being equivalent to the fact that the Titchmarsh–Weyl coefficient belongs to the class \(\mathcal{N}_{<\infty}^{(\tau)}\) where \(\tau = \cot \alpha\). This result is a typical instance of the intuition that the behaviour of the Hamiltonian at its left endpoint relates to the behaviour of the Titchmarsh–Weyl coefficient at \(\infty\).

**Theorem 3.1.** Let \(\mathfrak{h}\) be a singular general Hamiltonian with \(\text{ind}_{\mathfrak{h}} > 0\) and let \(\alpha \in [0, \pi)\). Then \(\mathfrak{h} \in \mathfrak{F}_{\alpha}\) if and only if its Titchmarsh–Weyl coefficient \(q_{\mathfrak{h}}\) belongs to the class \(\mathcal{N}_{<\infty}^{(\cot \alpha)}\).

We first prove the statement for \(\alpha = 0\), in which case the class under consideration is \(\mathcal{N}_{<\infty}^{(\infty)}\). The required statement for other values of \(\alpha\) then follows easily by applying rotation isomorphisms. The method used for the proof is purely operator-theoretic: the desired equivalence follows, with the help of some \(Q\)-function theory, from the computation of the algebraic eigenspace of a certain linear relation \(A\) at infinity, which is discussed in Lemma 3.2 below. For this we recall some concepts and notations.

Let \(S(\mathfrak{h}) := \ker(\pi_1 \circ \Gamma(\mathfrak{h}))\) be the closed symmetric operator whose adjoint is \(T(\mathfrak{h})\), where \(T(\mathfrak{h})\) is the maximal linear relation in the boundary triple \((\mathcal{D}(\mathfrak{h}), T(\mathfrak{h}), \Gamma(\mathfrak{h}))\) associated with \(\mathfrak{h}\), and let \(A\) be the self-adjoint extension of \(S(\mathfrak{h})\) defined by \(A := \ker(\pi_{1,1} \circ \Gamma(\mathfrak{h}))\). In other words, the self-adjoint relation \(A\) is obtained from \(T(\mathfrak{h})\) by imposing a boundary condition at the regular left endpoint \(\sigma_0\) (formally \(f_1(\sigma_0) = 0\)); no boundary condition is needed at the singular endpoint \(\sigma_2\).

A given indefinite Hamiltonian can be decomposed into a finite number of ‘elementary indefinite Hamiltonians’ and positive definite Hamiltonians using the splitting points in the set \(E\), where elementary indefinite Hamiltonians contain exactly one singularity; see [28, §4] and 2.19. Unless \(\dim \mathcal{D}(\mathfrak{h}_i) = 1\), the model Pontryagin
space corresponding to such an elementary indefinite Hamiltonian $\h_i$ contains elements $\delta_0, \ldots, \delta_{\Delta_i-1+\delta_j}$ such that the pairs $(\delta_{\Delta_i-1}; \delta_k)$, $k = 1, \ldots, \Delta_i - 1 + \delta$, are contained in the maximal relation $T(\h_i)$; see [28, Definitions 4.5 and 4.11 and Proposition 4.17 (iv)]. If at least on one side of the singularity $H$ is just one indivisible interval of infinite length, then also $(0; \delta_0) \in T(\h_i)$ by [28, (4.14) in Definition 4.11].

In the following lemma a connection between the algebraic eigenspace of $A$ at infinity and the behaviour of $H$ at $\sigma_0$ is established. In particular, this algebraic eigenspace at infinity depends on the fact whether $h$ starts with an indivisible interval of type 0 at $\sigma_0$ and the length of this indivisible interval.

**Lemma 3.2.** Let $h$ be a singular general Hamiltonian with $\kappa := \text{ind}\_\h > 0$, and let $\h$ be given by the data $n, \sigma_0, \ldots, \sigma_{n+1}, H_0, \ldots, H_n, \delta_i, b_i, \ldots, b_i, \delta_{i+1}, \delta_i, 0, \ldots, d_i, \Delta_i-1$. Let $A$ be as above and denote by $\mathcal{E}_A(\infty)$ the algebraic eigenspace of $A$ at infinity.

(a) If $h$ does not start with an indivisible interval of type 0, then $\mathcal{E}_A(\infty) = \{0\}$, i.e. $A$ is an operator.

(b) Assume that $h$ starts with a maximal indivisible interval of type 0 of finite positive length and let $s_0$ be the right endpoint of this interval. Moreover, decompose $\mathcal{P}(h)$ as $\mathcal{P}(h) = \mathcal{P}(h_{\sigma_0})[+] \mathcal{P}(h_{s_0^+})$. Then $\mathcal{E}_A(\infty) = \mathcal{P}(h_{\sigma_0})$.

(c) Assume that $h$ starts with an indivisible interval of type 0 of infinite length and that $\sigma_1$ is left endpoint of a maximal indivisible interval (which also must be of type 0) and let $s_0$ be the right endpoint of this interval. Moreover, decompose $\mathcal{P}(h)$ as $\mathcal{P}(h) = \mathcal{P}(h_{\sigma_0})[+] \mathcal{P}(h_{s_0^+})$. Then $\mathcal{E}_A(\infty) = \mathcal{P}(h_{\sigma_0})$.

(d) Assume that $h$ starts with an indivisible interval of type 0 with infinite length and that $\sigma_1$ is not left endpoint of an indivisible interval. Choose a point $s_0 \in (\sigma_1, \sigma_2)$ that is not inner point of an indivisible interval, and decompose $\mathcal{P}(h)$ as $\mathcal{P}(h) = \mathcal{P}(h_{\sigma_0})[+] \mathcal{P}(h_{s_0^+})$. Then

$$\mathcal{E}_A(\infty) = \text{span}\{\delta_0, \ldots, \delta_{\Delta_1-1+\delta_{i-1}}\} \subseteq \mathcal{P}(h_{\sigma_0}).$$

Moreover, in the cases (b), (c) and (d) the algebraic eigenspace $\mathcal{E}_A(\infty)$ is spanned by one maximal Jordan chain of $A$ at infinity and the dimension of a maximal $A^{-1}$-invariant non-positive subspace is equal to $\text{ind}\_h$.

**Proof.** Let us first prove the statements in (a)–(d). Assume that $\text{mul} A \neq \{0\}$, i.e. that there exists an element $(0; g) \in T(h)$, $g \neq 0$, with $\pi_{1,1} \Gamma(h)(0; g) = 0$. Since $\delta(h)$ is an operator, we must have $\pi_{1,2} \Gamma(h)(0; g) \neq 0$. Hence [29, Lemma 3.37] implies that $h$ starts with an indivisible interval of type 0. This shows that the implication in (a) is true.

Next assume that $h$ is of the form as described in (b) or (c) and let $s_0$ be the point specified there. Set

$$A(h_{s_0^+}) := \ker(\pi_{1,1} \circ \Gamma(h_{s_0^+})), \quad S_1(h_{\sigma_0}) := \ker((\pi_{1,1} \times \pi_r) \circ \Gamma(h_{\sigma_0})).$$
and let \( P_{\lambda_0} \) and \( P_{\lambda_0}^{-1} \) be the orthogonal projections according to the decomposition

\[
\mathcal{P}(\mathfrak{h}) = \mathcal{P}(\mathfrak{h}_{\lambda_0}) + \mathcal{P}(\mathfrak{h}_{\lambda_0}^{-1}).
\]

We shall show that

\[
\mathcal{E}_A(\infty) = \bigcup_{n \in \mathbb{N}} \text{mul}S_1(\mathfrak{h}_{\lambda_0})^n. \tag{3.1}
\]

First note that \( S_1(\mathfrak{h}_{\lambda_0}) \subseteq A \), and hence the inclusion \( \subseteq \) holds trivially since \( \mathcal{E}_A(\infty) = \bigcup_{n \in \mathbb{N}} \text{mul}A^n \). Conversely, let \( g_0 := 0 \) and \( g_1, \ldots, g_n \in \mathcal{P}(\mathfrak{h}) \) be given such that

\[
(g_{l-1}; g_l) \in A, \quad l = 1, \ldots, n. \tag{3.2}
\]

Then, trivially, \( (P_{\lambda_0} g_{l-1}; P_{\lambda_0} g_l) \in S_1(\mathfrak{h}_{\lambda_0})^n \) and \( (P_{\lambda_0}^{-1} g_{l-1}; P_{\lambda_0}^{-1} g_l) \in \mathcal{T}(\mathfrak{h}_{\lambda_0}^{-1}) \). By the construction of the boundary relation \( \Gamma(\mathfrak{h}_{\lambda_0}) \), we have \( \pi_{l,1} \circ \Gamma(\mathfrak{h}_{\lambda_0}) = \pi_{r,1} \circ \Gamma(\mathfrak{h}_{\lambda_0}) \); see [28, Definition 4.5]. Hence

\[
\pi_{l,1} \circ \Gamma(\mathfrak{h}_{\lambda_0})(P_{\lambda_0}^{-1} g_{l-1}; P_{\lambda_0} g_l) = \pi_{r,1} \circ \Gamma(\mathfrak{h}_{\lambda_0})(P_{\lambda_0} g_{l-1}; P_{\lambda_0}^{-1} g_l) = 0
\]

for \( l = 1, \ldots, n \), and therefore \( (P_{\lambda_0}^{-1} g_{l-1}; P_{\lambda_0}^{-1} g_l) \in A(\mathfrak{h}_{\lambda_0}^{-1}) \). Since \( \mathfrak{h}_{\lambda_0}^{-1} \) does not start with an indivisible interval of type 0, this implies that \( P_{\lambda_0}^{-1} g_l = 0 \), \( l = 1, \ldots, n \). If \( \mathfrak{h}_{\lambda_0}^{-1} \) is not just one indivisible interval of infinite length, it follows that

\[
\pi_{r} \circ \Gamma(\mathfrak{h}_{\lambda_0})(P_{\lambda_0}^{-1} g_{l-1}; P_{\lambda_0} g_l) = \pi_{l} \circ \Gamma(\mathfrak{h}_{\lambda_0})(P_{\lambda_0}^{-1} g_{l-1}; P_{\lambda_0}^{-1} g_l) = \pi_{l} \circ \Gamma(\mathfrak{h}_{\lambda_0}) - \pi_{l} \circ \Gamma(\mathfrak{h}_{\lambda_0}) = 0,
\]

and hence that \( (P_{\lambda_0} g_{l-1}; P_{\lambda_0}^{-1} g_l) \in S_1(\mathfrak{h}_{\lambda_0}) \). If \( \mathfrak{h}_{\lambda_0}^{-1} \) is just one indivisible interval of type \( \alpha \) of infinite length, then \( \alpha \notin \pi\mathbb{Z} \) and

\[
\pi_{r} \circ \Gamma(\mathfrak{h}_{\lambda_0})(P_{\lambda_0}^{-1} g_{l-1}; P_{\lambda_0} g_l) = \pi_{l} \circ \Gamma(\mathfrak{h}_{\lambda_0}) - \pi_{l} \circ \Gamma(\mathfrak{h}_{\lambda_0}) = 0
\]

In both cases, this shows the assertion in (b) and (c).

To prove (d), assume that \( (\sigma_0, \sigma_1) \) is indivisible of type 0 and \( \sigma_1 \) is not left endpoint of an indivisible interval. Our aim is to show that, independently of the choice of \( s_0 \), relation (3.1) holds. The inclusion \( \subseteq \) is of course again trivial. For the converse inclusion, let \( g_0 := 0 \) and \( g_1, \ldots, g_n \in \mathcal{P}(\mathfrak{h}) \) be given such that (3.2) holds. Choose \( s_1 \in (\sigma_1, s_0) \) such that \( s_1 \) is not left endpoint of an indivisible interval of type 0 and that \( \dim \mathfrak{K}(\omega_0(s_1, \cdot)^{-1} \omega_0(s_0, \cdot)) > n \), where the reproducing kernel space \( \mathfrak{K}(W) \) for a matrix function \( W \) is defined in §2.b. The choice of \( s_1 \) is possible because \( (\sigma_1, \sigma_2) \) does not start with an indivisible interval at \( \sigma_1 \). Next, choose \( s_2 \in (\sigma_1, s_1) \) such that \( \dim \mathfrak{K}(\omega_0(s_2, \cdot)^{-1} \omega_0(s_1, \cdot)) > n \). Since

\[
\left( \psi(\mathfrak{h}) g_{l-1} \middle| (s_2, s_0) ; \psi(\mathfrak{h}) g_l \middle| (s_2, s_0) \right) \in T_{\max}(H_1 \mid (s_2, \sigma_0)),
\]

Together with (3.1) this shows the assertions in (b) and (c).
we obtain from [28, Lemma 2.23] that $g_{l-1}(s_1) = 0$, $l = 1, \ldots, n$. This gives $(P_{sl}^\dagger g_{l-1}; P_{sl}^\dagger g_l) \in S(h^\ast_{sl})$. However, $S(h^\ast_{sl})$ is an operator, and hence $P_{sl}^\dagger g_l = 0$, $l = 1, \ldots, n$. We see that $(g_{l-1}; g_l) \in S_1(h^\ast_{s_1}) \subseteq S_1(h^\ast_{s_0})$, and hence that (3.1) holds.

In order to compute $\bigcup_{n \in \mathbb{N}} \text{mul} S_1(h^\ast_{s_0})^n$, note first that

$$\delta_0, \ldots, \delta_{\Delta_1 + \bar{\delta}_1 - 1} \in \bigcup_{n \in \mathbb{N}} \text{mul} S_1(h^\ast_{s_0})^n$$

by the properties of the $\delta_k$; see the paragraphs before this lemma. Hence it suffices to show that the dimension of $\bigcup_{n \in \mathbb{N}} \text{mul} S_1(h^\ast_{s_0})^n$ cannot exceed $\Delta_1 + \bar{\delta}_1$. Let again $(g_{l-1}; g_l) \in S_1(h^\ast_{s_0})$, $l = 1, \ldots, n$, $g_0 = 0$, be given. For $z \in \mathbb{C}$ denote by $\chi(z)$ the defect elements of $S_1(h^\ast_{s_0})$, i.e. $\chi(z) \in \ker(S_1(h^\ast_{s_0})^* - z)$, with $\pi_l \circ \Gamma(h^\ast_{s_0})(\chi(z); z\chi(z)) = \binom{0}{l}$. Then

$$[g_l; \chi(z)] = z[g_{l-1}; \chi(z)], \quad l = 1, \ldots, n,$$

and hence, by induction, $g_l \perp \text{span} \{ \chi(z) : z \in \mathbb{C} \}, \quad l = 1, \ldots, n$. Applying the isomorphism $\Xi_{s_0}$, as defined at the end of §2.e, from $\mathcal{P}(h^\ast_{s_0})$ onto $\mathcal{S}(\omega_{h}(s_0))$, we find that $\Xi_{s_0} g_l \in \ker \pi_{-}$, where $\pi_{-}$ is the projection onto the second component. However, we know from [49, Lemma 6.3 (proof, subcase 3b)] that $\dim \ker \pi_{-} = \Delta_1 + \bar{\delta}_1$. As we noted above, this estimate suffices to complete the proof of statement (d).

Let us now prove the last statements. If $\dim \mathcal{E}_A(\infty) = 1$ in (b) or (c), these are trivial. Otherwise, in case (b) or (c), the algebraic eigenspace $\mathcal{E}_A(\infty)$ is spanned by the Jordan chain

$$\delta_0, \ldots, \delta_{\bar{\delta}_1}, \frac{1}{p_{1,1}}(p_0 - \sum_{l=2}^{\bar{\delta}_1+1} b_{1,l} \delta_{2+\bar{\delta}_1-l});$$

see [28, Definition 4.5]. In case (d), $\mathcal{E}_A(\infty)$ is spanned by the Jordan chain $\delta_0, \ldots, \delta_{\Delta_1 + \bar{\delta}_1 - 1}$ as we have seen above. In both cases the Gram matrix of $\mathcal{E}_A(\infty)$ with respect to one of these Jordan chains has Hankel form, namely, (with $c_{1,j}$ as in (2.19))

$$\begin{pmatrix}
0 & \cdots & c_{1,1} \\
\vdots & \ddots & \vdots \\
c_{1,1} & \cdots & * \\
\end{pmatrix} \quad \text{or} \quad 
\begin{pmatrix}
0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & c_{1,1} & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & c_{1,1} & \cdots & * \\
\end{pmatrix}$$

in cases (b) and (c) and case (d), respectively, where the first matrix is of size $\bar{\delta}_1 + 2$ and second matrix of size $\Delta_1 + \bar{\delta}_1$. The dimension of a maximal $A^{-1}$-invariant non-positive subspace is equal to the size of the maximal negative semi-definite square sub-matrix of the Gram matrix located at the top left corner. Such a maximal sub-matrix is either the zero matrix or a matrix that has zeros apart from one negative entry at the bottom right corner. Since such an entry at the bottom right corner is $c_{1,1}$, in cases (b) and (c)
the maximal size of such a negative semi-definite sub-matrix is equal to

\[
\left\lfloor \frac{\hat{\vartheta}_1 + 2}{2} \right\rfloor + \left\{ \begin{array}{ll}
1 & \text{if } \hat{\vartheta}_1 + 2 \text{ is odd and } c_{1,1} < 0 \\
0 & \text{otherwise}
\end{array} \right\}
\]

\[
= \left\lfloor \frac{\hat{\vartheta}_1}{2} \right\rfloor + 1 + \left\{ \begin{array}{ll}
1 & \text{if } \hat{\vartheta}_1 \text{ is odd and } b_{1,1} > 0 \\
0 & \text{otherwise}
\end{array} \right\} = \text{ind}_{-} \mathfrak{h}_{\gamma S_0}
\]

according to (2.13) since \( \Delta_1 = 1 \) in this case. Similarly, for the case (d) the dimension of a maximal \( A^{-1} \)-invariant non-positive subspace is equal to

\[
\Delta_1 + \left\lfloor \frac{\hat{\vartheta}_1}{2} \right\rfloor + \left\{ \begin{array}{ll}
1 & \text{if } \hat{\vartheta}_1 \text{ is odd and } b_{1,1} > 0 \\
0 & \text{otherwise}
\end{array} \right\} = \text{ind}_{-} \mathfrak{h}_{\gamma S_0},
\]

which finishes the proof. \( \square \)

**Proof (of Theorem 3.1; Case \( \alpha = 0 \)).** We use the same notation as in the above lemma. By [29, Proposition 5.19] the Titchmarsh–Weyl coefficient \( q_{h} \) of \( \mathfrak{h} \) is a \( Q \)-function of \( S(\mathfrak{h}) \) generated by \( A \). Moreover, \( S(\mathfrak{h}) \) is completely non-self-adjoint by [28, Theorem 8.6], and hence \( A \) is minimal. Thus \( q_{h} \) has a minimal representation of the form (2.4) in terms of \( A \) and hence we can apply Lemma 2.5, i.e. the asymptotics of \( q_{h} \) at infinity reflects precisely the geometric structure of \( \mathcal{E}_{A}(\infty) \).

First assume that \( q_{h} \in \mathcal{N}_{-}^{(\infty)} \). If \( \mathfrak{h} \) does not start with an indivisible interval of type 0, then \( \lim_{z \to \infty} \frac{1}{z} q_{h}(z) = 0 \) by [29, Proposition 6.1], which is a contradiction to the assumption that \( q \in \mathcal{N}_{-}^{(\infty)} \). If \( \mathfrak{h} \) starts with an indivisible interval of type 0 and finite (positive) length \( l \), then \( \lim_{z \to \infty} \frac{1}{z} q_{h}(z) = l \in (0, \infty) \), which is again a contradiction. Hence \( \mathfrak{h} \) starts with an indivisible interval of type 0 of infinite length, i.e. \( (gH_{0}) \) is satisfied. By Lemmas 2.5 and 3.2, we have \( \text{ind}_{-}(\mathfrak{h}) = \kappa = v_{\infty}(A) = \text{ind}_{-}(\mathfrak{h}_{\gamma S_0}) \), where \( s_0 \) is as in Lemma 3.2. This implies that \( \sigma_{1} \) is the only singularity of \( \mathfrak{h} \) (since each singularity contributes at least one negative square), i.e. \( (gH_{0,s}) \) is satisfied.

Now assume that \( (gH_{0}) \) and \( (gH_{0,s}) \) are satisfied. It follows from \( (gH_{0}) \) that in Lemma 3.2 either case (c) or (d) occurs. Hence \( v_{\infty}(A) = \text{ind}_{-}(\mathfrak{h}_{\gamma S_0}) \). The assumption \( (gH_{0,s}) \) implies that \( \text{ind}_{-}(\mathfrak{h}_{\gamma S_0}) = \text{ind}_{-}(\mathfrak{h}) = \kappa \). By Lemma 2.5 it follows that \( q_{h} \in \mathcal{N}_{-}^{(\infty)} \). \( \square \)

**Proof (of Theorem 3.1; General values of \( \alpha \)).** Let a singular general Hamiltonian with \( \text{ind}_{-} \mathfrak{h} > 0 \) be given which satisfies \( (gH_{0,s}) \), and let \( \alpha \in (0, \pi) \).

By Lemma 2.26, \( \mathfrak{h} \) satisfies \( (gH_{\alpha}) \) if and only if the general Hamiltonian \( \odot_{\alpha} \mathfrak{h} \) satisfies \( (gH_{0}) \). We have \( q_{\odot_{\alpha} \mathfrak{h}} = N_{\alpha} \star q_{h} \). By Lemma 2.27, \( q_{h} \in \mathcal{N}_{-}^{(\cot \alpha)} \) if and only if \( q_{\odot_{\alpha} \mathfrak{h}} \in \mathcal{N}_{-}^{(\infty)} \).

Using the already proved case ‘\( \alpha = 0 \)’ of Theorem 3.1 we conclude that \( \mathfrak{h} \) satisfies \( (gH_{\alpha}) \) if and only if \( q_{h} \in \mathcal{N}_{-}^{(\cot \alpha)} \). \( \square \)
4. Partial continuity of the fundamental solution

Let \( \alpha \in [0, \pi) \) and \( \mathfrak{h} \in \mathcal{H}_\alpha \). Our aim in this section is to show that, after an appropriate rotation, three entries of the (finite) maximal chain of matrices associated with \( \mathfrak{h} \) are continuous at the singularity of \( \mathfrak{h} \).

**Theorem 4.1.** Let \( \alpha \in [0, \pi) \) and \( \mathfrak{h} \in \mathcal{H}_\alpha \). Moreover, let \( \omega_\mathfrak{h} \) be the (finite) maximal chain of matrices associated with \( \mathfrak{h} \), and set \( \mathfrak{t}_\mathfrak{h}(x) := t(\omega_\mathfrak{h}(x; \cdot)) \), where \( t \) is defined in (2.5). Then the following limit relations hold locally uniformly on \( \mathbb{C} \):

\[
\lim_{x \searrow \sigma_1} \xi^T_{\alpha - \frac{\pi}{2}} \omega_\mathfrak{h}(x; z) \xi_{\alpha - \frac{\pi}{2}} = \lim_{x \searrow \sigma_1} \xi^T_{\alpha} \omega_\mathfrak{h}(x; z) \xi_{\alpha} = 1,
\]

\[
\lim_{x \searrow \sigma_1} \xi^T_{\alpha - \frac{\pi}{2}} \omega_\mathfrak{h}(x; z) \xi_{\alpha - \frac{\pi}{2}} = 0;
\]

\[
\lim_{x \searrow \sigma_1} \frac{\xi^T_{\alpha} \omega_\mathfrak{h}(x; z) \xi_{\alpha} - \frac{\pi}{2}}{|\mathfrak{t}_\mathfrak{h}(x)| \cdot z} = 1.
\]

**Remark 4.2.**

(i) Note that the quotient on the left-hand side of \( \lim'_{\alpha} \) is an entire function in \( z \) since the numerator is zero for \( z = 0 \). Expressions like this have to be interpreted as derivatives in the following.

(ii) The limit relations in \( \lim_{\alpha} \) and \( \lim'_{\alpha} \) hold trivially when \( x \) approaches \( \sigma_1 \) from the left. This follows since

\[
\omega_\mathfrak{h}(x; z) = \mathcal{N}^*_\beta \left( \begin{array}{cc} 1 & 0 \\ -t_\mathfrak{h}(x)z & 1 \end{array} \right) \mathcal{N}_\alpha - \frac{\pi}{2}
\]

for \( x \in [\sigma_0, \sigma_1) \) and hence

\[
\xi^T_{\alpha - \frac{\pi}{2}} \omega_\mathfrak{h}(x; z) \xi_{\alpha - \frac{\pi}{2}} = \xi^T_{\alpha} \omega_\mathfrak{h}(x; z) \xi_{\alpha} = 1, \quad \xi^T_{\alpha - \frac{\pi}{2}} \omega_\mathfrak{h}(x; z) \xi_{\alpha - \frac{\pi}{2}} = 0,
\]

\[
\frac{\xi^T_{\alpha} \omega_\mathfrak{h}(x; z) \xi_{\alpha} - \frac{\pi}{2}}{-t_\mathfrak{h}(x) \cdot z} = 1
\]

for \( x \in [\sigma_0, \sigma_1) \). Therefore \( \lim_{\alpha} \) indeed expresses continuity at \( \sigma_1 \).

(iii) By (2.9) we have

\[
t_\mathfrak{h}(x) = t_\mathfrak{h}(x_0) - \int_{x_0}^{x} \text{tr} H(t) dt
\]

for any \( x_0 \in (\sigma_1, \sigma_2) \) and, since \( H \) is in limit point case at \( \sigma_1 \), thus \( t_\mathfrak{h}(x) \to -\infty \) as \( x \searrow \sigma_1 \). Hence

\[
\lim_{t \to \sigma_1} \left| \frac{\xi^T_{\alpha} \omega_\mathfrak{h}(x; z) \xi_{\alpha} - \frac{\pi}{2}}{|t_\mathfrak{h}(x)| \cdot z} \right| = \infty
\]

locally uniformly on \( \mathbb{C} \setminus \{0\} \).
(iv) For $\alpha = \frac{\pi}{2}$ the relations ($\lim_{\alpha}$) and ($\lim'_{\alpha}$) read as follows:

$$\lim_{x \searrow \sigma_1} \omega_h(x; z)_{11} = \lim_{x \searrow \sigma_1} \omega_h(x; z)_{22} = 1, \quad \lim_{x \searrow \sigma_1} \omega_h(x; z)_{12} = 0;$$

$$\lim_{x \searrow \sigma_1} \frac{\omega_h(x; z)_{21}}{|t_h(x)| \cdot z} = 1.$$ 

The proof of Theorem 4.1 is quite elaborate. We divide the remainder of this section into several subsections according to the following plan:

a. We provide/recall some preliminary facts, among them a normal family argument for Pólya class functions.

b. We establish the asymptotics of the fundamental solution of positive definite canonical systems of a particular kind.

c. We derive that ($\lim_{\pi/2}$) already implies finer asymptotics of $\omega_h(x; z)$.

d. We carry out an inductive process to establish Theorem 4.1 for $\alpha = \frac{\pi}{2}$.

e. We apply rotation isomorphisms to obtain the asserted limit relations for arbitrary values of $\alpha$.

f. We prove a continuity result for the fundamental solution of an arbitrary general Hamiltonian.

a. Preliminary observations.

In order to justify a later application of [4, Theorem 41], we need the following elementary reformulation of $(I_0 - 0)$ and $(HS_0)$.

**Lemma 4.3.** Let $h_{11}$ and $h_{22}$ be locally integrable non-negative functions on an interval $(a, x_0]$. Assume that $\int_a^{x_0} h_{11}(x) \, dx < \infty$, set $\alpha(x) := \int_a^x h_{11}(t) \, dt$, and let $\gamma(x)$ be an anti-derivative of $h_{22}$ that is absolutely continuous on each compact interval contained in $(a, x_0]$, e.g. $\gamma_0(x) := \int_{x_0}^x h_{22}(t) \, dt$. Then

$$\int_a^{x_0} \alpha(x) \, d\gamma(x) < \infty \quad \iff \quad \int_a^{x_0} |\gamma(x)| \, d\alpha(x) < \infty. \quad (4.1)$$

In this case, $\lim_{x \searrow a} \alpha(x) \gamma(x) = 0$.

**Proof.** The measure $d\alpha$ is finite on $(a, x_0]$, and the measure space $\langle (a, x_0], d\gamma \rangle$ (the $\sigma$-algebra is the Borel algebra) is $\sigma$-finite since $h_{22}$ is locally integrable. Moreover, the function $\chi_{[y \leq x]}(x, y) h_{11}(y) h_{22}(x)$ is measurable and non-negative. Hence the
application of Fubini’s theorem is justified, and we obtain
\[
\int_a^{x_0} \alpha(x) \, d\gamma_0(x) = \int_a^{x_0} \left( \int h_{11}(y) \, dy \right) h_{22}(x) \, dx
\]
\[
= \int_a^{x_0} \left( \int h_{22}(x) \, dx \right) h_{11}(y) \, dy = \int_a^{x_0} \left( - \gamma_0(y) \right) \, d\alpha(y).
\]

Any anti-derivative \( \gamma \) of \( h_{22} \) as in the statement of the lemma differs from \( \gamma_0 \) only by an additive constant. The integral on the left-hand side of (4.1) does not depend on the choice of \( \gamma \). Since \( \int_a^{x_0} d\alpha(x) < \infty \) and \( \gamma \) is non-decreasing, also finiteness/infiniteness of the integral on the right-hand side of (4.1) does not depend on the choice of \( \gamma \).

Assume that the integrals in (4.1) are finite. Let \( x \in (a, x_0) \). Since \( \alpha \) and \( \gamma \) are both locally absolutely continuous on \((a, x_0]\), we may integrate by parts to obtain
\[
\int_x^{x_0} \alpha(t) \, d\gamma_0(t) = -\alpha(x) \gamma_0(x) - \int_x^{x_0} \gamma_0(t) \, d\alpha(t), \quad x \in (a, x_0].
\]
Passing to the limit \( x \searrow a \) and remembering (4.2), we find that \( \alpha(x) \gamma_0(x) \) tends to 0. Again this property is inherited by any other anti-derivative \( \gamma \).

We shall use a normal family argument, which appeared already in the proof of [4, Theorem 41]. Denote by \( \mathbb{P} \) the set of all real entire functions \( F \) that belong to the Pólya class. Moreover, for \( c > 0 \), set
\[
\mathbb{P}_c := \{ F \in \mathbb{P} : F(0) = 1, |F'(0)| \leq c, |F''(0)| \leq c \}.
\]

**Lemma 4.4.** For each \( c > 0 \) the class \( \mathbb{P}_c \) is a normal family, i.e. every sequence of functions from \( \mathbb{P}_c \) contains a subsequence that converges uniformly on compact sets. Moreover,
\[
\bigcap_{c > 0} \mathbb{P}_c = \{ 1 \}.
\]

**Proof.** By [4, Problems 10 and 13] each function \( F \in \mathbb{P} \) with \( F(0) = 1 \) satisfies the estimate
\[
\log |F(z)| \leq F'(0) \Re z + \frac{1}{2} \left( F'(0)^2 - F''(0) \right) |z|^2, \quad z \in \mathbb{C}.
\]
Hence each class \( \mathbb{P}_c \) is locally uniformly bounded and by Montel’s theorem normal.

Assume that \( F \in \bigcap_{c > 0} \mathbb{P}_c \); then \( F'(0) = F''(0) = 0 \). By the above estimate, \( F \) is bounded by 1 throughout \( \mathbb{C} \), and hence constant. However, \( F(0) = 1 \), and thus \( F \) must be identically equal to 1.
Lemma 4.5. Let \((F_n)_{n \in \mathbb{N}}\) be a sequence of functions \(F_n \in \mathbb{P}\) with \(F_n(0) = 1, n \in \mathbb{N}\). If, for some real number \(\beta\), we have
\[
\lim_{n \to \infty} F_n'(0) = \beta, \quad \lim_{n \to \infty} F_n''(0) = \beta^2,
\]
then \(\lim_{n \to \infty} F_n(z) = e^{\beta z}\) locally uniformly on \(\mathbb{C}\).

Proof. Consider the functions \(G_n(z) := F_n(z)e^{-\beta z}\); then
\[
G_n'(0) = F_n'(0) - \beta, \quad G_n''(0) = F_n''(0) - 2\beta F_n'(0) + \beta^2.
\]
Hence \(\lim_{n \to \infty} G_n'(0) = \lim_{n \to \infty} G_n''(0) = 0\).

For some appropriate \(c > 0\) we have \(\{G_n : n \in \mathbb{N}\} \subseteq \mathbb{P}_c\), and hence the sequence \((G_n)_{n \in \mathbb{N}}\) has accumulation points with respect to locally uniform convergence. Let \(G\) be any such accumulation point. Then \(G'(0) = G''(0) = 0\), and hence \(G \in \bigcap_{c > 0} \mathbb{P}_c\) and, by Lemma 4.4, \(G\) is identically equal to 1. Therefore we can conclude that \(\lim_{n \to \infty} G_n = 1\) locally uniformly. \(\square\)

b. Asymptotics for a class of positive definite Hamiltonians.

In this subsection we consider the class of positive definite Hamiltonians \(H\) satisfying the following two properties (let \((a, b)\) be the domain of \(H\)):

\((G_1)\) the Hamiltonian \(H\) satisfies \((I_0)\) and \((HS_0)\), and the interval \((a, b)\) is not indivisible;

\((G_2)\) for one (and hence for all) \(x_0 \in (a, b)\) the limit
\[
\lim_{s \searrow a} \int_s^{x_0} h_{12}(x) \, dx
\]
exists and is finite.

Note that, if \(H\) is in the limit circle case at \(a\) and \((a, b)\) is not indivisible, then these conditions are trivially satisfied.

For each \(s \in (a, b)\) let \(W_{st}(z)\) be the unique solution of
\[
\frac{d}{dt} W_{st}(z)J = zW_{st}(z)H(t), \quad t \in (a, b), \quad W_{ss}(z) = I,
\]
and write
\[
W_{st}(z) =: \begin{pmatrix} A_{st}(z) & B_{st}(z) \\ C_{st}(z) & D_{st}(z) \end{pmatrix}. \tag{4.3}
\]

Set
\[
\alpha(x) := \int_a^x h_{11}(t) \, dt, \quad \beta(x) := \lim_{s \searrow a} \int_s^x h_{12}(t) \, dt, \tag{4.4}
\]
and let \(\gamma\) be some absolutely continuous anti-derivative of \(h_{22}\).
REMARK 4.6.

(i) The condition \((G_2)\) implies that \(\lim_{s \to a} \beta(t) = 0\). To see this, let \(\epsilon > 0\) be given. Choose \(t_0 \in (a, b)\); then there exists \(\delta > 0\) such that

\[
\left| \int_{s}^{t_0} h_{12}(x) \, dx - \beta(t_0) \right| < \epsilon, \quad s \in (a, t_0], \ s - a < \delta.
\]

Let \(t \in (a, t_0], \ t - a < \delta\) and \(s \in (a, t]\); then

\[
\left| \int_{s}^{t} h_{12}(x) \, dx \right| = \left| \int_{s}^{t_0} h_{12}(x) \, dx - \int_{t}^{t_0} h_{12}(x) \, dx \right| < 2\epsilon.
\]

Passing to the limit \(s \searrow a\) gives \(|\beta(t)| \leq 2\epsilon\).

(ii) The assumption \((HS^-\!_0)\) implies that

\[
\int_{a}^{x} |\gamma(t)| \, d\alpha(t) < \infty \quad \text{for all} \quad x \in (a, b)
\]

and hence, by Lemma 4.3,

\[
\int_{a}^{x} \alpha(t) \, d\gamma(t) < \infty \quad \text{for all} \quad x \in (a, b)
\]

and

\[
\lim_{x \searrow a} \alpha(x) \gamma(x) = 0.
\]

Denote by \(a^+\) the maximal number in \([a, b)\) such that \((a, a^+)\) is an indivisible interval of type \(\frac{\pi}{2}\). Then

\[
\alpha(x) \begin{cases} 
= 0, & x \in (a, a^+], \\
> 0, & x \in (a^+, b),
\end{cases}
\]

and in particular, \(\lim_{x \searrow a^+} \alpha(x) = 0\). The matrix function

\[
m(x) := \begin{pmatrix} \alpha(x) & \beta(x) \\ \beta(x) & \gamma(x) \end{pmatrix}
\]

satisfies \(m(t) - m(s) = \int_{s}^{t} H(x) \, dx\), and hence is non-decreasing and locally absolutely continuous on \((a, b)\).

4.7. Existence of \(\hat{A}_t\) and \(\hat{B}_t\). By the definition of \(a^+\) the Hamiltonian \(H\) does not start with an indivisible interval of type \(\frac{\pi}{2}\) at the left endpoint of the interval \((a^+, b)\). Hence all hypotheses of \([4, \text{Theorem 41}]\) are satisfied (with the half-line \((0, \infty)\) replaced by the interval \((a^+, b)\)). An application of this theorem provides us with families \(\hat{A}_t\) and \(\hat{B}_t, \ t \in (a^+, b)\), of real entire functions which have the following properties:
(a) For each \( t \in (a_+, b) \) the function \( \hat{A}_t - i \hat{B}_t \) has no real zeros and belongs to the Hermite–Biehler class \( \mathcal{H}_0 \) and the Pólya class. Moreover, \( \hat{A}_t(0) = 1 \) and \( \hat{B}_t(0) = 0 \).

(b) We have
\[
\frac{d}{dt} \left( \hat{A}_t(z), \hat{B}_t(z) \right) J = z \left( \hat{A}_t(z), \hat{B}_t(z) \right) H(t), \quad t \in (a_+, b).
\]

(c) \( \lim_{t \searrow a_+} \hat{A}_t = 1 \) and \( \lim_{t \searrow a_+} \hat{B}_t = 0 \) locally uniformly on \( \mathbb{C} \).

(d) \( \hat{A}_t = \lim_{s \searrow a_+} A_{st} \) and \( \hat{B}_t = \lim_{s \searrow a_+} B_{st} \) locally uniformly on \( \mathbb{C} \).

For (c) remember Remark 4.6 (i). Item (d) follows from the construction in the proof of [4, Theorem 41]. Moreover, the functions \( \hat{A}_t \) and \( \hat{B}_t \) are uniquely determined by the properties (a), (b) and (c).

**Remark 4.8.** If \( H \) is in the limit circle case at \( a_+ \), then \( (\hat{A}_t(z), \hat{B}_t(z)) \) is the unique solution of (4.5) satisfying the initial condition \( (\hat{A}_{a_+}(z), \hat{B}_{a_+}(z)) = (1, 0) \).

The key steps in the present context are the next two lemmas where we determine the asymptotics of \( \hat{B}_t \), \( C_{st} \) and \( D_{st} \).

**Lemma 4.9.** Assume that \( H \) satisfies (G1), (G2), and let \( a_+ \in [a, b) \) be the maximal number such that \( (a, a_+) \) is indivisible of type \( \frac{n}{2} \). Then
\[
\lim_{t \searrow a_+} \frac{\hat{B}_t(z)}{z \alpha(t)} = 1
\]
locally uniformly in \( \mathbb{C} \).

**Proof.** Consider the functions \( A_{st} \) and \( B_{st} \) defined in (4.3). By 2.13 the function \( B_{st} \) belongs to the Pólya class, and by 4.7 (d) therefore also \( \hat{B}_t \) belongs to the Pólya class. By [4, Lemma 7.1] the same is true for \( \frac{\hat{B}_t(z)}{z} \).

In order to apply Lemma 4.5 we compute the derivatives of \( A_{st} \) and \( B_{st} \) with respect to \( z \) at 0. For \( s, t \in (a, b) \), \( s < t \), the function \( x \mapsto (A_{sx}, B_{sx}), \; x \in [s, t] \), satisfies the differential equation (1.1) with Hamiltonian \( H \big|_{(s,t)} \), and takes the value \( (1, 0) \) for \( x = s \). Hence
\[
B_{st}(z) = z \int_s^t A_{sx}(z) d\alpha(x) + z \int_s^t B_{sx}(z) d\beta(x), \quad s < t < b,
\]
\[
1 - A_{st}(z) = z \int_s^t A_{sx}(z) d\beta(x) + z \int_s^t B_{sx}(z) d\gamma(x), \quad s < t < b.
\]
Note that \( H \big|_{(s,t)} \) is in the limit circle case at both endpoints.
Dividing these equations by \( z \), letting \( z \) tend to 0 and observing that \( W_{st}(0) = I \), we obtain
\[
B'_{st}(0) = \alpha(t) - \alpha(s), \quad A'_{st}(0) = \beta(s) - \beta(t).
\]
If we divide (4.8) by \( z \), differentiate with respect to \( z \) and evaluate at \( z = 0 \), then we obtain
\[
-\frac{A''_{st}(0)}{2} = \left( \frac{1 - A_{st}(z)}{z} \right)'(0) = \int_s^t A'_{sx}(0) \, d\beta(x) + \int_s^t B'_{sx}(0) \, d\gamma(x)
\]
\[
= \int_s^t [\beta(s) - \beta(x)] \, d\beta(x) + \int_s^t [\alpha(x) - \alpha(s)] \, d\gamma(x)
\]
\[
= -\frac{1}{2} [\beta(s) - \beta(t)]^2 + \int_s^t \alpha(x) \, d\gamma(x) - \alpha(s) [\gamma(t) - \gamma(s)].
\]
Equation (4.7) gives
\[
\frac{B''_{st}(0)}{2} = \left( \frac{B_{st}(z)}{z} \right)'(0) = \int_s^t A'_{sx}(0) \, d\alpha(x) + \int_s^t B'_{sx}(0) \, d\beta(x)
\]
\[
= \int_s^t [\beta(s) - \beta(x)] \, d\alpha(x) + \int_s^t [\alpha(x) - \alpha(s)] \, d\beta(x)
\]
\[
= \beta(s) [\alpha(t) - \alpha(s)] - \int_s^t \beta(x) \, d\alpha(x) + [\alpha(x) - \alpha(s)] \beta(x) \bigg|_{x=s}^t - \int_s^t \beta(x) \, d\alpha(x)
\]
\[
= \beta(s) + \beta(t) \cdot [\alpha(t) - \alpha(s)] - 2 \int_s^t \beta(x) \, d\alpha(x).
\]
It follows that
\[
\lim_{s \searrow a_+} \left( \frac{B_{st}(z)}{z} \right)'(0) = \beta(t) \alpha(t) - 2 \int_{a_+}^t \beta(x) \, d\alpha(x),
\]
and, with the Mean Value Theorem for the evaluation of the integral, that
\[
\lim_{t \searrow a_+} \left[ \frac{1}{\alpha(t)} \lim_{s \searrow a_+} \left( \frac{B_{st}(z)}{z} \right)'(0) \right] = 0.
\] (4.9)
Dividing (4.7) by \( z \), differentiating twice and evaluating at \( z = 0 \), we obtain
\[
\left( \frac{B_{st}(z)}{z} \right)''(0) = \int_s^t A''_{sx}(0) \, d\alpha(x) + \int_s^t B''_{sx}(0) \, d\beta(x).
\]
The first summand equals
\[
\begin{aligned}
&\int_{s}^{t} A''_{xx}(0) \, d\alpha(x) \\
&= \int_{s}^{t} \left( [\beta(s) - \beta(x)]^2 - 2 \int_{s}^{x} \alpha(y) \, d\gamma(y) + 2\alpha(s) \left[ \gamma(x) - \gamma(s) \right] \right) \, d\alpha(x) \\
&= \int_{s}^{t} [\beta(s) - \beta(x)]^2 \, d\alpha(x) - 2 \int_{s}^{t} \int_{s}^{x} \alpha(y) \, d\gamma(y) \, d\alpha(x) + 2\alpha(s) \int_{s}^{t} [\gamma(x) - \gamma(s)] \, d\alpha(x),
\end{aligned}
\]
the second one
\[
\begin{aligned}
&\int_{s}^{t} B'_{xx}(0) \, d\beta(x) = 2 \int_{s}^{t} \left( [\beta(s) + \beta(x)] \cdot [\alpha(x) - \alpha(s)] - 2 \int_{s}^{x} \beta(y) \, d\alpha(y) \right) \, d\beta(x) \\
&= \int_{s}^{t} [\alpha(x) - \alpha(s)] \cdot 2[\beta(s) + \beta(x)] \, d\beta(x) - 4 \int_{s}^{t} \beta(y) \, d\alpha(y) \, d\beta(x) \\
&= [\beta(s) + \beta(t)]^2 [\alpha(t) - \alpha(s)] - \int_{s}^{t} [\beta(s) + \beta(x)]^2 \, d\alpha(x) \\
&\quad - 4 \int_{s}^{t} [\beta(t) - \beta(y)] \beta(y) d\alpha(y).
\end{aligned}
\]

Using the Bounded Convergence Theorem, we conclude that (note here that \(|\gamma(x) - \gamma(s)| \leq 2 \max\{|\gamma(t)|, |\gamma(s)|\}, \ x \in (s, t)\))
\[
\lim_{s \searrow a+} \left( \frac{B_{st}(z)}{z} \right)''(0) = \int_{a+}^{t} \beta(x)^2 \, d\alpha(x) - 2 \int_{a+}^{t} \int_{a+}^{x} \alpha(y) \, d\gamma(y) \, d\alpha(x) \\
+ \beta(t)^2 \alpha(t) - \int_{a+}^{t} \beta(x)^2 \, d\alpha(x) - 4 \int_{a+}^{t} [\beta(t) - \beta(y)] \beta(y) \, d\alpha(y),
\]
and, again using the Mean Value Theorem, we obtain
\[
\lim_{t \searrow a+} \left[ \frac{1}{\alpha(t)} \lim_{s \searrow a+} \left( \frac{B_{st}(z)}{z} \right)''(0) \right] = 0. \tag{4.10}
\]
Let
\[
F_t(z) := \frac{\dot{B}_t(z)}{z\alpha(t)},
\]
Since \( \dot{B}_t(0) = \lim_{s \searrow a} B'_{st}(0) = \alpha(t) \) and
\[
\left( \frac{\dot{B}_t(z)}{z} \right)'(0) = \lim_{s \searrow a} \left( \frac{B_{st}(z)}{z} \right)'(0), \quad \left( \frac{\dot{B}_t(z)}{z} \right)''(0) = \lim_{s \searrow a} \left( \frac{B_{st}(z)}{z} \right)''(0),
\]
it follows from (4.9) and (4.10) that
\[
F_t(0) = 1, \quad \lim_{t \searrow a} F'_t(0) = 0, \quad \lim_{t \searrow a} F''_t(0) = 0.
\]
By Lemma 4.5 this implies that \( \lim_{t \searrow a} F_t(z) = 1 \) locally uniformly on \( C \), which is (4.6). \( \square \)

**Lemma 4.10.** Assume that \( H \) satisfies (G1), (G2).

(i) The limit
\[
\lim_{s \searrow a} D'_{st}(0)
\]
is finite for every \( t \in (a, b) \), and
\[
\lim_{t \searrow a} \lim_{s \searrow a} D'_{st}(0) = 0.
\]

(ii) If \( \lim_{s \searrow a} \gamma(s) \neq 0 \), then
\[
\lim_{s \searrow a} \frac{1}{\gamma(s)} D''_{st}(0)
\]
is finite for every \( t \in (a, b) \) and
\[
\lim_{t \searrow a} \lim_{s \searrow a} \frac{1}{\gamma(s)} D''_{st}(0) = 0.
\]

(iii) Let
\[
\bar{I} := \{ t \in (a, b) : t \text{ is not right endpoint of an indivisible interval of type } 0 \}.
\]
Then there exists a non-decreasing function \( c(t) \), \( t \in \bar{I} \), with \( \lim_{t \searrow \inf \bar{I}} c(t) = 0 \) such that
\[
\frac{C_{st}(z)}{(\gamma(s) - \gamma(t))z} \in P_{c(t)}, \quad a < s < t, t \in \bar{I}.
\] (4.11)

**Proof.** For \( s, t \in (a, b) \), \( s < t \), the function \( x \mapsto (C_{sx}, D_{sx}) \) satisfies the differential equation (1.1) with Hamiltonian \( H|_{(s,t)} \), and takes the value \((0,1)\) for \( x = s \). Hence
\[
D_{st}(z) - 1 = z \int_s^t C_{sx}(z) d\alpha(x) + z \int_s^t D_{sx}(z) d\beta(x), \quad s < t < b,
\]
\[
-C_{st}(z) = z \int_s^t C_{sx}(z) d\beta(x) + z \int_s^t D_{sx}(z) d\gamma(x), \quad s < t < b.
\]
Note that $H_{(s,t)}$ is in the limit circle case at both endpoints. Dividing the first integral equation by $z$ and letting $z \to 0$ we easily see that

$$D'_{st}(0) = \beta(t) - \beta(s), \quad C'_{st}(0) = \gamma(s) - \gamma(t),$$

(4.12)

and hence that

$$\lim_{s \searrow a} D'_{st}(0) = \beta(t), \quad \lim_{t \searrow a} \lim_{s \searrow a} D'_{st}(0) = 0,$$

which is $(i)$. Moreover,

$$\frac{D''_{st}(0)}{2} = \left( \frac{D_{st}(z) - 1}{z} \right)'(0) = \int_s^t C'_{sx}(0) d\alpha(x) + \int_s^t D'_{sx}(0) d\beta(x)$$

$$= \int_s^t [\gamma(s) - \gamma(x)] d\alpha(x) + \int_s^t [\beta(x) - \beta(s)] d\beta(x)$$

$$= \gamma(s)[\alpha(t) - \alpha(s)] - \int_s^t \gamma(x) d\alpha(x) + \frac{1}{2} [\beta(t) - \beta(s)]^2.$$

Under the assumption that $\lim_{s \searrow a} \gamma(s) \neq 0$, it follows that

$$\lim_{s \searrow a} \frac{1}{\gamma(s)} D''_{st}(0) = 2\alpha(t) - \lim_{y \searrow a} \left( \frac{1}{\gamma(y)} \right) \left[ 2 \int_a^t \gamma(x) d\alpha(x) + (\beta(t))^2 \right].$$

Note that the integral exists by Remark 4.6 $(ii)$. If we now let $t \searrow a$, we obtain

$$\lim_{t \searrow a} \lim_{s \searrow a} \frac{1}{\gamma(s)} D''_{st}(0) = 0.$$

Hence $(ii)$ is proved.

Finally, we show $(iii)$. By (2.8) the function

$$z \mapsto \frac{C_{st}(z)}{(\gamma(s) - \gamma(t)) z}$$

is in the Pólya class. To estimate $C_{st}$, we compute

$$-\frac{C''_{st}(0)}{2} = -\left( \frac{C_{st}(z)}{z} \right)'(0) = \int_s^t C'_{sx}(0) d\beta(x) + \int_s^t D'_{sx}(0) d\gamma(x)$$

$$= \int_s^t [\gamma(s) - \gamma(x)] d\beta(x) + \int_s^t [\beta(x) - \beta(s)] d\gamma(x)$$

$$= [\gamma(s) - \gamma(t)] \cdot [\beta(t) - \beta(s)] + 2 \int_s^t [\beta(x) - \beta(s)] d\gamma(x).$$
If \( t \in \bar{I} \), then \( \gamma(t) > \gamma(s) \) and hence
\[
\left| \frac{C_{st}(z)}{(\gamma(s) - \gamma(t))z} \right|'(0) 
\leq |\beta(t) - \beta(s)| + \frac{4}{\gamma(t) - \gamma(s)} \sup_{x \in (a, t]} |\beta(x)| \int_s^t d\gamma(x) \leq 6 \sup_{x \in [a, t]} |\beta(x)|.
\]
(4.13)

Next,
\[
-\left( \frac{C_{st}(z)}{z} \right)''(0) = \int_s^t C_{sx}(0) d\beta(x) + \int_s^t D_{sx}(0) d\gamma(x).
\]

The first summand can be written as
\[
\int_s^t C_{sx}(0) d\beta(x) = -2 \int_s^t [\gamma(s) - \gamma(x)] \cdot [\beta(x) - \beta(s)] d\beta(x)
- 4 \int_s^t x \int_s^t [\beta(y) - \beta(s)] d\gamma(y) d\beta(x).
\]

The first integral on the right-hand side of this relation equals
\[
\int_s^t [\gamma(s) - \gamma(x)] \cdot [\beta(x) - \beta(s)] d\beta(x)
= [\gamma(s) - \gamma(t)] \frac{[\beta(t) - \beta(s)]^2}{2} - \int_s^t \frac{[\beta(x) - \beta(s)]^2}{2} d\gamma(x),
\]
the second one
\[
\int_s^t \int_s^t [\beta(y) - \beta(s)] d\gamma(y) d\beta(x) = \int_s^t [\beta(t) - \beta(y)] \cdot [\beta(y) - \beta(s)] d\gamma(y).
\]

Hence, for \( t \in \bar{I} \), we obtain the estimate
\[
\left| \frac{1}{\gamma(t) - \gamma(s)} \int_s^t C_{sx}(0) d\beta(x) \right| \leq 8 \sup_{x \in [a, t]} |\beta(x)|^2.
\]

Next we compute
\[
\int_s^t D_{sx}(0) d\gamma(x) = 2 \int_s^t [\alpha(x) - \alpha(s)] d\gamma(x)
- 2 \int_s^t \int_s^t \gamma(y) d\alpha(y) d\gamma(x) + \int_s^t [\beta(x) - \beta(s)]^2 d\gamma(x).
\]
The first integral on the right-hand side equals

\[ 2\gamma(s) \int_{s}^{t} \alpha(x) \, d\gamma(x) - 2\gamma(s) \alpha(s) \int_{s}^{t} d\gamma(x) \]

\[ = 2[\gamma(s) - \gamma(t)] \int_{s}^{t} \alpha(x) \, d\gamma(x) + 2\gamma(t) \int_{s}^{t} \alpha(x) \, d\gamma(x) - 2\gamma(s) \alpha(s) \gamma(t) + \gamma(s) \].

Hence, for \( t \in \mathcal{I} \), (we use that \( \alpha \) is monotonic increasing)

\[
\left| \frac{1}{\gamma(s) - \gamma(t)} \int_{s}^{t} D^{n}_{x}(0) \, d\gamma(x) \right|
\]

\[ \leq 2 \int_{s}^{t} \alpha(x) \, d\gamma(x) + \frac{2|\gamma(t)|}{\gamma(t) - \gamma(s)} \int_{s}^{t} \alpha(x) \, d\gamma(x) + 2 \sup_{x \in [a,t]} |\gamma(x)| \alpha(x) | + 2 \int_{s}^{t} |\gamma(y)| \, d\alpha(y) + 4 \sup_{x \in [a,t]} |\beta(x)|^2
\]

\[ \leq 2 \int_{s}^{t} \alpha(x) \, d\gamma(x) + \frac{2|\gamma(t)|}{\gamma(t) - \gamma(s)} \int_{s}^{t} \alpha(t) \, d\gamma(x) + 2 \sup_{x \in [a,t]} |\gamma(x)| \alpha(x) | + 2 \int_{s}^{t} |\gamma(y)| \, d\alpha(y) + 4 \sup_{x \in [a,t]} |\beta(x)|^2
\]

Putting these estimates together we obtain

\[ \left| \left( \frac{C_{sf}(z)}{\gamma(s) - \gamma(t)} z \right)''(0) \right| \leq 2 \int_{a}^{t} \alpha(x) \, d\gamma(x) + 4 \sup_{x \in [a,t]} |\gamma(x)| \alpha(x) | + 2 \int_{a}^{t} |\gamma(y)| \, d\alpha(y) + 4 \sup_{x \in [a,t]} |\beta(x)|^2. \tag{4.14} \]

It follows from (4.12), (4.13) and (4.14) that, for \( t \in \mathcal{I} \) and \( s \in (a,t) \),

\[ \frac{C_{sf}(z)}{\gamma(s) - \gamma(t)} z \in \mathbb{P}_{e(t)}. \]
for a certain function $c(t)$, which can be chosen to be non-decreasing. Let $a' := \inf \tilde{I}$. If $a' > a$, then $(a, a')$ is a maximal indivisible interval of type 0. In this case $H$ must be in the limit circle case at $a$ by (G1), and we have $\beta(t) = 0$ and $\gamma(t) = 0$ for $t \in [a, a']$, which implies that we can choose $c(t)$ such that $c(t) \to 0$ as $t \searrow a'$. If $a' = a$, then it follows from Remark 4.6 that we can choose $c(t)$ such that $c(t) \to 0$ as $t \searrow a$. □

Note that the assertion (4.11) has a different meaning depending whether $H$ is in the limit point or limit circle case at $a$. In the limit point case it limits the growth of $C_{st}$, whereas in the limit circle case it determines the speed of convergence. More precisely, for the latter case the following is true.

**Corollary 4.11.** Let $H$ be a Hamiltonian on $(a, b)$ which is in the limit circle case at $a$ and does not start with an indivisible interval of type 0 at $a$, and write

$$\omega_H(t; z) = \begin{pmatrix} A_t(z) & B_t(z) \\ C_t(z) & D_t(z) \end{pmatrix}$$

Then

$$\lim_{t \searrow a} \frac{C_t(z)}{C_t'(0) \cdot z} = 1$$

locally uniformly on $\mathbb{C}$.

**Proof.** We may pass to the limit $s \searrow a$ in (4.11), observe that $C_t'(0) = \gamma(a) - \gamma(t)$ and apply Lemma 4.5. □

c. Asymptotics for a class of general Hamiltonians.

Let $\mathfrak{h} \in \mathfrak{H}_K$ and denote by $H$ the Hamiltonian function of $\mathfrak{h}$ on the interval $(\sigma_1, \sigma_2)$. Then $H$ is in limit point case at $\sigma_1$ and it satisfies (G1) unless $(\sigma_1, \sigma_2)$ is indivisible (which cannot happen if $\mathfrak{h}$ is a singular general Hamiltonian). In order to shorten notation we write again

$$\omega_{\mathfrak{h}}(t; z) = \begin{pmatrix} A_t(z) & B_t(z) \\ C_t(z) & D_t(z) \end{pmatrix},$$

and

$$\frac{\partial}{\partial z} \omega_{\mathfrak{h}}(t; z) J|_{z=0} = : \begin{pmatrix} \alpha(t) & \beta(t) \\ \beta(t) & \gamma(t) \end{pmatrix}.$$

Explicitly, this is

$$\alpha(t) = B_t'(0), \quad \beta(t) = -A_t'(0) = D_t'(0), \quad \gamma(t) = -C_t'(0)$$

(4.17)

and $t_{\mathfrak{h}}(t) = \alpha(t) + \gamma(t)$. It is easy to see that $\frac{\partial}{\partial z} \omega_{\mathfrak{h}}(t; z) J|_{z=0}$ is an anti-derivative of $H(t)$ and hence

$$\alpha' = h_{11}, \quad \beta' = h_{12}, \quad \gamma' = h_{22}.$$
Moreover, if \( A_{st}, B_{st}, C_{st}, D_{st} \) are as in (4.3), then
\[
\omega_h(s;z)^{-1} \omega_h(t;z) = \begin{pmatrix} A_{st}(z) & B_{st}(z) \\ C_{st}(z) & D_{st}(z) \end{pmatrix}.
\]

It follows that
\[
\begin{pmatrix} A'_s(0) & B'_s(0) \\ C'_s(0) & D'_s(0) \end{pmatrix} + \begin{pmatrix} A'_st(0) & B'_st(0) \\ C'_st(0) & D'_st(0) \end{pmatrix} = \begin{pmatrix} A'_t(0) & B'_t(0) \\ C'_t(0) & D'_t(0) \end{pmatrix}.
\]

**Remark 4.12.**

(i) It will turn out later that \( H \) also satisfies (G2), cf. Corollary 4.20, but at the present stage this is not known.

(ii) If \( H \) satisfies (G2), then the functions \( \alpha \) and \( \beta \) defined by (4.16) may differ from the functions defined in (4.4) by additive constants.

(iii) Since \( -A'_t(0) \) is an anti-derivative of \( h_{12} \), locally uniform existence of the limit \( \lim_{t \downarrow \sigma_1} A_t \) implies (G2). If we assume that \( \lim_{t \downarrow \sigma_1} A_t = 1 \) and \( \lim_{t \downarrow \sigma_1} B_t = 0 \), then the functions \( \alpha, \beta \) in (4.16) coincide with those from (4.4).

First we show a geometric lemma.

**Lemma 4.13.** Let \( \mathfrak{h} \in \mathfrak{h}_{12} \). Then, for \( t \in (\sigma_1, \sigma_2) \), the function \( A_t - iB_t \) is of bounded type in the upper half-plane and belongs to the Hermite–Biehler class \( \mathcal{HB}_0 \) and to the Pólya class.

**Proof.** As usual the case when \( \sigma_1 \) is left endpoint of an indivisible interval can be treated explicitly. Let \( \sigma_+ \) be the maximal number in \( (\sigma_1, \sigma_2) \) such that \( (\sigma_1, \sigma_+) \) is indivisible. The type of this indivisible interval is equal to \( \frac{\pi}{2} \), and hence, by the construction of \( \omega_h \) in [29], we have
\[
\omega_h(\sigma_+;z) = \begin{pmatrix} 1 \\ p(z) \end{pmatrix}
\]
with some polynomial \( p \). It follows that
\[
A_t = 1, \quad B_t = 0, \quad t \in (\sigma_1, \sigma_+],
\]
\[
A_t = A_{\sigma_+,t}, \quad B_t = B_{\sigma_+,t}, \quad t \in [\sigma_+, \sigma_2).
\]
The functions \( A_{\sigma_+,t} \) and \( B_{\sigma_+,t} \) are the solutions of the positive definite Hamiltonian system with Hamiltonian \( H|_{(\sigma_+, \sigma_2)} \) satisfying the initial condition \( (A_{\sigma_+}(z), B_{\sigma_+}(z)) = (1,0) \). Hence, for \( t \in [\sigma_+, \sigma_2) \), the function \( A_{\sigma_+,t} - iB_{\sigma_+,t} \) belongs to the Hermite–Biehler class \( \mathcal{HB}_0 \), is of bounded type and belongs to the Pólya class; see 2.13. For \( t \in (\sigma_1, \sigma_+) \) the assertion is trivial.
Assume now that $\sigma_1$ is not left endpoint of an indivisible interval. Fix a point $t_0 \in (\sigma_1, \sigma_2)$ which is not inner point of an indivisible interval. Consider the isomorphism $\Xi_{t_0} : P \rightarrow K(\omega_h(t_0; \cdot))$ as discussed at the end of §2.e. Moreover, denote by $\pi_+$ and $\pi_-$ the projections from $K(\omega_h(t_0; \cdot))$ onto its upper and lower components, respectively. By [49, Lemma 6.3 (proof, subcase 3b)] and the construction of $\Xi_{t_0}$ in [29] we have

$$\Xi_{t_0}(\text{span}\{\delta_0, \ldots, \delta_{\Delta+\delta-1}\}) = \ker \pi_+,$$

and, as, e.g. noted in [25, Lemma 8.6],

$$P(A_{t_0} - iB_{t_0}) \cong (\ker \pi_+)^{\perp} / (\ker \pi_+)^{\circ}.$$

And application of Lemma 3.2 (d) to $\bigcirc_{\omega} \mathcal{H}$ with $s_0 = t_0$ gives (using the same notation as there)

$$\mathcal{E}_A(\infty) = \text{span}\{\delta_0, \ldots, \delta_{\Delta+\delta-1}\}.$$

By Lemma 3.2 the space $\mathcal{E}_A(\infty)$ contains a non-positive subspace with dimension $\text{ind}_- \mathcal{H}$, i.e. a maximal non-positive subspace of $P \rightarrow \mathcal{H}$. Applying $\Xi_{t_0}$ we obtain that $(\ker \pi_+)^{\perp}$ is positive semi-definite, and hence that $P(A_{t_0} - iB_{t_0})$ is positive definite. This implies that the function $A_{t_0} - iB_{t_0}$ belongs to the Hermite–Biehler class; see [25, Theorem 5.3].

Since $\ker \pi_+ \neq \{0\}$, we have $\ker \pi_- = \{0\}$. Hence, by [25, Proposition 10.3], the constant function 1 is associated with the space $\mathcal{P}(D_{t_0} + iC_{t_0})$. This implies that $D_{t_0}$ and $C_{t_0}$ are of bounded type in the upper half-plane; see [25, §2 and §3]. Since $A_{t_0}$ and $B_{t_0}$ belong to the generalized Nevanlinna class $\mathcal{N}_<\infty$, and thus are of bounded type, this property is inherited by $A_{t_0}$ and $B_{t_0}$. By [4, Problem 34], therefore $A_{t_0} - iB_{t_0}$ belongs to the Pólya class. From this one can now also easily obtain the assertion for inner points of an indivisible interval. \(\square\)

Next, we establish the knowledge of the asymptotics of $\omega_h(t; \cdot)$ that is needed in the inductive process.

**Lemma 4.14.** Let $\mathcal{H} \in \mathcal{H}_\mathcal{H}$ and assume additionally that

$$\lim_{t \searrow \sigma_1} A_t(z) = 1, \quad \lim_{t \searrow \sigma_1} B_t(z) = 0 \quad (4.18)$$

locally uniformly on $\mathbb{C}$. For each $t_0 \in (\sigma_1, \sigma_2)$ with $\gamma(t_0) < 0$ (which certainly is the case whenever $t_0$ is sufficiently close to $\sigma_1$),

$$\left\{ \frac{C_t(z)}{\gamma(t) z^2} : t \in (\sigma_1, t_0) \right\} \quad (4.19)$$

is a normal family. Moreover,

$$\lim_{t \searrow \sigma_1} D_t(z) = 1 \quad (4.20)$$

locally uniformly on $\mathbb{C}$. Let $\sigma_+ \in [\sigma_1, \sigma_2)$ be the maximal number such that $(\sigma_1, \sigma_+)$ is indivisible. Then

$$\lim_{t \searrow \sigma_+} B_t(z) z^{-\alpha(t)} = 1. \quad (4.21)$$
Moreover,

\[
\frac{B_t(z)C_t(z)}{z^2} = O\left(\alpha(t)\gamma(t)\right) \quad \text{as } t \searrow \sigma_1 \tag{4.22}
\]

locally uniformly in \(z\), and hence the left-hand side of (4.22) tends to 0 as \(t \searrow \sigma_1\).

**Proof.** The case when \(\sigma_1\) is left endpoint of an indivisible interval, i.e. when \(\sigma_1 > \sigma_1\), is again easy to settle. The type of \((\sigma_1, \sigma_+\) must be equal to \(\frac{\pi}{2}\), and hence

\[
\omega_h(t; z) = \begin{pmatrix} 1 & 0 \\ p(z) - l(t)z & 1 \end{pmatrix}, \quad t \in (\sigma_1, \sigma_+),
\]

with some polynomial \(p\) and some non-decreasing function \(l(t)\) satisfying \(\lim_{t \searrow \sigma_1} l(s) = -\infty\), cf. [29, Proposition 4.31]. We have

\[
\gamma(t) = -C'_t(0) = l(t) - p'(0),
\]

and it follows that

\[
\lim_{t \searrow \sigma_1} \frac{C_t(z)}{\gamma(t)z} = \lim_{t \searrow \sigma_1} \frac{p(z) - l(t)z}{(l(t) - p'(0))z} = \frac{1}{z};
\]

in particular, the family (4.19) is normal. Moreover, \(D_t = 1, t \in (\sigma_1, \sigma_+\), and hence the limit relation (4.20) is trivial. Relation (4.21) follows from Remark 4.8 and Lemma 4.9 since \(\sigma_+\) is a regular endpoint and \(A_{\sigma_+} = 1, B_{\sigma_+} = 0\). Finally, relation (4.22) is trivial since \(B_t(z) = 0\) for \(t \in (\sigma_1, \sigma_+)\).

Assume from now on that \(\sigma_1\) is not left endpoint of an indivisible interval. Fix a point \(t_0 \in (\sigma_1, \sigma_2)\) that is not inner point of an indivisible interval and let \(t \in (\sigma_1, t_0]\) be given. Then

\[
\omega_h(t; z) = \omega_h(t_0; z) \left[ \omega_h(t; z)^{-1} \omega_h(t_0; z) \right]^{-1},
\]

i.e.

\[
\begin{pmatrix} A_t & B_t \\ C_t & D_t \end{pmatrix} = \begin{pmatrix} A_{t_0} & B_{t_0} \\ C_{t_0} & D_{t_0} \end{pmatrix} \left( \begin{array}{c} D_{t_0} \quad -B_{t_0} \\ -C_{t_0} \quad A_{t_0} \end{array} \right) = \begin{pmatrix} A_{t_0} D_{t_0} - B_{t_0} C_{t_0} - A_{t_0} B_{t_0} + B_{t_0} A_{t_0} \\ C_{t_0} D_{t_0} - D_{t_0} C_{t_0} - C_{t_0} B_{t_0} + D_{t_0} A_{t_0} \end{pmatrix}. \tag{4.23}
\]

In particular,

\[
\frac{C_t(z)}{\gamma(t)z} = \frac{C_{t_0}(z)}{z} \cdot \frac{C_{t_0}(z)}{\gamma(t)z} = \frac{C_{t_0}(z)}{(\gamma(t) - \gamma(t_0))z} \left( 1 - \frac{\gamma(t_0)}{\gamma(t)} \right). \tag{4.24}
\]

As we have noted in Remark 4.12, our assumption (4.18) implies that \(H\) satisfies (G2). Thus the application of Lemma 4.10 is justified, which implies that the first and second derivatives evaluated at \(z = 0\) of the terms on the right-hand side of (4.24) are bounded when \(t \searrow \sigma_1\). Moreover,

\[
\left. \frac{C_t(z)}{\gamma(t)z} \right|_{z=0} = \left. \frac{C'_t(0)}{\gamma(t)} \right|_{z=0} = -1.
\]
by (4.17). Hence \(-\frac{C(z)}{\varphi(t)z} \in \mathbb{P}_c\) for some positive \(c\) and therefore the family in (4.19) is normal by Lemma 4.4.

Consider the family \((A_t(z), B_t(z)), t \in (\sigma_1, \sigma_2)\). By Lemma 4.13, the function \(A_t - iB_t\) is of bounded type in the upper half-plane and belongs to the Hermite–Biehler class \(\mathcal{H}\mathcal{B}_0\) and to the Pólya class. Clearly, \((A_t, B_t)\) is a solution of the canonical system with Hamiltonian \(H\). We see that \((A_t, B_t)\) shares the properties (a), (b) and (c) of \((\hat{A}_t, \hat{B}_t)\) in 4.7. By the uniqueness part of [4, Theorem 41] it follows that

\[
A_t = \hat{A}_t, \quad B_t = \hat{B}_t, \quad t \in (\sigma_1, \sigma_2).
\]

The limit in (4.21) is now nothing else but the limit computed in Lemma 4.9. Moreover, using (4.21) and the local boundedness of the left-hand side of (4.24) we find that

\[
\frac{B_t(z)C_t(z)}{z^2} = \alpha(t)\gamma(t) \cdot \frac{B_t(z)}{z\alpha(t)} \cdot \frac{C_t(z)}{z\gamma(t)} = O(\alpha(t)\gamma(t))
\]

as \(t \searrow \sigma_1\). This together with Lemma 4.3 implies that \(B_t(z)C_t(z) \to 0\) as \(t \searrow \sigma_1\). Since \(A_tD_t - B_tC_t = 1\), it follows that \(\lim_{t \searrow \sigma_1} D_t = 1\).

\(\square\)

d. The inductive process.

In the following let \(\mathfrak{h}\) be a singular general Hamiltonian that is either positive definite or indefinite from the class \(\mathcal{S}\). As above write

\[
\omega_{\mathfrak{h}}(t; z) := \begin{pmatrix} A_t(z) & B_t(z) \\ C_t(z) & D_t(z) \end{pmatrix}.
\]

With this notation the conditions \((\lim_{\mathfrak{h}})\) and \((\lim'_{\mathfrak{h}})\) read as follows

\[
(\lim_{\mathfrak{h}}) \quad \lim_{t \searrow \sigma_1} A_t(z) = \lim_{t \searrow \sigma_1} D_t(z) = 1, \quad \lim_{t \searrow \sigma_1} B_t(z) = 0;
\]

\[
(\lim'_{\mathfrak{h}}) \quad \lim_{t \searrow \sigma_1} \frac{C_t(z)}{\alpha(t)} = 1,
\]

where \(\alpha, \beta\) and \(\gamma\) are as in (4.16). If \(\mathfrak{h}\) is indefinite, then \(q_{\mathfrak{h}} \in \mathcal{M}_\infty^{(0)}\); otherwise \(q_{\mathfrak{h}} \in \mathcal{N}_0\).

We shall apply the same inductive process as in [26]. To this end it is necessary to investigate the transformations of chains employed in this process. In the following four lemmas we give the necessary supplements to the results in [26, §10].

**Lemma 4.15.** Let \(\mathfrak{h}\) be a singular general Hamiltonian that is either positive definite or indefinite from the class \(\mathcal{S}\) satisfying \((\lim_{\mathfrak{h}})\). Then

\[
\text{ind}_-\left(\frac{1}{z}q_{\mathfrak{h}}(z)\right) = \text{ind}_- q_{\mathfrak{h}}(z) + 1.
\]

Let \(\tilde{\mathfrak{h}}\) be the singular general Hamiltonian with Titchmarsh–Weyl coefficient \(\frac{1}{z}q_{\mathfrak{h}}(z)\). Then \(\tilde{\mathfrak{h}}\) is indefinite, belongs to \(\mathcal{S}\) and satisfies \((\lim_{\mathfrak{h}})\) and \((\lim'_{\mathfrak{h}})\).
Proof. Set $\kappa := \ind_{\mathfrak{h}}$. The function $\frac{1}{z^2} q_{\mathfrak{h}}(z)$ is a generalized Nevanlinna function, and $\ind_{\mathfrak{h}} \frac{1}{z^2} q_{\mathfrak{h}}(z) \leq \kappa + 1$. However, we have

$$\lim_{z \to \infty} z^{2\kappa + 1} \cdot \frac{1}{z^2} q_{\mathfrak{h}}(z) = \lim_{z \to \infty} z^{2\kappa - 1} \cdot q_{\mathfrak{h}}(z) \in [0, \infty);$$

if $\mathfrak{h}$ is positive definite this is trivial, otherwise it follows from Theorem 3.1 and Remark 2.4. Thus $\frac{1}{z^2} q_{\mathfrak{h}}(z)$ has a generalized zero of non-positive type with degree of non-positivity at least $\kappa + 1$ at $\infty$, and therefore $\ind_{\mathfrak{h}} \frac{1}{z^2} q_{\mathfrak{h}} \geq \kappa + 1$.

Let $\tilde{\mathfrak{h}}$ be the singular general Hamiltonian with $q_{\tilde{\mathfrak{h}}}(z) = \frac{1}{z^2} q_{\mathfrak{h}}(z)$. By Theorem 3.1, we already know that $\tilde{\mathfrak{h}} \in \mathfrak{N}$. We compute the maximal chain $\omega_{\tilde{\mathfrak{h}}}$ explicitly and then read off the required properties. Set $\alpha_t := -\beta(t) \alpha(t) - \frac{1}{2} B''(0)$ and let $s_0 \in [\sigma_1, \sigma_2)$ (or $s_0 \in [\sigma_0, \sigma_1]$ if $\kappa = 0$) be maximal such that $(\sigma_1, s_0)$ (or $(\sigma_0, s_0)$, respectively) is indivisible of type $\frac{\pi}{2}$. Define a function $\tilde{\omega}$ by

$$\tilde{\omega}(t; z) := \begin{cases} \left( \begin{array}{cc} \frac{1}{z^2} & 0 \\ 0 & 1 \end{array} \right) \omega_{\mathfrak{h}}(t; z) \left( \begin{array}{cc} 0 & -\alpha(t)z \\ z & 1 + \frac{\alpha_t}{\alpha(t)}z \end{array} \right), & t \in (s_0, \sigma_2), \\
\left[ \lim_{t \to \sigma_2^+} \tilde{\omega}(t; z) \right] \cdot \left( \begin{array}{cc} 1 & 1 \\ z \sigma_2 + 1 - t & 1 \end{array} \right) \sigma_2, & t \notin (s_0, s_0), \end{cases}$$

if $\kappa > 0$, and in the same way with $\sigma_2$ replaced by $\sigma_1$ if $\kappa = 0$.

It was shown in [26, Lemma 10.5] that the chain $(\tilde{\omega}(t; z))_{t \geq s_0}$ is an end section of $\omega_{\tilde{\mathfrak{h}}}$. Computing $\tilde{\omega}(t; z)$ explicitly for $t \in (s_0, \sigma_2)$ ($t \in (s_0, \sigma_1)$, respectively) gives

$$\tilde{\omega}(t; z) = \left( \begin{array}{cc} B_t(z) \alpha(t) & -\alpha(t) A_t(z) + \frac{B_t(z)}{z^2} + \frac{\alpha_t B_t(z)}{z} \\
z D_t(z) \alpha(t) & -\alpha(t) z C_t(z) + D_t(z) + \frac{\alpha_t}{\alpha(t)} z D_t(z) \end{array} \right).$$

Let notation involving a tilde have its obvious meaning. Differentiating $\tilde{C}_t$ with respect to $z$, we find that $\tilde{\gamma}(t) = -\frac{1}{\alpha(t)}$. Hence

$$\lim_{t \to s_0^-} \frac{d}{dt} (\tilde{\alpha}(t) + \tilde{\gamma}(t)) = -\infty$$

since $\tilde{\alpha}(t)$ is non-decreasing, and thus $(\tilde{\omega}(t; z))_{t \geq s_0}$ exhausts the last connected component of the chain $\omega_{\tilde{\mathfrak{h}}}$. Moreover,

$$\lim_{t \to s_0^-} \tilde{\omega}(t; z) \cdot z^{2D_t(z)} = 0$$
by the assumption \( \lim_{\pi} \) for \( \mathfrak{h} \), and hence the intermediate Weyl coefficient of \( \omega_0 \) at the singularity located at the infimum of the last connected component of its domain is equal to 0. It follows that the part of \( \omega_0 \) to the left of its singularity is just one indivisible interval of type \( \frac{\pi}{2} \) and infinite length.

Referring to Lemma 4.14 (or Lemma 4.9 in the case when \( \kappa = 0 \)) we obtain

\[
\lim_{t \searrow \sigma_0} \tilde{A}_t(z) = \lim_{t \searrow \sigma_0} \frac{B_t(z)}{z^2} = 1,
\]

\[
\lim_{t \searrow \sigma_0} \frac{\alpha_t}{z^2} = \lim_{t \searrow \sigma_0} \left( -\beta(t) - \left( \frac{B_t(z)}{z^2} \right)' \right)_{z=0} = 0.
\]

From this we get \( \lim_{t \searrow \sigma_0} \tilde{B}_t(z) = 0 \). Using \( \lim_{t \searrow \sigma_0} \alpha(t) \tau(t) = 0 \) and the fact that the family in (4.19) is a normal family, we see that

\[
\lim_{t \searrow \sigma_0} \tilde{D}_t(z) = \lim_{t \searrow \sigma_0} \left( -\alpha(t) \tau(t) z^2 \frac{C_t(z)}{\tau(t) z^2} + D_t(z) + \frac{\alpha_t}{\alpha(t)} z D_t(z) \right) = 1.
\]

Hence \( \tilde{h} \) satisfies \( \lim_{\pi} \), which by Remark 4.12 implies that \( \lim_{t \searrow \sigma_0} \bar{\alpha}(t) = 0 \). Finally,

\[
\frac{\bar{C}_t(z)}{\bar{\tau}(t) z^2} = -D_t(z),
\]

and hence

\[
\lim_{t \searrow \sigma_0} \frac{\bar{C}_t(z)}{|\bar{\alpha}(t) + \bar{\tau}(t) z^2|} = \lim_{t \searrow \sigma_0} \frac{\bar{C}_t(z)}{|\bar{\alpha}(t) + \bar{\tau}(t) z|} = 1,
\]

which is \( \lim_{\pi} \) for \( \bar{h} \).

\[ \square \]

**Lemma 4.16.** Let \( \mathfrak{h} \) be a singular general Hamiltonian which is either positive definite or indefinite from the class \( \mathcal{F}_{\overline{\pi}} \) satisfying \( \lim_{\pi} \). Then

\[
\text{ind}_{\pi} \left( \frac{1}{z^2 + 1} q_{b_0}(z) \right) = \text{ind}_{\pi} q_{b_0}(z) + 1.
\]

Let \( \tilde{h} \) be the singular general Hamiltonian with Titchmarsh–Weyl coefficient \( \frac{1}{z^2 + 1} q_{b_0}(z) \). Then \( \tilde{h} \) is indefinite, belongs to \( \mathcal{F}_{\overline{\pi}} \) and satisfies \( \lim_{\pi} \) and \( \lim_{\pi}' \).

**Proof.** Set \( \kappa := \text{ind}_{\pi} \mathfrak{h} \). For the same reason as in the proof of Lemma 4.15 the function \( \frac{1}{z^2 + 1} q_{b_0}(z) \) is a generalized Nevanlinna function with negative index \( \kappa + 1 \), and \( \bar{h} \in \mathcal{F}_{\overline{\pi}} \).

Again let us compute the maximal chain \( \omega_0 \) explicitly. Let \( s_0 \in [\sigma_1, \sigma_2] \) (or \( s_0 \in [\sigma_0, \sigma_1] \) if \( \kappa = 0 \) be maximal such that \( (\sigma_1, s_0) \) (or \( (\sigma_0, s_0) \), respectively) is indivisible of type \( \frac{\pi}{2} \). Set \( R_t := \text{Re} \frac{B_{t}(z)}{\lambda_t(z)} \) and \( J_t := \text{Im} \frac{B_{t}(z)}{\lambda_t(z)} \). Note that \( J_t > 0 \) for \( t > s_0 \) since for such values of \( t \) the function \( \frac{B_{t}}{\lambda_t} \) is a non-constant positive definite Nevanlinna function.
(i.e. from the class $\mathcal{M}_0$) by Lemma 4.13, cf. 2.13. Define a function $\tilde{\omega}$ by the following formulae: if $\kappa > 0$, let

$$\tilde{\omega}(t; z) := \begin{cases} \left( \begin{array}{cc} \frac{1}{z^2 + 1} & 0 \\ 0 & 1 \end{array} \right) \omega_\eta(t; z) \begin{pmatrix} 1 - \frac{R_t}{J_t} & -zJ_t(1 + \frac{R_t^2}{J_t^2}) \\ \frac{J_t}{z} & 1 + \frac{R_t}{J_t} \end{pmatrix}, & t \in (s_0, \sigma_2), \\
\lim_{t \downarrow \sigma_2} \tilde{\omega}(t; z) \cdot W(t, \phi)(z), & t \in (\sigma_2, \sigma_2 + 1),
\end{cases}$$

where $l(t) := \frac{1}{\sigma_2 + 1 - t} - 1$, $\phi := -\arccot \left( \lim_{t \downarrow \sigma_2} R_t \right)$ and $W(t, \phi)$ was defined in (2.10); if $\kappa = 0$, use the same formulae with $\sigma_2$ replaced by $\sigma_1$.

We know from [26, Lemma 10.8] that the chain $(\tilde{\omega}(t; z))_{t > s_0}$ is an end section of $\omega_\eta$. Let us again compute $\tilde{\omega}(t; z)$ explicitly for $t \in (s_0, \sigma_2)$:

$$\tilde{\omega}(t; z) = \begin{pmatrix} 1 - \frac{R_t}{J_t}C_t(z) + \frac{J_t}{z}D_t(z) & -zJ_t(1 + \frac{R_t^2}{J_t^2})A_t(z) + (1 + \frac{R_t}{J_t})B_t(z) \\ \frac{J_t}{z} & 1 + \frac{R_t}{J_t} \end{pmatrix}.$$  

From the assumption $(\lim \omega_\eta)$, Lemma 4.14 (in the case when $\eta$ is indefinite), Remark 4.8 and Lemma 4.9 (in the case when $\eta$ is definite) it follows that

$$\lim_{t \downarrow \sigma_1} \frac{B_t(z)}{\alpha(t)A_t(z)} = z,$$

which implies that $\lim_{t \downarrow \sigma_1} \frac{1}{\alpha(t)} (R_t + iJ_t) = i$ and hence

$$\lim_{t \downarrow \sigma_1} \frac{R_t}{\alpha(t)} = 0, \quad \lim_{t \downarrow \sigma_1} \frac{J_t}{\alpha(t)} = 1, \quad \lim_{t \downarrow \sigma_1} \frac{R_t}{J_t} = 0. \quad (4.25)$$

If we differentiate $\tilde{C}_t$ with respect to $z$ and set $z = 0$, we obtain

$$\tilde{\gamma}(t) = \gamma(t) - \frac{1}{\tilde{J}_t}. \quad (4.26)$$

Hence $\lim_{t \downarrow \sigma_1} t\tilde{\gamma}(t) = -\infty$, and we conclude that $(\tilde{\omega}(t; z))_{t > \sigma_1}$ exhausts the last connected component of the chain $\omega_\eta$. The relations in (4.25) imply that $\lim_{t \downarrow \sigma_1} \tilde{B}_t(z) = 0$. We can write

$$\tilde{D}_t = -z^2 \alpha(t) \gamma(t) \frac{J_t}{\alpha(t)} \left( 1 + \frac{R_t}{J_t} \right) \frac{C_t}{\gamma(t) z} + \left( 1 + \frac{R_t}{J_t} \right) D_t.$$  

This together with Lemma 4.3, Lemma 4.14 and the relations in (4.25) implies that $\lim_{t \downarrow \sigma_1} \tilde{D}_t(z) = 1$. In particular, the intermediate Weyl coefficient of $\omega_\eta$ at $\sigma_1$ is equal to 0. Next, we compute

$$\lim_{t \downarrow \sigma_1} (1 + z^2)A_t(z) = \lim_{t \downarrow \sigma_1} \left[ \left( 1 - \frac{R_t}{J_t} \right) A_t(z) + \frac{z}{J_t} B_t(z) \right]$$

$$= \lim_{t \downarrow \sigma_1} \left[ A_t(z) - \frac{R_t}{J_t} A_t(z) + z^2 \frac{\alpha(t)}{J_t} B_t(z) \right] = 1 + z^2.$$
By analyticity, thus \( \lim_{r \searrow \sigma_1} \tilde{A}_r(z) = 1 \). As in the previous lemma we therefore have \( \lim_{r \searrow \sigma_1} \tilde{\alpha}(r) = 0 \) by Remark 4.12. Finally, using \((4.26), (4.25), \text{Lemma} 4.3 \) and Lemma 4.14 we obtain

\[
\lim_{t \searrow \sigma_1} \frac{C_t(z)}{|t_t(t)|z} = \lim_{t \searrow \sigma_1} \frac{1}{\tilde{\alpha}(r) + \gamma(t) - \frac{\alpha(t)}{J_t}} \left[ \left(1 - \frac{R_t}{J_t}\right)C_t(z) + \frac{z}{J_t}D_t(z) \right] = \lim_{t \searrow \sigma_1} \frac{1}{\alpha(t)(\tilde{\alpha}(t) + \alpha(t)\gamma(t) - \frac{\alpha(t)}{J_t})} \left[ \alpha(t)\gamma(t) \left(1 - \frac{R_t}{J_t}\right)C_t(z) + \frac{\alpha(t)}{J_t}D_t(z) \right] = 1,
\]

which shows that \((\lim_{\tilde{t}_i})\) is valid for \( \tilde{h} \). □

**Lemma 4.17.** Let \( h \) be a singular general Hamiltonian which is either positive definite or indefinite from the class \( \tilde{F}_H \), satisfying \((\lim_{\tilde{t}}), (\lim_{\tilde{t}'}_{\tilde{t}})\). Moreover, let \( a \in \mathbb{R} \). Then \( \text{ind}_- q_h(z + a) = \text{ind}_- q_h(z) \).

Let \( \tilde{h} \) be the singular general Hamiltonian whose Titchmarsh–Weyl coefficient is \( q_h(z + a) \); then \( \text{ind}_- \tilde{h} = \text{ind}_- h \). If \( h \) is indefinite, then \( \tilde{h} \) belongs to \( \tilde{F}_H \) and satisfies \((\lim_{\tilde{t}}), (\lim_{\tilde{t}'}_{\tilde{t}})\).

Proof. The fact that \( \text{ind}_- q_h(z + a) = \text{ind}_- q_h(z) \) is trivial. Hence, in the case where \( h \) is positive definite, there is nothing to prove.

Consider the case when \( \text{ind}_- h > 0 \). The multiplicity of \( \infty \) as a generalized zero of non-positive type of the function \( q_h(z + a) \) is the same as its multiplicity of \( q_h \). Thus \( \tilde{h} \in \tilde{F}_H \).

We claim that on the last component of its domain the maximal chain \( \tilde{\omega}_h \) is (up to a reparameterization) given by

\[
\tilde{\omega}(t; z) := \omega_h(t; z + a)\omega_h(t; a)^{-1}, \quad t \in (\sigma_1, \sigma_2).
\]

The facts that all matrices \( \tilde{\omega}(t; \cdot) \) appear in the last component of the chain \( \tilde{\omega}_h \) and that \( \lim_{t \searrow \sigma_2} \omega_h(t) = +\infty \) have been shown in [26, Lemma 10.2]. In order to see that \( \tilde{\omega} \) exhausts the last component of \( \tilde{\omega}_h \), it is sufficient to show that the limit \( \lim_{t \searrow \sigma_1} \tilde{\omega}(t; \cdot) \) does not exist. Let \( v \in \mathbb{R} \cup \{\infty\} \) be given; then

\[
\tilde{\omega}(t; z) \ast v = \omega_h(t; z + a) \ast (\omega_h(t; a)^{-1} \ast v).
\]

Since \( \omega_h(t; a)^{-1} \ast v \in \mathbb{R} \cup \{\infty\} \),

\[
\lim_{t \searrow \sigma_1} \tilde{\omega}(t; z) \ast v = 0.
\]

In particular, it does not depend on the value of \( v \); thus \( \tilde{h} \) is in the limit point case and therefore the limit \( \lim_{t \searrow \sigma_1} \tilde{\omega}(t; \cdot) \) cannot exist. We also see that the intermediate Weyl
assumption \( \lim_{\sigma_1} \).

Explicitly, \( \tilde{\omega}(t;z) \) equals

\[
\begin{pmatrix}
D_t(a)A_t(z+a) - C_t(a)B_t(z+a) & -B_t(a)A_t(z+a) + A_t(a)B_t(z+a) \\
D_t(a)C_t(z+a) - C_t(a)D_t(z+a) & -B_t(a)C_t(z+a) + A_t(a)D_t(z+a)
\end{pmatrix}
\]

for \( t \in (\sigma_1, \sigma_2) \). Our assumption that \( h \) satisfies \( \lim_{\sigma_1} \) immediately implies that \( \lim_{\sigma_1} \tilde{B}_t = 0 \). By Lemma 4.14 applied to \( h \), we have

\[
\lim_{\sigma_1 \setminus \sigma_1} C_t(a)B_t(z+a) = 0, \quad \lim_{\sigma_1 \setminus \sigma_1} B_t(a)C_t(z+a) = 0,
\]

and hence

\[
\lim_{\sigma_1 \setminus \sigma_1} \tilde{A}_t(z) = \lim_{\sigma_1 \setminus \sigma_1} \tilde{D}_t(z) = 1.
\]

We need to consider \( \tilde{C}_t(z) \). First note that \( \lim_{\sigma_1 \setminus \sigma_1} C_t(z) = -1 \) (which is true by the assumption (\( \lim_{\sigma_1} \))) implies that \( \lim_{\sigma_1 \setminus \sigma_1} C_t(z) = -1 \), and hence \( \lim_{\sigma_1 \setminus \sigma_1} \frac{C_t(z)}{\gamma(t)} = -1 \). Moreover, \( \frac{C_t(a)}{\gamma(t)} \) is bounded by Lemma 4.14, and \( \lim_{\sigma_1 \setminus \sigma_1} D_t'(t) = 0 \) because of the assumption (\( \lim_{\sigma_1} \)). Hence

\[
\lim_{\sigma_1 \setminus \sigma_1} \frac{\tilde{C}_t(z)}{\gamma(t)} = \lim_{\sigma_1 \setminus \sigma_1} \frac{-C_t'(0)}{\gamma(t)} = \lim_{\sigma_1 \setminus \sigma_1} \left[ -D_t(a) \frac{C_t'(a)}{\gamma(t)} + \frac{C_t(a)}{\gamma(t)} D_t'(a) \right] = 1.
\]

It follows that

\[
\lim_{\sigma_1 \setminus \sigma_1} \frac{-\tilde{C}_t(z)}{\tilde{t}_h(t)} = \lim_{\sigma_1 \setminus \sigma_1} \frac{\tilde{C}_t(z)}{\tilde{t}_h(t)} = \lim_{\sigma_1 \setminus \sigma_1} \frac{\tilde{C}_t(z)}{\gamma(t)} = \lim_{\sigma_1 \setminus \sigma_1} \left[ D_t(a) \frac{C_t(z+a)}{\gamma(t)} - \frac{C_t(a)}{\gamma(t)} D_t(z+a) \right] = -(z+a) + a = -z,
\]

which implies \( \lim_{\sigma_1} \) for \( \tilde{h} \). \( \square \)

**Lemma 4.18.** Let \( h \) be a singular general Hamiltonian which is either positive definite or indefinite from the class \( \mathcal{F}_{\pi} \) satisfying \( \lim_{\sigma_1} \), \( \lim_{\sigma_1} \). Moreover, let \( r > 0 \).

Then \( \text{ind}_{-} q_h(rz) = \text{ind}_{-} q_h(z) \).

Let \( \tilde{h} \) be the singular general Hamiltonian with Titchmarsh–Weyl coefficient \( q_h(rz); \) then \( \text{ind}_{-} \tilde{h} = \text{ind}_{-} h \). If \( h \) is indefinite, then \( \tilde{h} \) belongs to \( \mathcal{F}_{\pi} \) and satisfies \( \lim_{\sigma_1} \), \( \lim_{\sigma_1} \).

**Proof.** Again the fact that \( \text{ind}_{-} q_h(rz) = \text{ind}_{-} q_h(z) \) is trivial, and therefore we have nothing to prove if \( \text{ind}_{-} h = 0 \).
Assume that $\text{ind}_- h > 0$. The multiplicity of $\infty$ as a generalized zero of non-positive type of the function $q_h(\tau z)$ is the same as its multiplicity of $q_h$. Thus $\tilde{h} \in H_{\pi_2}$. The same arguments as in Lemma 4.17 show that $\omega_{\tilde{h}}$ is, on the last component of its domain, given by
\[ \omega(t; z) = \omega_h(t; rz), \quad t \in (\sigma_1, \sigma_2); \]
see also [26, Lemma 10.1]. The required limit relations of $\omega_{\tilde{h}}$ are immediate from this formula. □

Now we are ready to finish the proof of Theorem 4.1 in the case $\alpha = \pi_2$.

**Proof (of Theorem 4.1, case $\alpha = \pi_2$).** By prolonging $h$ if necessary, we may assume, without loss of generality, that $h$ is singular. Assume that it is from the class $H_{\pi_2}$. Then, by Theorem 3.1, $q_h$ has a generalized zero of non-positive type of multiplicity $\kappa := \text{ind}_- q_h$ at $\infty$. Thus, it cannot have any zeros in $\mathbb{C} \setminus \mathbb{R}$ or generalized zeros of non-positive type on $\mathbb{R}$. By the corollary in [8] we have
\[ q_h(z) = \left[ \prod_{l=1}^\kappa (z - a_l)(z - \bar{a}_l) \right]^{-1} \cdot q_0(z), \]
where $a_1, \ldots, a_\kappa$ denote the poles of $q_h$ in $\mathbb{C}^+$ and the generalized poles of non-positive type on $\mathbb{R}$ (according to their multiplicities) and where $q_0$ is from $\mathcal{M}_0$.

We see that the function $q_h$ can be produced starting from $q_0$ (multiplied by a positive constant) and applying a finite sequence of the transformations studied above. The Hamiltonian corresponding to $q_0$ is positive definite, i.e. it is in the limit circle case at its left endpoint and hence satisfies $(\lim_{\pi_2})$ trivially. By Lemmas 4.15–4.18 the properties $(g_{H_0})$, $(g_{H_{\pi_2}})$ and $(\lim_{\pi_2})$, $(\lim'_{\pi_2})$ are inherited in each step of the induction process. Thus they hold for the maximal chain associated with $q_h$. □

**Remark 4.19.** If $H$ does not start with an indivisible interval at $\sigma_1$, then it follows from (4.21) and $(\lim'_{\pi_2})$ that
\[ \lim_{t \searrow \sigma_1} \frac{B_t(z)G_t(z)}{z^\alpha(t)\gamma(t)} = 1 \]
locally uniformly on $\mathbb{C}$.

Let us return to the fact already announced in Remark 4.12 (i).

**Corollary 4.20.** Let $H$ be a Hamiltonian defined on an interval $(a, b)$ which satisfies the conditions $(\text{I}_{-0})$, $(\text{HS}_{0})$ and $\Delta_-(H) < \infty$. Then $(G_2)$ holds.

**Proof.** Set
\[ H_0(x) := (x - a)^{-2} \xi_0^T \xi_0, \quad x \in (a - 1, a); \quad \dot{\theta} := 0, b_1 := 0, d_j := 0. \]
Since $H$ satisfies $(I_0^{-})$, $(HS_0^{-})$ and $\Delta_-(H) < \infty$, the data

$$a - 1, a, b, \ H_0, H, \ \bar{\sigma}_j, b_j, d_j, \ E := \{a - 1, b\}$$

constitutes a general Hamiltonian $\mathfrak{h} \in \mathfrak{H}_\delta^\pi$. By Theorem 4.1 we have $\lim_{\tau \downarrow a} \xi_0^T \omega_{\mathfrak{h}}(t; z) \xi_0 = 1$ locally uniformly on $\mathbb{C}$. Now $(G_2)$ follows from Remark 4.12 (iii). $\square$

e. General values of $\alpha \in [0, \pi]$.

Let $\alpha \in [0, \pi)$ and a general Hamiltonian $\mathfrak{h} \in \mathfrak{H}_\alpha$ be given. It follows from Lemma 2.26 that the general Hamiltonian $\bigcirc_{\alpha - \frac{\pi}{2}} \mathfrak{h}$ belongs to $\mathfrak{H}_\pi^\pi$. By the already proved case $\alpha = \frac{\pi}{2}$ of Theorem 4.1 we have

$$\lim_{t \downarrow \sigma_1} \xi_0^T \omega_{\bigcirc_{\alpha - \frac{\pi}{2}} \mathfrak{h}}(t) \xi_0 = \lim_{t \downarrow \sigma_1} \xi_0^T \omega_{\bigcirc_{\alpha - \frac{\pi}{2}} \mathfrak{h}}(t) \xi_0 = 1,$$

$$\lim_{t \downarrow \sigma_1} \xi_0^T \omega_{\bigcirc_{\alpha - \frac{\pi}{2}} \mathfrak{h}}(t) \xi_0 = 0.$$  \hspace{1cm} (4.27)

However,

$$\omega_{\bigcirc_{\alpha - \frac{\pi}{2}} \mathfrak{h}} = \bigcirc_{\alpha - \frac{\pi}{2}} \omega_{\mathfrak{h}} = N_{\alpha - \frac{\pi}{2}} \omega_{\mathfrak{h}} N^{\ast}_{\alpha - \frac{\pi}{2}}$$

and

$$N^{\ast}_{\alpha - \frac{\pi}{2}} \xi_0 = \xi_{\alpha - \frac{\pi}{2}}, \quad N^{\ast}_{\alpha - \frac{\pi}{2}} \xi_\pi = \xi_\alpha.$$ 

Substituting in (4.27), gives

$$\lim_{t \downarrow \sigma_1} \xi_0^T \omega_{\bigcirc_{\alpha - \frac{\pi}{2}} \mathfrak{h}}(t) \xi_0 = \lim_{t \downarrow \sigma_1} \xi_0^T \omega_{\mathfrak{h}}(t) \xi_\alpha = 1, \quad \lim_{t \downarrow \sigma_1} \xi_0^T \omega_{\mathfrak{h}}(t) \xi_\alpha = 0,$$

and this is (lim $\alpha$). The relation (lim $\alpha$) follows in the same way. This concludes the proof of Theorem 4.1 also for arbitrary values of $\alpha$.

f. A continuity result for general Hamiltonians of arbitrary form.

We can deduce an interesting continuity result for the fundamental solution of an arbitrary general Hamiltonian.

**Theorem 4.21.** Let $\mathfrak{h}$ be a general Hamiltonian with $\text{ind}_- \mathfrak{h} > 0$ given by the data

$$\sigma_0, \ldots, \sigma_{n+1}, \ H_i, \ \bar{\sigma}_i, b_i, d_i, \ E.$$ 

Moreover, let $\omega_{\mathfrak{h}}(x; z)$ be the (finite) maximal chain associated with $\mathfrak{h}$ and set

$$t_{\mathfrak{h}}(x) := t(\omega_{\mathfrak{h}}(x; \cdot)), \quad \phi_i := \phi_-(H_i), \ i = 1, \ldots, n.$$ 

For each $i = 1, \ldots, n$, there exist real polynomials $p_i, q_i$ and real and entire functions $e_i, f_i$ such that the following statements hold.

1. For each $i = 1, \ldots, n$, the polynomials $p_i$ and $q_i$ satisfy $p_i(0) = q_i(0) = 1$, have no common zeros and no real zeros. Each $p_i$ and $q_i$ has even degree which does not exceed $2 \text{ind}_- \mathfrak{h}_{|_{\sigma_i}}$. 

(ii) For each \( i = 1, \ldots, n \), the functions \( e_i \) and \( f_i \) satisfy \( e_i(0) = 1 \) and \( f_i(0) = 0 \) and have no common zeros. They are of bounded type in \( \mathbb{C}^+ \) and belong to the Pólya class (in particular, they have no non-real zeros).

(iii) The intermediate Weyl coefficient \( q_{b, \sigma} \) of \( h \) at the singularity \( \sigma_i \) is represented as the quotient
\[
q_{b, \sigma}(z) = \frac{q_i(z)f_i(z)}{p_i(z)e_i(z)}.
\]

(iv) The following limit relations hold locally uniformly on \( \mathbb{C} \):
\[
\lim_{x \to \sigma_i} \xi^T \frac{\omega_h(x; z) \xi_{\phi_i} + \frac{\pi}{2}}{-t_h(x)} = zp_i(z)e_i(z),
\]
\[
\lim_{x \to \sigma_i} \xi^T \frac{\omega_h(x; z) \xi_{\phi_i} + \frac{\pi}{2}}{-t_h(x)} = zq_i(z)f_i(z).
\]

Proof. Let \( i \in \{1, \ldots, n\} \) be fixed. By appropriately prolonging \( h \) if necessary, we can achieve that \( h \) is singular. Of course, prolonging \( h \) does not influence the limits under consideration. Moreover, using rotation isomorphisms in the routine way we see that it is enough to consider the case that \( \phi_i = 0 \). If \( i = 1 \) and the interval \( (\sigma_0, \sigma_1) \) is indivisible, then the assertions follow immediately from Theorem 4.1 with \( p_1(z) = q_1(z) = e_1(z) = 1 \), \( f_1(z) = 0 \); note that in this case \( q_{b, \sigma}(z) = 0 \). Hence in the following we assume that \( h_{\sigma_i} \) is not just one indivisible interval.

Step 1: existence of limits from above.

Set
\[
\tilde{H}_0(x) := (x - \sigma_i)^{-2} \xi_{\phi_i}^T \xi_{\phi_i}, \quad x \in (\sigma_i - 1, \sigma_i),
\]
\[
\tilde{H}_1(x) := H_i(x), \quad x \in (\sigma_i, \sigma_{i+1}),
\]
\[
\tilde{d} := 0, \tilde{b}_1 := 0, \tilde{d}_j := 0,
\]
and choose a point \( s_0 \in (\sigma_i, \sigma_{i+1}) \) which is not inner point of an indivisible interval. Then the data
\[
\sigma_i - 1, \sigma_i, \sigma_{i+1}, \tilde{H}_0, \tilde{H}_1, \tilde{d}, \tilde{b}_1, \tilde{d}_j, E := \{\sigma_i - 1, s_0, \sigma_{i+1}\}
\]
constitutes a general Hamiltonian \( \tilde{h} \in \mathcal{H}_E \).

Choose \( x_0 \in (\sigma_i, \sigma_{i+1}) \), and set
\[
M(z) := \omega_h(x_0; z)\omega_{\tilde{h}}(x_0; z)^{-1}, \tag{4.28}
\]
so that \( \omega_h(x_0; z) = M(z) \omega_h'(x_0; z) \). Since \( \omega_h \) and \( \omega_h' \) both satisfy the canonical differential equation with Hamiltonian \( H_1 \) on the interval \((\sigma_i, \sigma_{i+1})\), we have

\[
\omega_h(y; z)^{-1} \omega_h(x; z) = \omega_h'(y; z)^{-1} \omega_h'(x; z), \quad x, y \in (\sigma_i, \sigma_{i+1}).
\]

It follows that

\[
\omega_h(x; z) = M(z) \omega_h'(x; z), \quad x \in (\sigma_i, \sigma_{i+1}).
\]  

(4.29)

Explicitly, \( \omega_h(x; z) \) has the form

\[
\begin{pmatrix}
m_{11}(z)\omega_h'(x; z)_{11} + m_{12}(z)\omega_h'(x; z)_{21} & m_{11}(z)\omega_h'(x; z)_{12} + m_{12}(z)\omega_h'(x; z)_{22} \\
m_{21}(z)\omega_h'(x; z)_{11} + m_{22}(z)\omega_h'(x; z)_{21} & m_{21}(z)\omega_h'(x; z)_{12} + m_{22}(z)\omega_h'(x; z)_{22}
\end{pmatrix}
\]

where \( M(z) = (m_{ij}(z))_{i,j=1}^2 \). By Theorem 4.1 we have (locally uniformly on \( \mathbb{C} \))

\[
\lim_{x \searrow \sigma_i} \omega_h'(x; z)_{11} = \lim_{x \searrow \sigma_i} \omega_h'(x; z)_{22} = \lim_{x \searrow \sigma_i} \frac{\omega_h'(x; z)_{21}}{-t_h(x)z} = 1,
\]

\[
\lim_{x \searrow \sigma_i} \omega_h'(x; z)_{12} = 0,
\]

and hence (again locally uniformly on \( \mathbb{C} \))

\[
\begin{align*}
\lim_{x \searrow \sigma_i} \omega_h'(x; z)_{12} &= m_{12}(z), & \lim_{x \searrow \sigma_i} \omega_h'(x; z)_{22} &= m_{22}(z), \\
\lim_{x \searrow \sigma_i} \frac{\omega_h'(x; z)_{11}}{-t_h(x)} &= zm_{12}(z), & \lim_{x \searrow \sigma_i} \frac{\omega_h'(x; z)_{21}}{-t_h(x)} &= zm_{22}(z).
\end{align*}
\]  

(4.30)

Since \( t_h \) and \( t_h' \) are both anti-derivatives of \( \text{tr} H \), they differ only by a constant, and hence

\[
\lim_{x \searrow \sigma_i} \frac{t_h(x)}{t_h'(x)} = 1.
\]

This shows the existence of the limits in \((iv)\) from above. It follows that the intermediate Weyl coefficient \( q_{h,\sigma_i} \) can be computed as follows:

\[
q_{h,\sigma_i}(z) = \lim_{x \searrow \sigma_i} \omega_h'(x; z) \ast 0 = \frac{m_{12}(z)}{m_{22}(z)}.
\]  

(4.31)

**Step 2: the functions \( p_i, q_i \) and \( e_i, f_i \).**

Since the entries of \( \omega_h(x_0; z) \) and \( \omega_h'(x; z) \) are real, entire and of bounded type in \( \mathbb{C}^+ \), also the functions \( m_{12} \) and \( m_{22} \) possess these properties. Moreover, since \( \det M(z) = 1 \), they cannot have common zeros. Finally, since \( M(0) = I \), we have \( m_{12}(0) = 0 \) and \( m_{22}(0) = 1 \).
The function $q_{0,\sigma_i}$ belongs to the generalized Nevanlinna class $\mathcal{N}_{<\infty}$, and $\text{ind}_- q_{0,\sigma_i} = \text{ind}_- \mathcal{h}_n \sigma_i$. Hence the total multiplicity of poles (or zeros) of $q_{0,\sigma_i}$ in $\mathbb{C}^+$ does not exceed $\text{ind}_- \mathcal{h}_n \sigma_i$. Denote by $d_{m_{12}}(w)$ the multiplicity of $w$ as a zero of $m_{12}$, let $d_{m_{22}}(w)$ be defined correspondingly, and set

$$p_i(z) := \prod_{w \in \mathbb{C}^+: m_{22}(w) = 0} \left[ \frac{1 - \frac{z}{w}}{1 - \frac{z}{\bar{w}}} \right]^{d_{m_{22}}(w)}, \quad e_i(z) := \frac{m_{22}(z)}{p_i(z)},$$

$$q_i(z) := \prod_{w \in \mathbb{C}^+: m_{12}(w) = 0} \left[ \frac{1 - \frac{z}{w}}{1 - \frac{z}{\bar{w}}} \right]^{d_{m_{12}}(w)}, \quad f_i(z) := \frac{m_{12}(z)}{q_i(z)}.$$

Clearly, the polynomials $p_i$ and $q_i$ have all properties stated in $(i)$, and the functions $e_i$ and $f_i$ have the properties $(ii)$ (Pólya class is a consequence of bounded type). The assertion $(iii)$ is just (4.31). The limits in $(iv)$, when $x$ approaches $\sigma_i$ from above, are just (4.30).

**Step 3: existence of limits from below.**

Set $V := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$, and

$$\hat{H}_0(x) := (x + \sigma_i)^{-2} \xi \xi^T, \quad x \in (-\sigma_i - 1, -\sigma_i),$$

$$\hat{H}_1(x) := VH_{i-1}(-x)V, \quad x \in (-\sigma_i, -\sigma_{i-1}),$$

$$\hat{d} := 0, \hat{b}_1 := 0, \hat{d}_j := 0.$$

If $i > 1$, choose a point $s_0 \in (\sigma_{i-1}, \sigma_i)$ which is not inner point of an indivisible interval. For $i = 1$, set $s_0 := \sigma_0$. Then the data

$$-\sigma_i - 1, -\sigma_i, -\sigma_{i-1}, \quad \hat{H}_0, \hat{H}_1, \quad \hat{d}, \hat{b}_1, \hat{d}_j, \quad E := \{-\sigma_i - 1, -s_0, -\sigma_{i-1}\}$$

constitutes a general Hamiltonian $\mathcal{h} \in \mathcal{H}_F$.

The functions $\omega_\mathcal{h}(x; z)$ and $V \omega_\mathcal{h}(-x; z)^{-1} V$ are both solutions of the canonical differential equation with Hamiltonian $H_1$. Hence, setting (with some fixed $x_0 \in (\sigma_{i-1}, \sigma_i)$)

$$N(z) := \omega_\mathcal{h}(x_0; z)[V \omega_\mathcal{h}(-x_0; z)^{-1} V]^{-1}$$

we have

$$\omega_\mathcal{h}(x; z) = N(z)[V \omega_\mathcal{h}(-x; z)^{-1} V], \quad x \in (\sigma_{i-1}, \sigma_i). \quad (4.32)$$

Explicitly, this relation reads as

$$\omega_\mathcal{h}(x; z) = \begin{pmatrix} n_{11}(z) \omega_\mathcal{h}(-x; z)_{22} + n_{12}(z) \omega_\mathcal{h}(-x; z)_{21} & n_{11}(z) \omega_\mathcal{h}(-x; z)_{12} + n_{12}(z) \omega_\mathcal{h}(-x; z)_{11} \\ n_{21}(z) \omega_\mathcal{h}(-x; z)_{22} + n_{22}(z) \omega_\mathcal{h}(-x; z)_{21} & n_{21}(z) \omega_\mathcal{h}(-x; z)_{12} + n_{22}(z) \omega_\mathcal{h}(-x; z)_{11} \end{pmatrix}.$$
Theorem 4.1 gives
\[ \lim_{x \to -\sigma_i} \omega_h(x; z)_{11} = \lim_{x \to -\sigma_i} \omega_h(x; z)_{22} = \lim_{x \to -\sigma_i} \frac{\omega_h(x; z)_{21}}{-t_h(x)z} = 1, \quad \lim_{x \to -\sigma_i} \omega_h(x; z)_{12} = 0, \]
and hence (note that \( \lim_{x \to \sigma_i} \frac{t_h(x)}{h(-x)} = 1 \)),
\[ \lim_{x \to \sigma_i} \omega_h(x; z)_{12} = n_{12}(z), \quad \lim_{x \to \sigma_i} \omega_h(x; z)_{22} = n_{22}(z), \]
\[ \lim_{x \to \sigma_i} \omega_h(x; z)_{11} = zn_{12}(z), \quad \lim_{x \to \sigma_i} \omega_h(x; z)_{21} = zn_{22}(z). \]

Step 4: equality of limits from above and below.
For the same reason as in Steps 1 and 2 above, the functions \( n_{12} \) and \( n_{22} \) are real, entire, of bounded type, satisfy \( n_{12}(0) = 0, \ n_{22}(0) = 1 \), have no common zeros, and represent the intermediate Weyl coefficient as the quotient
\[ q_{h, \sigma_i}(z) = \frac{n_{12}(z)}{n_{22}(z)}. \]
Hence we may factorize
\[ n_{22}(z) = p_i(z)\tilde{e}_i(z), \quad n_{12}(z) = q_i(z)\tilde{f}_i(z), \]
where \( p_i \) and \( q_i \) are the polynomials defined in Step 2, and where the functions \( \tilde{e}_i \) and \( \tilde{f}_i \) also have the properties formulated in (ii) and (iii) for \( e_i \) and \( f_i \).
Because of the assumption that \( h_{\sigma_i} \) is not just an indivisible interval, the functions \( e_i, \tilde{e}_i, f_i, \tilde{f}_i \) are not identically equal to zero. Since they have only real zeros, belong to the Pólya class, are real, and are of bounded type, they can be represented as the products
\[ e_i(z) = \lim_{R \to \infty} \prod_{\rho_i(x) = 0 \atop |x| \leq R} \left( 1 - \frac{z}{x} \right)^{\varphi_i(x)}, \quad \tilde{e}_i(z) = \lim_{R \to \infty} \prod_{\rho_i(x) = 0 \atop |x| \leq R} \left( 1 - \frac{z}{x} \right)^{\varphi_i(x)}, \]
\[ f_i(z) = z \lim_{R \to \infty} \prod_{\rho_i(x) = 0 \atop |x| \leq R} \left( 1 - \frac{z}{x} \right)^{\varphi_i(x)}, \quad \tilde{f}_i(z) = z \lim_{R \to \infty} \prod_{\rho_i(x) = 0 \atop |x| \leq R} \left( 1 - \frac{z}{x} \right)^{\varphi_i(x)}, \]
cf. [40, Theorem V.11]. However, \( \frac{m_{12}(z)}{m_{22}(z)} = \frac{n_{12}(z)}{n_{22}(z)} \), and hence the absence of common zeros implies that the functions \( e_i \) and \( \tilde{e}_i \), or \( f_i \) and \( \tilde{f}_i \), respectively, have the same zeros including multiplicities. Thus
\[ e_i = \tilde{e}_i, \quad f_i = \tilde{f}_i, \]
i.e. the limits in \((iv)\) from above and below coincide. \(\square\)

In (2.14) the intermediate Weyl coefficient \(q_{h, \sigma_i}\) at a singularity \(\sigma_i\) was defined as a limit for non-real \(z\). In the next corollary it is shown that this limit exists also for certain real \(z\) and coincides with the analytic continuation of \(q_{h, \sigma_i}(z)\).

COROLLARY 4.22. Let \(\mathfrak{h}\) be a general Hamiltonian and \(\sigma_i\) be one of its singularities. Further, let \(q_{h, \sigma_i}\) be the intermediate Weyl coefficient of \(\mathfrak{h}\) at \(\sigma_i\) and let \(P\) be the set of all poles of \(q_{h, \sigma_i}\). Then, for each \(\tau \in \mathbb{R} \cup \{\infty\}\), the relation

\[
q_{h, \sigma_i}(z) = \lim_{x \to \sigma_i} \omega_h(x; z) * \tau
\]  

(4.33)

holds on \(\mathbb{C} \setminus (P \cup \{0\})\) where the limit exists locally uniformly on this set (for \(\tau = \cot(\phi_i + \frac{\pi}{2})\) even on \(\mathbb{C} \setminus P\) where \(\phi_i\) is as in Theorem 4.21).

Proof. For \(z \neq 0\) this is an immediate consequence of the fact that the limits in Theorem 4.21 \((iv)\) exist locally uniformly on all of \(\mathbb{C}\). Next we consider the case \(z = 0\). For \(z = 0\) the right-hand side of (4.33) is equal to

\[
\lim_{x \to \sigma_i} \omega_h(x; 0) * \tau = \lim_{x \to \sigma_i} I * \tau = \tau.
\]

To calculate \(q_{h, \sigma_i}(0)\), replace the part of \(\mathfrak{h}\) to the right of \(\sigma_i\) by an indivisible interval \((\sigma_i, x_0)\) of type \(\phi_i + \frac{\pi}{2}\) which is regular at \(x_0\). Let us call this new general Hamiltonian \(\tilde{h}\). For \(x \in (\sigma_i, x_0)\) we have

\[
\omega_{\tilde{h}}(x; z) = \omega_{\tilde{h}}(x_0; z)W_{(l(x), \phi_i + \frac{\pi}{2})}(z)
\]

where \(l(x)\) is some positive function of \(x\) and \(W_{(l, \phi)}(z)\) is defined in (2.10). Set \(\phi' = \phi_i + \frac{\pi}{2}\). Then

\[
\omega_{\tilde{h}}(x; z) * \cot \phi' = \omega_{\tilde{h}}(x_0; z)W_{(l(x), \phi')}((z) * \cot \phi'
\]

\[
= \omega_{\tilde{h}}(x_0; z) * \left( \frac{1 - l(x)z \sin \phi' \cos \phi'}{-l(x)z \sin^2 \phi' \cot \phi' + 1 + l(x)z \sin \phi' \cos \phi'} \right)
\]

\[
= \omega_{\tilde{h}}(x_0; z) * \cot \phi'.
\]

Hence

\[
q_{h, \sigma_i}(z) = \lim_{x \to \sigma_i} \omega_h(x; z) * \cot \phi' = \lim_{x \to \sigma_i} \omega_{\tilde{h}}(x_0; z) * \cot \phi'
\]

\[
= \lim_{x \to 0} \omega_{\tilde{h}}(x_0; z) * \cot \phi' = \omega_{\tilde{h}}(x_0; 0) * \cot \phi' = I * \cot \phi' = \cot(\phi_i + \frac{\pi}{2}).
\]

For \(z = 0\) we obtain

\[
q_{h, \sigma_i}(0) = \omega_{\tilde{h}}(x_0; 0) * \cot \phi' = I * \cot \phi' = \cot(\phi_i + \frac{\pi}{2}).
\]

Hence the relation in (4.33) with \(z = 0\) is valid if and only if \(\tau = \cot(\phi_i + \frac{\pi}{2})\). \(\square\)

Note that the exception of the point \(0\) for \(\tau \neq \cot(\phi_i + \frac{\pi}{2})\) in Corollary 4.22 is actually necessary as is seen from the proof.
5. Regularized boundary values

In this section we prove the existence of regularized boundary values and the existence of a distinguished solution of (1.1) for which the limit towards the singularity exists. These results are then used to calculate the fundamental solution for a given Hamiltonian in the class $\mathcal{H}_\alpha$, and to determine how the Titchmarsh–Weyl coefficient changes when the parameters $\ddot{o}, b_j$ and $d_j$ are changed. For $\mathcal{P}(\hbar), \Gamma(\hbar)$ and $\psi(\hbar)$ see §2.e.

**Theorem 5.1.** Let $\hbar \in \mathcal{H}_\alpha$ be given by the data

$$\sigma_0, \sigma_1, \sigma_2, \quad H_0, H_1, \quad \ddot{o}, b, d, \quad E = \{s_0, \ldots, s_n\},$$

with $\min(E \cap (\sigma_1, \sigma_2)) = s_1$. Assume that $b_{\ddot{o}+1} = 0$ in the case when $\sigma_1$ is not left endpoint of an indivisible interval. Moreover, set $\Delta := \Delta(H_1)$, and denote by $w_l, \ l \in \mathbb{N}_0$, the unique absolutely continuous functions on $(\sigma_1, s_1)$ with (cf. (2.12))

$$w_0 \equiv \xi_\alpha, \quad w_{l+1} = JH_1 w_l, \ l \in \mathbb{N}_0,$$

$$w_l(s_1) \in \text{span}\{\xi_\alpha\}, \quad w_l|_{(\sigma_1, s_1)} \in L^2(H|_{(\sigma_1, s_1)}), \ l \geq \Delta.$$

Let $z \in \mathbb{C}$ and $\psi$ be a solution of the Hamiltonian system

$$y'(x) = zJH_1(x)y(x), \quad x \in (\sigma_1, \sigma_2). \quad (5.1)$$

Then the boundary value

$$\text{rbv}_r \psi := \lim_{x \searrow \sigma_1} \xi_\alpha^T \psi(x), \quad (5.2)$$

and the regularized boundary value

$$\text{rbv}_s(z) \psi := \lim_{x \searrow \sigma_1} \left[ \sum_{l=0}^{\Delta} z^l (w_l(x))^T J \left( \psi(x) - \text{rbv}_r \psi \cdot \sum_{k=\Delta+1}^{2\Delta-l} z^k w_k(x) \right) \right]$$

$$+ \text{rbv}_r \psi \left( \sum_{l=1}^{\Delta} z^l d_{l-1} - \sum_{l=0}^{\ddot{o}} z^{\ddot{o}+l} b_{\ddot{o}+1-l} \right), \quad (5.3)$$

exist. Set

$$\text{rbv}(z) \psi := \text{rbv}_s(z) \psi \cdot \xi_\alpha - \frac{\pi}{2} + \text{rbv}_r \psi \cdot \xi_\alpha.$$

For each $z \in \mathbb{C}$ and $a \in \mathbb{C}^2$ there exists a unique solution $\psi$ of (5.1) with $\text{rbv}(z) \psi = a$.

Moreover, for given $\psi$ as above let $F$ be the unique element in $\mathcal{P}(\hbar)$ such that $(F; zF) \in T_{\max}(\hbar)$ and $\psi(\hbar) F = \psi$. Then

$$\text{rbv}(z) \psi = \pi_l \circ \Gamma(\hbar)(F; zF). \quad (5.4)$$
**Theorem 5.2.** Let \( \mathcal{H} \) be a general Hamiltonian as in Theorem 5.1. Let \( z \in \mathbb{C} \) and \( \psi \) be a solution of (5.1). Then

\[
\lim_{x \downarrow \sigma_1} \xi_T \psi(x) = \xi_T \operatorname{rbv}(z) \psi.
\] (5.5)

For \( z \neq 0 \) the following are equivalent:

(i) \( \lim_{x \downarrow \sigma_1} \xi_{\alpha - \frac{\pi}{2}} T \psi(x) \) exists;

(ii) \( \operatorname{rbv}(z) \psi \in \text{span}\{\xi_{\alpha - \frac{\pi}{2}}\} \);

(iii) \( \operatorname{rbv}_r \psi = 0 \);

(iv) \( \psi|_{(\sigma_1, s_1)} \in L^2(H|_{(\sigma_1, s_1)}) \).

In this case,

\[
\lim_{x \downarrow \sigma_1} \psi(x) = \operatorname{rbv}(z) \psi.
\] (5.6)

**Remark 5.3.** The case ‘\( z = 0 \)’ is indeed exceptional. For \( z = 0 \) all solutions of (5.1) are constant functions. Moreover, the right-hand side of (5.3) reduces to \( \operatorname{rbv}_s(0) \psi = \lim_{x \downarrow \sigma_1} \xi_{\alpha - \frac{\pi}{2}} T \psi(x) \) and hence

\[
\operatorname{rbv}(0) \psi = \lim_{x \downarrow \sigma_1} \psi(x).
\]

Therefore (i) is satisfied for all solutions of (5.1) but (ii)–(iv) are satisfied only for multiples of the constant function \( \xi_{\alpha - \frac{\pi}{2}} \).

According to condition (E2) in Definition 2.18 the interval \( (\sigma_1, s_1) \) is either a maximal indivisible interval of type \( \alpha \) or \( \sigma_1 \) is not left endpoint of an indivisible interval. We first settle the case when \( \alpha = \frac{\pi}{2} \) and \( (\sigma_1, s_1) \) is an indivisible interval.

**Proof (of Theorems 5.1 and 5.2 when \( \alpha = \frac{\pi}{2} \) and \( (\sigma_1, s_1) \) is indivisible).**

In this case we have to consider the elementary Hamiltonian on \( (\sigma_0, \sigma_1) \cup (\sigma_1, s_1) \), which is of kind (B) or (C); see [28, Definition 4.1]. By this definition we have \( d_1 = 0 \). Since \( \alpha = \frac{\pi}{2} \), we can write

\[
H_0(x) = \begin{pmatrix} 0 & 0 \\ 0 & h_0(x) \end{pmatrix}, \quad x \in (\sigma_0, \sigma_1);
\]

\[
H_1(x) = \begin{pmatrix} 0 & 0 \\ 0 & h_1(x) \end{pmatrix}, \quad x \in (\sigma_1, s_1),
\]

with real-valued functions \( h_0, h_1 \) which are locally integrable on \( [\sigma_0, \sigma_1] \) and \( (\sigma_1, s_1] \), respectively, but not integrable at \( \sigma_1 \). According to [29, Corollary 4.32] we have

\[
\omega_h(s_1; z) = \begin{pmatrix} 1 \\ -zd_0 + z^2 b_{\theta+1} + \ldots + z^{\mu+2} b_1 \end{pmatrix}.
\]
and with

\[ \ell_-(x) := \int_{\sigma_0}^{x} h_0(t) dt, \quad x \in [\sigma_0, \sigma_1), \quad \text{and} \quad \ell_+(x) := \int_{x}^{s_1} h_1(t) dt, \quad x \in (\sigma_1, s_1], \]

we therefore obtain

\[
\omega_h(x; z) = \begin{cases} 
\left( \begin{array}{cc} 0 & 1 \\
-\ell_-(x) & 1 \end{array} \right), & x \in [\sigma_0, \sigma_1), \\
\left( \begin{array}{cc} 1 & 0 \\
z(\ell_+(x) - d_0) + z^2 b_{\theta+1} + \ldots + z^{\theta+2} b_1 & 1 \end{array} \right), & x \in (\sigma_1, s_1].
\end{cases}
\]

An arbitrary solution \( \psi \) of (5.1) is a linear combination of the rows of \( \omega_h \), i.e. with arbitrary \( a = (a_1, a_2)^T \in \mathbb{C}^2 \),

\[
\psi(x) = a_1 \left( \omega_h(x; z)_{11} \right) + a_2 \left( \omega_h(x; z)_{21} \right)
\]

\[
= \begin{cases} 
\left( a_1 - a_2 \ell_-(x) \right), & x \in [\sigma_0, \sigma_1), \\
\left( a_1 + a_2 \left( z(\ell_+(x) - d_0) + \sum_{l=0}^{\theta} z^{l+2} b_{\theta+1} + \ldots \right) \right), & x \in (\sigma_1, s_1].
\end{cases}
\]

For the calculation of the regularized boundary values we need \( w_0, w_1 \) and \( w_2 \); note that \( \Delta = 1 \) since we have indivisible intervals on both sides of \( \sigma_1 \). On the interval \((\sigma_1, s_1]\) we have

\[
w_0(x) = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad w_1(x) = \begin{pmatrix} \ell_+(x) \\ 0 \end{pmatrix}, \quad w_2(x) = 0.
\]

For \( \text{rbv}_r \psi \) we obtain

\[
\text{rbv}_r \psi = \lim_{x \searrow \sigma_1} \psi_2(x) = a_2.
\]
The expression in (5.3) yields
\[
\operatorname{rbv}_s(z)\psi = \lim_{x \searrow \sigma_1} \left[ w_0(x)^*J(\psi(x) - a_2z^2w_2(x)) + zw_1(x)^*J\psi(x) \right]
+ a_2 \left( zd_0 - \sum_{l=0}^{\tilde{\omega}} z^{l+2}b_{\tilde{\omega}+1-l} \right)
= \lim_{x \searrow \sigma_1} \left[ (w_0(x) + zw_1(x))^*J\psi(x) \right] + a_2 \left( zd_0 - \sum_{l=0}^{\tilde{\omega}} z^{l+2}b_{\tilde{\omega}+1-l} \right)
= \lim_{x \searrow \sigma_1} \left( \psi_1(x) - z\ell_+(x)\psi_2(x) \right) + a_2 \left( zd_0 - \sum_{l=0}^{\tilde{\omega}} z^{l+2}b_{\tilde{\omega}+1-l} \right)
= a_1 - a_2zd_0 + a_2 \sum_{l=0}^{\tilde{\omega}} z^{l+2}b_{\tilde{\omega}+1-l} + a_2 \left( zd_0 - \sum_{l=0}^{\tilde{\omega}} z^{l+2}b_{\tilde{\omega}+1-l} \right)
= a_1.
\]
Hence \( \operatorname{rbv}(z)\psi = (a_1, a_2)^T \), which shows that for every \( a \in \mathbb{C}^2 \) we have a unique solution \( \psi \) of (5.1) with \( \operatorname{rbv}(z)\psi = a \). So all assertions of Theorem 5.1 are proved (relation (5.4) follows from the very definition of \( \omega_\theta \) in [29, Lemma 4.1, Definition 4.3]).

Equation (5.5) in Theorem 5.2 is valid since both sides are equal to \( a_2 \); note that \( \bar{\xi}_a = (0, 1)^T \). It is easy to see that the statements (i) to (iv) are all equivalent to the fact that \( a_2 = 0 \). Finally, if \( a_2 = 0 \), then both sides of (5.6) are equal to \( a_1 \). \( \square \)

Now we turn to the proof of Theorem 5.1 in the case when \( \sigma_1 \) is not left endpoint of an indivisible interval. The core of the proof is the following lemma, where we rewrite formula (2.21) for a defect element.

**Lemma 5.4.** Let \( \mathfrak{h} \) be a regular general Hamiltonian of the form 2.20. Let \( z \in \mathbb{C} \), \( F = (f; \bar{\xi}, \bar{\alpha}) \in \mathcal{P}(\mathfrak{h}) \) and assume that \( (F; zF) \in \mathcal{T}(\mathfrak{h}) \). Moreover, let \( w_l \) be as in (2.15)–(2.17), and let \( \lambda_l \) be the unique scalars such that
\[
\bar{f} := f - \sum_{l=0}^{\Delta-1} \lambda_l w_l \in L^2(H_{|_{(\sigma_1, \sigma_2)}}).
\]
Then the limit
\[
L := \lim_{x \searrow \sigma_1} \left[ \sum_{l=0}^{\Delta} z^l (w_l(x))^*J\left( f(x) - \lambda_0 \sum_{k=\Delta+1} \bar{z}^k w_k(x) \right) \right]
\]
extists, and
\[
\pi_l \circ \bar{\Gamma}(F; zF) = \left( L + \lambda_0 \left( \sum_{l=1}^{2\Delta} zd_{l-1} - \sum_{l=1}^{\tilde{\omega}} z^{2\Delta+l}b_{\tilde{\omega}+1-l} \right) \right) \lambda_0
\]
(5.7)
Proof. We use Proposition 2.22 and Definition 2.21 with the element \((F; zF)\), i.e. \(g = zf, \eta_l = z\xi_l, \beta_l = z\alpha_l\), and, consequently, \(\mu_l = z\lambda_l\).

**Step 1: computation of \(\beta_1\).**

It follows from Definition 2.21 \((i)\) that \(\lambda_{k+1} = \mu_k = z\lambda_k, k = 0, \ldots, \Delta - 2\), and hence

\[
\lambda_k = z^k\lambda_0, \quad \mu_k = z^{k+1}\lambda_0, \quad k = 0, \ldots, \Delta - 1.
\]

If \(\ddot{\sigma} > 0\), we obtain from Definition 2.21 \((iv)\) that

\[
\alpha_0 = z^0\lambda_0 b_1,
\]

\[
\alpha_j = z^j\lambda_0 b_{\ddot{\sigma}+j+1} + z\alpha_{j+1}, \quad k = 1, \ldots, \ddot{\sigma} - 1.
\]

By induction,

\[
\alpha_k = \lambda_0 \left(z^{\Delta-k}b_{\ddot{\sigma}+1} + z^{\Delta+1}b_{\ddot{\sigma}-k} + \ldots + z^{\Delta+\ddot{\sigma}-k}b_1\right), \quad k = 1, \ldots, \ddot{\sigma},
\]

and hence

\[
\beta_1 = z\alpha_1 = \lambda_0 \sum_{l=1}^{\ddot{\sigma}} z^{\Delta+l}b_{\ddot{\sigma}+1-l}.
\]

In order to unify notation, we set \(\beta_1 := 0\) when \(\ddot{\sigma} = 0\).

**Step 2: computation of \(\eta_0\).**

We shall show by induction that, for \(k = 0, \ldots, \Delta - 1\),

\[
\xi_k = z^{\Delta-k} \int_{\sigma_1}^{\sigma_2} (w_\Delta)^*H\tilde{f} + \sum_{l=0}^{\Delta-k-1} z^l \left(w_{k+l+1}(\sigma_2)\right)_{2} f(\sigma_2)_1 + \frac{\Delta-1}{2} \sum_{l=0}^{\Delta-k-1} z^l d_{k+l+1} + \sum_{l=0}^{\Delta-k-1} z^{\Delta+l} d_{\Delta+l+k} - \sum_{l=1}^{\ddot{\sigma}} z^{\Delta+l-k-1} b_{\ddot{\sigma}+1-l}.
\]

(5.8)

For \(k = \Delta - 1\) we obtain from Definition 2.21 \((iii)\) that

\[
\xi_{\Delta-1} = \int_{\sigma_1}^{\sigma_2} (w_\Delta)^*Hz\tilde{f} + \frac{\Delta-1}{2} \sum_{l=0}^{\Delta-k-1} z^l \lambda_0 d_{l+\Delta-1} + z^\Delta \lambda_0 d_{2\Delta-1}
\]

\[
+ (w_\Delta(\sigma_2))_2 f(\sigma_2)_1 - \beta_1
\]

\[
= z \int_{\sigma_1}^{\sigma_2} (w_\Delta)^*Hz\tilde{f} + (w_\Delta(\sigma_2))_2 f(\sigma_2)_1
\]

\[
+ \lambda_0 \left(\frac{\Delta-1}{2} \sum_{l=0}^{\Delta-1} z^l d_{l+\Delta-1} + z^\Delta d_{2\Delta-1} - \sum_{l=1}^{\ddot{\sigma}} z^{\Delta+l} b_{\ddot{\sigma}+1-l}\right),
\]
which is (5.8) for \( k = \Delta - 1 \). Let \( k \in \{0, \ldots, \Delta - 2\} \) and assume that (5.8) is true for \( k \) replaced by \( k + 1 \). Then, by Definition 2.21 (ii),

\[
\xi_k = z\xi_{k+1} + \frac{1}{2} z^\Delta \lambda_0 d_{\Delta+k} + \frac{1}{2} \lambda_0 d_k + (w_{k+1}(\sigma_2))_2 f(\sigma_2)_1
\]

\[
= z^{\Delta-k} \int_{\sigma_1}^{\sigma_2} (w_\Delta)^* H f + \sum_{l=0}^{\Delta-k-2} z^{l+1} (w_{k+l+2}(\sigma_2))_2 f(\sigma_2)_1
\]

\[
+ \lambda_0 \left( \frac{1}{2} \sum_{l=0}^{\Delta-k-1} z^{l+1} d_{k+l+1} + \sum_{l=0}^{\Delta-k-2} z^{l+1} d_{\Delta+l+k+1} + \lambda_0 \sum_{l=0}^{\Delta-k-2} z^{l+1} b_{\Delta+l+k+1} - \sum_{l=1}^{\Delta-k-1} z^{2l+1} b_{\Delta+l+1} \right)
\]

\[
+ \frac{1}{2} z^\Delta \lambda_0 d_{\Delta+k} + \frac{1}{2} \lambda_0 d_k + (w_{k+1}(\sigma_2))_2 f(\sigma_2)_1
\]

\[
= z^{\Delta-k} \int_{\sigma_1}^{\sigma_2} (w_\Delta)^* H f + \sum_{l=0}^{\Delta-k-1} z^{l+1} (w_{k+l+1}(\sigma_2))_2 f(\sigma_2)_1 + (w_{k+1}(\sigma_2))_2 f(\sigma_2)_1
\]

\[
+ \lambda_0 \left( \frac{1}{2} \sum_{l=0}^{\Delta} z^l d_{k+l} + \frac{1}{2} \lambda_0 d_k + \frac{1}{2} z^\Delta d_{\Delta+k} + \sum_{l=1}^{\Delta-k-1} z^{l+1} d_{\Delta+l+k}
\]

\[
- \sum_{l=1}^{\Delta-k-1} z^{2l+1} b_{\Delta+l+1}
\]

\[
= z^{\Delta-k} \int_{\sigma_1}^{\sigma_2} (w_\Delta)^* H f + \sum_{l=0}^{\Delta-k-1} z^{l+1} (w_{k+l+1}(\sigma_2))_2 f(\sigma_2)_1
\]

\[
+ \lambda_0 \left( \frac{1}{2} \sum_{l=0}^{\Delta-k} z^l d_{k+l} + \frac{1}{2} \lambda_0 d_k + \frac{1}{2} z^\Delta d_{\Delta+k} + \sum_{l=1}^{\Delta-k-1} z^{l+1} d_{\Delta+l+k}
\]

\[
- \sum_{l=1}^{\Delta-k-1} z^{2l+1} b_{\Delta+l+1}
\]

which is equal to the right-hand side of (5.8). Thus (5.8) holds for all \( k \in \{0, \ldots, \Delta - 1\} \), and it follows that

\[
\eta_0 = z\xi_0
\]

\[
= z^{\Delta+1} \int_{\sigma_1}^{\sigma_2} (w_\Delta)^* H f + \sum_{l=0}^{\Delta-1} z^{l+1} (w_{l+1}(\sigma_2))_2 f(\sigma_2)_1
\]

\[
+ \lambda_0 \left( \frac{1}{2} \sum_{l=0}^{\Delta-1} z^{l+1} d_l + \sum_{l=0}^{\Delta-1} z^{l+1} d_{\Delta+l} - \sum_{l=1}^{\Delta+1} z^{2l+1} b_{\Delta+l+1} \right).
\]
Step 3: first component of the left boundary value.
By (2.21) the first component of the boundary value at the left endpoint $\sigma_0$ is equal to

$$
(\pi_1 \circ \tilde{\Gamma}(F; zF))_1 = \eta_0 + f(\sigma_2)_1 + \frac{1}{2} \sum_{l=0}^{\Delta-1} z^{l+1} \lambda_0 d_l
$$

$$
= z^{\Delta+1} \int_{\sigma_1}^{\sigma_2} (w_{\Delta})^* H \tilde{f} + \sum_{l=0}^{\Delta} z^l (w_l(\sigma_2))_2 f(\sigma_2)_1
$$

$$
+ \lambda_0 \left( \sum_{l=0}^{\Delta-1} z^l d_l + \sum_{l=0}^{\Delta-1} z^{l+1} d_{\Delta+l} - \sum_{l=1}^{\Delta} z^{2\Delta+l} b_{\theta+1-l} \right)
$$

$$
= z^{\Delta+1} \int_{\sigma_1}^{\sigma_2} (w_{\Delta})^* H \tilde{f} + \sum_{l=0}^{\Delta} z^l (w_l(\sigma_2))_2 f(\sigma_2)_1
$$

$$
+ \lambda_0 \left( \sum_{l=1}^{2\Delta} z^l d_{l-1} - \sum_{l=1}^{\Delta} z^{2\Delta+l} b_{\theta+1-l} \right).
$$

(5.9)

Step 4: removing the integral term.
Take an arbitrary $x \in (\sigma_1, \sigma_2)$ and apply Green’s identity (2.11) to the interval $(x, \sigma_2)$:

$$
z^{\Delta+1} \int_x^{\sigma_2} (w_{\Delta})^* H \tilde{f} + \sum_{l=0}^{\Delta} z^l (w_l(\sigma_2))_2 f(\sigma_2)_1
$$

$$
= z^\Delta \int_x^{\sigma_2} (w_{\Delta})^* H \left( z f - \lambda_0 \sum_{k=0}^{\Delta-1} z^{k+1} w_k \right) + \sum_{l=0}^{\Delta} z^l (w_l(\sigma_2))_2 f(\sigma_2)_1
$$

$$
= z^\Delta \int_x^{\sigma_2} (w_{\Delta-1})^* H \left( f - \lambda_0 \sum_{k=0}^{\Delta-1} z^{k+1} w_k + 1 \right)
$$

$$
+ (w_{\Delta}(x))^* J \left( f(x) - \lambda_0 \sum_{k=0}^{\Delta-1} z^{k+1} w_{k+1}(x) \right)
$$

$$
- (w_{\Delta}(x))^* J \left( f(\sigma_2) - \lambda_0 \sum_{k=0}^{\Delta-1} z^{k+1} w_{k+1}(\sigma_2) \right)
$$

$$
+ \sum_{l=0}^{\Delta} z^l (w_l(\sigma_2))_2 f(\sigma_2)_1
$$

$$
= z^{\Delta-1} \int_x^{\sigma_2} (w_{\Delta-1})^* H \left( z f - \lambda_0 \sum_{k=0}^{\Delta-1} z^{k+2} w_{k+1} \right)
$$

$$
+ z^\Delta (w_{\Delta}(x))^* J \left( f(x) - \lambda_0 \sum_{k=0}^{\Delta-1} z^{k+2} w_{k+1}(x) \right) + \sum_{l=0}^{\Delta-1} z^l (w_l(\sigma_2))_2 f(\sigma_2)_1
$$

(5.11)
\[
\begin{align*}
&= z^{\Delta - 1} \left[ \int_{x}^{\sigma_{2}} (w_{\Delta - 2})^* H \left( f - \lambda_{0} \sum_{k=0}^{\Delta - 1} z^{k+2} w_{k+2} \right) \\
&\quad + (w_{\Delta - 1}(x))^* J \left( f(x) - \lambda_{0} \sum_{k=0}^{\Delta - 1} z^{k+2} w_{k+2}(x) \right) \\
&\quad - (w_{\Delta - 1}(\sigma_{2}))^* J \left( f(\sigma_{2}) - \lambda_{0} \sum_{k=0}^{\Delta - 1} z^{k+2} w_{k+2}(\sigma_{2}) \right) \\
&\quad + z^{\Delta} (w_{\Delta}(x))^* J \left( f(x) - \lambda_{0} \sum_{k=0}^{\Delta - 1} z^{k+1} w_{k+1}(x) \right) + \sum_{l=0}^{\Delta - 1} z^l (w_{\Delta}(\sigma_{2}))^* J \left( f(\sigma_{2}) \right) \\
&= z^{\Delta - 2} \int_{x}^{\sigma_{2}} (w_{\Delta - 2})^* H \left( z f - \lambda_{0} \sum_{k=0}^{\Delta - 1} z^{k+2} w_{k+2} \right) \\
&\quad + z^{\Delta - 1} (w_{\Delta - 1}(x))^* J \left( f(x) - \lambda_{0} \sum_{k=0}^{\Delta - 1} z^{k+2} w_{k+2}(x) \right) \\
&\quad + z^{\Delta} (w_{\Delta}(x))^* J \left( f(x) - \lambda_{0} \sum_{k=0}^{\Delta - 1} z^{k+1} w_{k+1}(x) \right) + \sum_{l=0}^{\Delta - 2} z^l (w_{\Delta}(\sigma_{2}))^* J \left( f(\sigma_{2}) \right).
\end{align*}
\]

Proceeding inductively, we obtain that the expression in (5.11) equals

\[
\sum_{l=0}^{\Delta} z^l (w_{l}(x))^* J \left( f(x) - \lambda_{0} \sum_{k=\Delta + 1 - l}^{2\Delta - l} z^k w_{k}(x) \right). 
\tag{5.12}
\]

**Step 5: finishing the proof.**

Since \( J^* = -J \), we have

\[
(w_{l}(x))^* J w_{k}(x) + (w_{k}(x))^* J w_{l}(x) = 0
\]

for \( k, l \in \mathbb{N}_0 \). Hence

\[
\sum_{l=0}^{\Delta} \sum_{k=\Delta + 1 - l}^{\Delta} (w_{l}(x))^* J w_{k}(x) = \sum_{1 \leq k, l \leq \Delta} (w_{l}(x))^* J w_{k}(x)
\]

\[
= \frac{1}{2} \sum_{1 \leq k, l \leq \Delta} \left( (w_{l}(x))^* J w_{k}(x) + (w_{k}(x))^* J w_{l}(x) \right) = 0,
\]

which, together with (5.12), implies that the expression in (5.11) is equal to

\[
\sum_{l=0}^{\Delta} z^l (w_{l}(x))^* J \left( f(x) - \lambda_{0} \sum_{k=\Delta + 1}^{2\Delta - l} z^k w_{k}(x) \right).
\]
Since the integral in (5.9) exists, we can take the limit as \( x \downarrow \sigma_1 \), which shows that

\[
(\pi_l \circ \Gamma(F; zF))_1 = \lim_{x \downarrow \sigma_1} \sum_{l=0}^{\Delta} z^l \left( \mathcal{W}_l(x) \right)^* J \left( f(x) - \lambda_0 \sum_{k=\Delta+1}^{2\Delta-l} z^k \mathcal{W}_k(x) \right) + \lambda_0 \left( \sum_{l=1}^{\Delta} z^l d_{l-1} - \sum_{l=1}^{\Delta} z^{2\Delta+l} b_{\Delta+1-l} \right).
\]

Together with (2.21), the assertion of the lemma follows. \( \square \)

We also use the following consequence of Theorem 4.1.

**Lemma 5.5.** Let \( \mathfrak{h} \) be a regular general Hamiltonian of the form 2.20. Let \( z \in \mathbb{C} \), \( F = (f; \xi, \alpha) \in \bar{\mathcal{P}}(\mathfrak{h}) \), and assume that \( (F; zF) \in \bar{T}(\mathfrak{h}) \). Let \( \mathcal{W}_1 \) and \( \lambda_l \) be as in Lemma 5.4. Then

\[
\lambda_0 = \lim_{x \downarrow \sigma_1} f(x)_2.
\]

**Proof.** Let \( G_1 = (g_1; \xi_1, \alpha_1) \), \( G_2 = (g_2; \xi_2, \alpha_2) \) be the unique elements with

\[
(G_1; zG_1), (G_2; zG_2) \in \bar{T}(\mathfrak{h}),
\]

\[
\pi_l \circ \bar{\Gamma}(G_1; zG_1) = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \pi_l \circ \bar{\Gamma}(G_2; zG_2) = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

Then, by the definition of \( \omega_0 \) in [29], we have

\[
\omega_0(x; z) = \begin{pmatrix} g_1(x)_1 & g_1(x)_2 \\ g_2(x)_1 & g_2(x)_2 \end{pmatrix}.
\]

By Theorem 4.1, thus

\[
\lim_{x \downarrow \sigma_1} g_1(x)_2 = 0, \quad \lim_{x \downarrow \sigma_1} g_2(x)_2 = 1.
\]

If \( F \) is any defect element, then \( F \) can be written as a linear combination \( F = a_1 G_1 + a_2 G_2 \). The numbers \( a_1, a_2 \) can be obtained by means of boundary values; in fact, we have

\[
a_1 = \pi_{l,1} \circ \bar{\Gamma}(F; zF), \quad a_2 = \pi_{l,2} \circ \bar{\Gamma}(F; zF).
\]

Remembering (5.7) we obtain

\[
\lambda_0 = \pi_{l,2} \circ \bar{\Gamma}(F; zF) = a_2 = \lim_{x \downarrow \sigma_1} f(x)_2. \quad \square
\]

**Proof (of Theorem 5.1 when \( \alpha = \pi \) and \( (\sigma_1, s_1) \) is not indivisible).**

Let the general Hamiltonian \( \mathfrak{h} \) be given according to the formulation of the theorem.
and let \( z \in \mathbb{C} \) and \( \psi \) be a solution of (5.1). Consider the general Hamiltonian \( \hat{\eta}_{\gamma s_1} \), i.e. the general Hamiltonian given by the data

\[
\sigma_0, \sigma_1, s_1, \quad H_0, H_1|_{(\sigma_1, s_1)}, \quad \bar{o}, b_j, d_j, \quad E = \{ \sigma_0, s_1 \}.
\]

Then \( \hat{\eta}_{\gamma s_1} \) is of the form 2.20. Let \( F = (f; \xi, \alpha) \in \bar{\mathcal{F}}(\hat{\eta}_{\gamma s_1}) \) be the unique element such that \((F; zF) \in \bar{\mathcal{T}}(\hat{\eta}_{\gamma s_1}) \) and \( \pi_1 \circ \bar{\Gamma}(\eta_{\gamma s_1})(F; zF) = \psi(s_1) \). Denote the unique absolutely continuous representative of \( f \) again by \( f \). Then \( f \) and \( \psi \) are both absolutely continuous functions on \((\sigma_1, s_1)\) which satisfy the differential equation (5.1) and take the same boundary value at \( s_1 \). Thus

\[
f\big|_{(\sigma_1, s_1)} = \psi\big|_{(\sigma_1, s_1)} \quad \text{(5.13)}
\]

and hence \( \bar{\psi}(h)(F) = \psi \), where \( \bar{\psi}(h) \) is as in Remark 2.23. Lemmas 5.5 and 5.4 imply that the limits (5.2) and (5.3) exist and that

\[
\eta\{z\} \psi = \pi_1 \circ \bar{\Gamma}(\eta_{\gamma s_1})(F; zF), \quad \text{(5.14)}
\]

which shows (5.4).

Next let \( a \in \mathbb{C}^2 \) be given. There exists \((F; zF) \in \bar{\mathcal{T}}(\hat{\eta}_{\gamma s_1}) \) with \( \pi_1 \circ \bar{\Gamma}(\hat{\eta}_{\gamma s_1})(F; zF) = a \). Write \( F = (f; \xi, \alpha) \); then \( f \) is a solution of (5.1) which has the required regularized boundary value. For uniqueness, let \( z \in \mathbb{C} \) and assume that \( \psi \) and \( \tilde{\psi} \) are two solutions of (5.1) with

\[
\eta\{z\} \psi = \eta\{z\} \tilde{\psi} =: a.
\]

Since the defect element \((F; zF) \in \bar{\mathcal{T}}(\hat{\eta}_{\gamma s_1}) \) whose boundary value at \( s_1 \) equals \( a \) is unique, it follows from (5.13) that \( \psi = \tilde{\psi} \). \( \square \)

As usual, the proof for general values of \( \alpha \) is carried out by applying rotation isomorphisms.

**Proof (of Theorem 5.1, general values of \( \alpha \in [0, \pi) \)).** Let \( h \in \mathcal{H}_{\gamma} \), \( z \in \mathbb{C} \) and let \( \psi \) be a solution of (5.1). The general Hamiltonian \( \hat{h} := \bigcup_{\alpha - \frac{\pi}{2}} h \) is in \( \mathcal{H}_{\gamma} \). The function

\[
\tilde{\psi}(x) := N_{\alpha - \frac{\pi}{2}} \psi(x)
\]

is a solution of (5.1) with \( H_1 \) replaced by \( \hat{H}_1 := \bigcup_{\alpha - \frac{\pi}{2}} H_1 \).

We have

\[
\xi^T_{\alpha} \psi(x) = \xi^T_{\alpha} N^T_{\alpha - \frac{\pi}{2}} \cdot N_{\alpha - \frac{\pi}{2}} \psi(x) = \xi^T_{\alpha} \tilde{\psi}(x),
\]

and hence \( \eta\{z\} \tilde{\psi} = \eta\{z\} \psi \). Since \( \tilde{\omega}_l = N_{\alpha - \frac{\pi}{2}} \omega_l \) and \( N^*_{\alpha - \frac{\pi}{2}} J N_{\alpha - \frac{\pi}{2}} = J \), we also have \( \eta\{z\} \tilde{\psi} = \eta\{z\} \psi \).

The fact that \( \xi_{\alpha} \) and \( \xi_{\alpha - \frac{\pi}{2}} \) are linearly independent implies that, for each given \( a \in \mathbb{C}^2 \), there exists a unique solution \( \psi \) with \( \eta\{z\} \psi = a \).

Finally, it follows from (5.14) that

\[
\pi_1 \circ \bar{\Gamma}(\hat{F}; z\hat{F}) = \eta\{z\} \tilde{\psi} = \eta\{z\} \psi \cdot \xi_0 + \eta\{z\} \psi \cdot \xi_{\frac{\pi}{2}}.
\]
Moreover,
\[ \pi_l \circ \tilde{\Gamma}(F; zF) = N^{\frac{x}{2} - \alpha} \left[ \pi_l \circ \tilde{\Gamma}(\tilde{F}; z\tilde{F}) \right] = \text{rbv}_s(z) \tilde{\psi} \cdot \xi^{\alpha - \frac{x}{2}} + \text{rbv}_r \tilde{\psi} \cdot \xi^\alpha \]
and hence
\[ \pi_l \circ \tilde{\Gamma}(F; zF) = \text{rbv}(z) \psi. \]

Observing Remark 2.23 we obtain (5.4).

We come to the proof of Theorem 5.2. It relies mainly on Theorem 4.1.

Proof (of Theorem 5.2). By the usual rotation argument, we can restrict the explicit proof to the case when \( \alpha = \frac{\pi}{2} \).

Let \( z \in \mathbb{C} \) and let a solution \( \psi \) be given. Set
\[ \psi_r(x; z) := \left[ (1, 0) \omega_h(x; z) \right]^T, \quad \psi_s(x; z) := \left[ (0, 1) \omega_h(x; z) \right]^T, \quad x \in (\sigma_1, \sigma_2). \]

Then \( \psi_r(\cdot; z) \) and \( \psi_s(\cdot; z) \) are linearly independent solutions of (5.1), and thus each given solution \( \psi \) can be written as a linear combination \( \psi = a_1 \psi_r(\cdot; z) + a_2 \psi_s(\cdot; z) \).

As we have already noted in the proof of Lemma 5.5,
\[ \text{rbv}(z) \psi = \begin{pmatrix} a_1 \\ a_2 \end{pmatrix}. \]

By Theorem 4.1 we have
\[ \lim_{x \searrow \sigma_1} \psi_r(x; z) = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \lim_{x \searrow \sigma_1} \psi_s(x; z)_2 = 1 \]
and
\[ \lim_{x \searrow \sigma_1} \psi_s(x; z)_1 = \infty \quad \text{if } z \neq 0, \]
which implies (5.5). Moreover, we see that the equivalence ‘(i) \( \iff \) (ii)’ holds true since both of (i) and (ii) are equivalent to ‘\( a_2 = 0 \)’. In this case we also have \( \text{rbv}(z) \psi_1 = \lim_{x \searrow \sigma_1} (\psi(x))_1, \) which, together with (5.5), is (5.6). The equivalence (ii) \( \iff \) (iii) is trivial.

In order to establish the equivalence with (iv), we have to assume that \( z \neq 0 \) and we distinguish the cases when \( z \) is real and when it is non-real. Assume first that \( z \notin \mathbb{R} \). Green’s identity (2.11) applied on the interval \((x, s_1)\) gives
\[ 2i \text{Im} z \int_x^{s_1} \psi(t)^* H(t) \psi(t) \, dt = \psi(x)^* J \psi(x) - \psi(s_1)^* J \psi(s_1). \]
Hence the implication ‘(i) \( \Rightarrow \) (iv)’ holds, and we conclude that \( \psi_r(\cdot; z) \) satisfies (iv). However, any two solutions of (5.1) that satisfy (iv) are linearly dependent. Thus each solution with (iv) must be a scalar multiple of \( \psi_r(\cdot; z) \), and hence satisfies (i). We therefore see that also the converse implication ‘(iv) \( \Rightarrow \) (i)’ holds.
Consider now the case that \( z \in \mathbb{R} \). Assume that \( \psi \in L^2(H|_{(\sigma_1, \sigma_1)}) \). Since \( H|_{(\sigma_1, \sigma_1)} \) satisfies (HS), the minimal operator in \( L^2(H|_{(\sigma_1, \sigma_1)}) \) is entire. Hence we can choose a family \( \psi_w \in L^2(H|_{(\sigma_1, \sigma_1)}) \) which is defined and analytic in some open neighbourhood \( U \) of \( z \) and solves the equation (5.1) with \( z \) replaced by \( w \). Let \( a_1(w) \) and \( a_2(w) \) be the unique solutions of

\[
\psi_w = a_1(w)\psi_1(\cdot;w) + a_2(w)\psi_2(\cdot;w).
\]

Comparing boundary values at \( s_1 \) we obtain that

\[
\psi_w(s_1) = a_1(w)\psi_1(s_1;w) + a_2(w)\psi_2(s_1;w).
\]

Since the boundary map is continuous, \( \psi_w(s_1) \) depends analytically on \( w \). As \( \psi_1 \) and \( \psi_2 \) are linearly independent, this implies that also \( a_1(w) \) and \( a_2(w) \) are analytic functions. By the already proved case \( z \notin \mathbb{R} \), we have \( a_2(w) = 0 \) for \( w \in U \setminus \mathbb{R} \). Thus also \( a_2(w) = 0 \) for \( w \in U \cap \mathbb{R} \) and therefore \( \psi \) is a scalar multiple of \( \psi_1(\cdot;z) \), which implies that \( \psi \) satisfies (i). Hence the implication (iv) \( \Rightarrow \) (i) holds. For the converse remember that the minimal operator in \( L^2(H|_{(\sigma_1, \sigma_1)}) \) has deficiency index \((1,1)\) and is an entire operator. Therefore we know that there exists a non-trivial solution in \( L^2(H|_{(\sigma_1, \sigma_1)}) \). By the above considerations, we know that such a solution must be a scalar multiple of \( \psi_1(\cdot;z) \), which implies that \( \psi_1(\cdot;z) \in L^2(H|_{(\sigma_1, \sigma_1)}) \). This proves the implication (i) \( \Rightarrow \) (iv) also in the case when \( z \in \mathbb{R} \). \( \square \)

REMARK 5.6. Let \( \bar{\alpha} \) be as in Theorem 5.1 and \( \bar{\alpha} \) a reparameterization of \( \alpha \) in the sense of [29, Remark 3.38]. Then \( q_{\bar{\alpha}} = q_\alpha \). Hence \( \bar{\alpha} \) again belongs to \( \mathcal{H}_\alpha \) by Theorem 3.1, and there exists an isomorphism of the form \((\sigma, \text{id} \times \text{id})\) of the corresponding boundary triples by [29, Remark 3.39]. Denote by \( \text{rbv}(z) \) the generalized boundary value as in Theorem 5.1 for \( \bar{\alpha} \). Then \( \text{rbv}(z) = \text{rbv}(z) = \text{rbv}(z) \) \( \bar{\psi} = \psi(\bar{\alpha})F \), \( \bar{\psi} = \psi(\bar{\alpha})F \), \( \bar{\sigma} \sigma F = \bar{\sigma} \).

As a corollary we obtain a construction of the fundamental solution and the Titchmarsh–Weyl coefficient that is exactly analogous to the classical (positive definite) case.

COROLLARY 5.7. Let \( \alpha \) be a singular general Hamiltonian as in Theorem 5.1 and let

\[
\theta(x;z) = (\theta_1(x;z), \theta_2(x;z))^T, \quad \varphi(x;z) = (\varphi_1(x;z), \varphi_2(x;z))^T
\]

be the unique solutions of (5.1) with

\[
\text{rbv}(z)\theta(\cdot;z) = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \text{rbv}(z)\varphi(\cdot;z) = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

Then

\[
\omega_{\alpha}(x;z) = \begin{pmatrix} \theta_1(x;z) & \theta_2(x;z) \\ \varphi_1(x;z) & \varphi_2(x;z) \end{pmatrix}, \quad x \in (\sigma_1, \sigma_2).
\]
The Titchmarsh–Weyl coefficient \( q_\mathcal{H} \) can be obtained as the limit (which is independent of \( \tau \in \mathbb{R} \cup \{\infty\} \))

\[
q_\mathcal{H}(z) = \lim_{x \to \sigma_2} \frac{\theta_1(x;z)\tau + \theta_2(x;z)}{\varphi_1(x;z)\tau + \varphi_2(x;z)}, \quad z \in \mathbb{C} \setminus \mathbb{R},
\]

or as the unique function with

\[
\theta(\cdot;z) - q_\mathcal{H}(z)\varphi(\cdot;z) \mid_{(s_1,\sigma_2)} \in L^2(H_1|_{(s_1,\sigma_2)}),
\]

where \( s_1 \in (\sigma_1, \sigma_2) \).

**Proof.** For a solution \( \psi \) of (5.1) the vector \( \text{rbv}(z)\psi \) is exactly the boundary value at \( \sigma_0 \) of the defect element \( (F;zF) \) with \( f|_{(\sigma_1,\sigma_2)} = \psi \) (where \( F = (f; \xi, \alpha) \)). Hence the asserted formula for \( \omega_\mathcal{H} \) is merely its definition. The statements about the Titchmarsh–Weyl coefficient are immediate. \( \square \)

**Remark 5.8.** Viewing the above formulae from a slightly different point, leads to the following way to compute \( \omega_\mathcal{H} \) which may sometimes be more practical. Let \( x \in (\sigma_1, \sigma_2) \), and let \( \hat{\theta}(\cdot;z) \) and \( \hat{\phi}(\cdot;z) \) be the solutions of (5.1) with

\[
\hat{\theta}(x;z) = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \hat{\phi}(x;z) = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

Then

\[
\omega_\mathcal{H}(x;z)^T = (\text{rbv}(z)\hat{\theta};\text{rbv}(z)\hat{\phi})^{-1}.
\]

We close this section by answering the question how the Titchmarsh–Weyl coefficient of a general Hamiltonian \( \mathcal{H} \in \mathcal{H}_\alpha \) transforms when the data part ‘\( \check{o}, b_j, d_j \)’ of \( \mathcal{H} \) is altered but the Hamiltonian function \( H_1 \) is kept fixed (note that \( H_0 \) is, up to reparameterization, the same for all general Hamiltonians in the class \( \mathcal{H}_\alpha \)). This generalizes the case ‘\( (\sigma_0, \sigma_1) \) indivisible’ of a previous result in [37] to higher negative indices. In [37, Theorem 5.4] we answered the corresponding question for general Hamiltonians with \( \text{ind}_\mathcal{H} = 1 \) (not necessarily satisfying \( gH_\alpha \)). However, the case when \( (\sigma_0, \sigma_1) \) is indivisible already there played a special role, cf. [37, Corollary 5.5].

For simplicity, we restrict our attention to the case when \( \alpha = 0 \). As usual, the corresponding versions for other values of \( \alpha \in [0, \pi) \) can be deduced by applying rotation isomorphisms. Note that in [37, Corollary 5.5] the case \( \alpha = \frac{\pi}{2} \) was considered; in this situation one has to replace \( q_\mathcal{H} \) by \( -\frac{1}{q_\mathcal{H}} \) and \( q_\mathcal{H}_0 \) by \( -\frac{1}{q_\mathcal{H}_0} \) in the corollary below.

**Corollary 5.9.** Let \( \mathcal{H} \) be a general Hamiltonian \( \mathcal{H} \in \mathcal{H}_0 \) which is given by the data

\[
\sigma_0, \sigma_1, \sigma_2, \quad H_0, H_1, \quad \check{o}, b_j, d_j, \quad E,
\]

where \( b_{j+1} = 0 \) when \( \sigma_1 \) is not left endpoint of an indivisible interval, and denote by \( \mathcal{H}_0 \) the general Hamiltonian given by

\[
\sigma_0, \sigma_1, \sigma_2, \quad H_0, H_1, \quad \check{o}_0 := 0, \quad b_{0,1} := 0, \quad d_{0,j} := 0, \quad E.
\]
Then
\[ q_\theta(z) = q_{\theta_0}(z) + \sum_{l=1}^{2\Delta} z^l d_{l-1} - \sum_{l=1}^{\bar{\vartheta}} z^{2\Delta+l} b_{\bar{\vartheta}+1-l}. \]

**Proof.** We use Corollary 5.7 to compute \( \omega_\theta \) and \( \omega_{\theta_0} \). Let \( \varphi(\cdot;z) \) and \( \theta(\cdot;z) \) be the solutions of (5.1) whose regularized boundary values with respect to the general Hamiltonian \( h \) are equal to
\[ \text{rbv}^h(z) \theta(\cdot;z) = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \text{rbv}^h(z) \varphi(\cdot;z) = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \]
i.e.
\[ \text{rbv}^h_r \theta(\cdot;z) = 1, \quad \text{rbv}^h_\delta(z) \theta(\cdot;z) = 0, \]
\[ \text{rbv}^h_r \varphi(\cdot;z) = 0, \quad \text{rbv}^h_\delta(z) \varphi(\cdot;z) = -1. \]

Since \( \text{rbv}_r \) is given as a limit of the function itself (the data \( \bar{\vartheta}, b_j, d_j \) do not enter the formula), we have
\[ \text{rbv}^{\theta_0}_r \varphi(\cdot;z) = \text{rbv}^h_r \varphi(\cdot;z) = 0, \quad \text{rbv}^{\theta_0}_r \theta(\cdot;z) = \text{rbv}^h_r \theta(\cdot;z) = 1. \]

The functions \( w_l \) also do not depend on the data \( \bar{\vartheta}, b_j, d_j \), which implies that
\[ \text{rbv}^h_s(z) \varphi(\cdot;z) = \lim_{x \searrow \sigma_1} \left[ \sum_{l=0}^{2\Delta} z^l (w_l(x))^* J(x;z) \right] = \text{rbv}^{\theta_0}_s(z) \varphi(\cdot;z). \]

Set
\[ p(x) := \sum_{l=1}^{2\Delta} z^l d_{l-1} - \sum_{l=1}^{\bar{\vartheta}} z^{2\Delta+l} b_{\bar{\vartheta}+1-l} \]
and
\[ \varphi_0(\cdot;z) := \varphi(\cdot;z), \quad \theta_0(\cdot;z) := \theta(\cdot;z) - p(z) \varphi(\cdot;z). \]

Then
\[ \text{rbv}^{\theta_0}(z) \varphi_0(\cdot;z) = \text{rbv}^{\theta_0}(z) \varphi(\cdot;z) = \text{rbv}^h(z) \varphi(\cdot;z) = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \]
\[ \text{rbv}^{\theta_0}_r \theta_0(\cdot;z) = \text{rbv}^h_r \theta_0(\cdot;z) = \text{rbv}^h_r \theta(\cdot;z) - p(z) \text{rbv}^h_r \varphi(\cdot;z) = 1 \]
and
\[ \text{rbv}^{\theta_0}_s(z) \theta_0(\cdot;z) = \text{rbv}^{\theta_0}_s(z) \theta(\cdot;z) - p(z) \text{rbv}^{\theta_0}_s(z) \varphi(\cdot;z) \]
\[ = \lim_{x \searrow \sigma_1} \left[ \sum_{l=0}^{2\Delta} z^l (w_l(x))^* J \left( \theta(x;z) - \sum_{k=\Delta+1}^{2\Delta-l} z^k w_k(x) \right) \right] + p(z) \]
\[ = \text{rbv}^h_s(z) \theta(\cdot;z) = 0, \]
i.e. \( \text{rbv}^{h_0}(z)\theta_0(\cdot;z) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \). Hence the fundamental solutions \( \omega_h \) and \( \omega_{h_0} \) are given by

\[
\omega_h(x;z) = \begin{pmatrix} \theta_1(x;z) & \theta_2(x;z) \\ \varphi_1(x;z) & \varphi_2(x;z) \end{pmatrix},
\]

\[
\omega_{h_0}(x;z) = \begin{pmatrix} \theta_1(x;z) - p(z)\varphi_1(x;z) & \theta_2(x;z) - p(z)\varphi_2(x;z) \\ \varphi_1(x;z) & \varphi_2(x;z) \end{pmatrix}.
\]

It follows that

\[
q_{h_0}(z) = \lim_{x \to \sigma_2} \omega_{h_0}(x;z) \star \infty = \lim_{x \to \sigma_2} \frac{\theta_1(x;z) - p(z)\varphi_1(x;z)}{\varphi_1(x;z)}
\]

\[
= \lim_{x \to \sigma_2} \frac{\theta_1(x;z)}{\varphi_1(x;z)} - p(z) = q_0(z) - p(z),
\]

which implies the asserted formula. \( \square \)
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