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Abstract

The deregulation of the electricity industry in many countries has created a number
of marketplaces in which producers and consumers can operate in order to more ef-
fectively manage and meet their energy needs. To this end, this thesis develops a
new model for electricity retail where end-use customers choose their supplier from
competing electricity retailers. The model is based on simultaneous reverse combina-
torial auctions, designed as a second-price sealed-bid multi-item auction with supply
function bidding. This model prevents strategic bidding and allows the auctioneer
to maximise its payoff. Furthermore, we develop optimal single-item and multi-
item algorithms for winner determination in such auctions that are significantly less
complex than those currently available in the literature. Nevertheless, the consump-
tion of the energy of each singular auctioneer has to be regulated and adapted to the
submitted bids in order to maximise the payoff. To this extent, this work models
the constellation of energy consuming devices as a distributed constraint optimisa-
tion problem (dCOP). However, to operate within this problem domain, dCOP algo-
rithms must be complete, work with global cost functions and complete solutions,
and, currently, there are no dCOP algorithms that fulfil these conditions. There-
fore, this thesis develops a novel optimal dCOP algorithm, called COBB (constraint
optimisation by broadcasting), and, additionally, adapt state-of-the-art counterparts
to our domain. Empirical comparisons show that COBB clearly outperforms all of
them. Finally, this work outlines effective strategies to reduce the network overload
caused by broadcasting to maintain it into a range where it is a reasonable trade-off
for COBB’s efficiency.
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In the field of science, however, the man who makes himself the impresario of the
subject to which he should be devoted, and steps upon the stage and seeks to legit-
imate himself through “experience”, asking: How can I prove that I am something
other than a mere “specialist” and how can I manage to say something in form or
in content that nobody else has ever said ? –such a man is no “personality”. Today
such conduct is a crowd phenomenon, and it always makes a petty impression and
debases the one who is thus concerned. Instead of this, an inner devotion to the
task, and that alone, should lift the scientist to the height and dignity of the sub-
ject he pretends to serve. And in this it is not different with the artist. In contrast
with these preconditions which scientific work shares with art, science has a fate
that profoundly distinguishes it from artistic work. Scientific work is chained to the
course of progress; whereas in the realm of art there is no progress in the same
sense. It is not true that the work of art of a period that has worked out new tech-
nical means, or, for instance, the laws of perspective, stands therefore artistically
higher than a work of art devoid of all knowledge of those means and laws–if its
form does justice to the material, that is, if its object has been chosen and formed so
that it could be artistically mastered without applying those conditions and means.
A work of art which is genuine “fulfilment” is never surpassed; it will never be an-
tiquated. Individuals may differ in appreciating the personal significance of works
of art, but no one will ever be able to say of such a work that it is ’outstripped by
another work which is also “fulfilment”.

M. Weber, “Science as Vocation”

Prologue
The following statement may sound as an OscarR©-winner thanks-giving talk but

indeed, I didn’t expect this. I mean, writing a PhD. Never, in younger days, did I
think of pursuing an academic career, teaching... or doing the kind of stuff I do now.

When I was a child, my “when I grow up” dream was to become a carpenter-
astronaut (which was a kind of trade-off between some of us since my best friends’
family had a long tradition in carpentry). Many years after that, I chose Computer
Science simply not to study Laws or Medicine and, well, in my last term I got the
opportunity of studying abroad. Thus, quite unexpectedly, I ended up in Vienna for
three months with an Erasmus grant. I liked it so much that I prolonged my stay to
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six months and finally got a position at the Institute of Computer Technology (ICT),
where I was writing my Diploma Thesis (having found the announcement by sheer
chance when I already had another topic).

At the beginning of my research there, the idea of a PhD was a kind of nebula:
something vague, unprecise to be finished someday. I was too entangled in my own
life as to really take care of such a thing in the future. An then, September 2001
came. It was not the 11th, but some weeks after, in the marvelous St. Petersburg. I
was working there for a week in order to prepare and hold a meeting with the Russian
partners of the project I was leading -remote energy metering and billing.

Peter Palensky, who was a kind of model for me at the ICT, was also in town for
some lectures so after a big Friday-night party, we spent the day after strolling in the
Champ-Elyśees-alike “Petergof” (Petershof). In those talks with Peter, was were I
started to believe in the existence of the road that ends today. And, in this process
(as in Kavafis’s poem), the important thing is the course itself, not the finish. Thus,
hereby I say goodbye not only to the research of four years but also to four very
intense years of my life.

Thesis Structure

This dissertation presents the following arrangement.

• Chapter 2 provides the required theoretical background. We detail aspects
concerning constraint problems and specially, distributed constraint satisfac-
tion and optimisation algorithms. Further, we discuss topics from Game The-
ory, specially those related to Auction Theory. Finally, we explain the moti-
vation of the Deregulation of European Electricity Markets, comment on its
current status, and then go on to connect this to DSM. Every section includes
an account of respective relevant related work to this Thesis.

• Chapter 3 describes the overall architecture of the system. We outline the re-
lationships between the two compounding parts of the system, detail the nature
of the agents participating in the design and provide an introduction to the two
subsequent sections, where we deal with higher detail with each of the two
parts.

• Chapter 4 details the optimal allocation of demand. We list the requirements
stemming from our particular problem setting and detail the addressed market
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design. Further, we present the single-item and the multi-item clearing algo-
rithms for this marketplace and analyse their complexity and optimality. Fi-
nally, we consider different ways on improving the efficiency of the algorithms
and evaluate all the algorithms against the only existing counterpart.

• Chapter 5 details the optimal scheduling of demand. We present a taxonomy
of consumers according to their suitability to take part into a DSM-system. We
delineate the features of this DSM-system modeled as a distributed constraint
optimisation problem. Then, we detail a novel algorithm to solve this prob-
lem and the tailoring of counterparts to operate within our problem domain.
Finally, we evaluate all the algorithms, analyse their behaviour along different
dimensions and show that the novel algorithm outperforms all the rest.

• Chapter 6 summarises and discuses the contributions of this dissertation and
outlines the avenues of future work in the confluence of energy management,
auction theory and distributed artificial intelligence.
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1 The world is all that is the case.
1.1 The world is the totality of facts, not of things.
1.2 The world divides into facts.

2 What is the case–a fact–is the existence of states of affairs.
2.1 We picture facts to ourselves.
2.2 A picture has logicopictorial form in common with what it

depicts.

3 A logical picture of facts is a thought.
3.1 In a proposition a thought finds an expression that can be

perceived by the senses.

L. Wittgenstein, “Tractatus Logico-Philosophicus”

Chapter 1
Introduction
The chapter opens with the motivation of this PhD and describes the current situation
in the European electrical market. With this environment in place, it continues to
account the achievements and contributions of this work to the state of the art and
finalises detailing the structure of the thesis.

1.1 Motivation

The deregulation of electricity markets began in the early nineties when the UK Gov-
ernment privatised the electricity supply industry in England and Wales [PJ05]. This
process has been subsequently followed in many other countries. In most cases, the
restructuring involves separating the electricity generation and retail from the natural
monopoly functions of transmission and distribution. This, in turn, leads to the es-
tablishment of awholesale electricity marketfor electricity generation and aretail
electricity marketfor electricity retailing. In the former case, competing genera-
tors offer their electricity output to retailers and in the latter case end-use customers
choose their supplier from competing electricity retailers.

Here we focus on retail markets, which differ from their more traditional coun-
terparts because energy cannot be stored or held in stock (as tangible goods can).

5



CHAPTER 1. INTRODUCTION 6

Consequently, retailers are forced to work with consumption prognoses, which, in
turn, creates a number of risks. First, producing more than is consumed is not eco-
nomical. Moreover, the price of the energy mainly depends on the production cost
and this typically rises with the amount of energy produced. Second, if the demand
exceeds the prediction, suppliers must find additional energy to avoid a blackout.
Finally, there are non-negligible costs stemming from the variation in the electric-
ity production volume that most of the traditional types of energy generators (e.g.
hydroelectric, thermoelectric, nuclear) have to face.

In this way, the desideratum is to achieve a market model where retailers have the
most accurate possible prognosis and the capability of influencing or guiding cus-
tomers’ consumption. To this end, there have been a number of initiatives, grouped
under the general banner ofDemand-Side Management(DSM), whose main objec-
tive is to distribute the demand over time to avoid peak loads.

DSM has been promoted by Utility Companies (UCs) as an alternative to build-
ing new power plants. Its (deliberately infeasible) objective consists of smoothing
demand so that ideally it is a flat constant energy consumption 24 hours a day, 365
days a year. This profile embodies the ideal circumstances for energy producers and
Transmission System Operators (TSOs) since the former may employ cheap and sta-
ble production methods, harmless to the environment, and the latter control a trans-
mission grid with constant load [Pal01].

An analysis of the current electricity market yields two main observations. First,
it is still far from deregulated, as we will see. And second, the employed DSM-
techniques do not take advantage of the new conditions induced by deregulation. Let
us go into more detail with these issues. Nowadays, retailers must face the risk of
working with demand estimations [Mel01] and most customers only partially enjoy
the benefits of the deregulated market. They typically sign mid-term contracts with
a single supplier and tariffs do not reflect the pressure of competition. Moreover,
whereas classical capitalist pricing policies encourage demand by applying discounts
on quantity (the more you buy, the cheaper the unit price becomes), actual electric-
ity contracts often include a threshold above which the consumption becomes more
expensive. In this way, we want to move to a more dynamic environment where the
benefits of deregulation can be fully achieved.

Now, the easiest way to accomplish this goal is by setting the price of the energy
depending on the actual demand load. Thus, the higher the demand, the more expen-
sive the price, and vice versa. Based upon these premises, many utility companies
(UCs) already present a basic form of DSM by offering a cheaper night tariff. Our
aim in this work is to improve and extend this simple market model to permit UCs
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to express more complex aims and, thus, increase their influence on customers. For
instance, in order to lighten the peak-time load, the supplier can offer a discount for
consuming a small amount of energy at 8 am (peak-time) and a larger amount at mid-
night (off peak). This incentivises the customer to reschedule some tasks to midnight
(e.g. the dishwasher or the washing machine). If many clients accept this compro-
mise offer, the UC will have achieved a double goal. It will have a more accurate
prognosis for 8 am and midnight and it will also have shifted some of the peak-time
consumption to off peak. In e-commerce terms, this process can be seen as areverse
combinatorial auction.

It is “reverse” because the customers pick one of the available companies and
tariffs to supply their future consumption. And it is “combinatorial” because bid-
ding for a bundle of items is typically valued differently from bidding separately for
each of the constituent items (e.g. thecombinationof consuming at 8am and mid-
night is more appreciated, and thus rewarded, than, for instance, the combination of
consuming at 10am and 11am).

While combinatorial auctions provide very efficient allocations that can max-
imise the revenue for the auctioneer, their main drawback is the complexity of the
clearingprocess in which buyers and sellers are matched and the quantities of items
traded between them are determined. Specifically, clearing combinatorial auctions
is non-deterministic polynomial-time hard (NP-hard) [FLBS99]. Moreover, most
work in this area deals with clearing combinatorial auctions withatomic propositions
[San02]. Thus, bids are either accepted or rejected in their entirety, which may limit
the profit for the auctioneer. A more efficient solution is to allow bidding with de-
mand/supply functions [SS01, DJ03], in which bidders submit a function to calculate
the cost of the units to be bought or sold. This allows the customer to accept parts of
different bids and constitutes a powerful way of expressing complex pricing policies.
In our case, production costs can be easily reflected in the supply function and if bids
are accepted partially, there may be more than one winner for the same auction and
item. This enables customers to accept different parts of bids from different bidders
so they can get energy simultaneously from several suppliers. Since the transmission
and distribution grids are shared and the path followed by the electricity cannot be
tracked down, it is impossible to determine the producer of the energy being con-
sumed. Therefore, the hypothesis of customers being simultaneously supplied by
several UCs does not pose any technical problems.

Nevertheless, it does not help if we design a very sophisticated market that opti-
mally allocates demand among suppliers and maximises participant’s payoff if cus-
tomers do not vary their consumption or, more accurately, if the devices of each
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single customer do not adapt their demand according to market’s laws (i.e. implic-
itly, the bids submitted to the auctions described above). Assuming that devices issue
consumption prognoses, any effective DSM method would require that some of these
devices are able to modify their consumption ad libitum. This is, they may anticipate
or postpone an energy consuming task if this is the best for the overall system and
what they want to do.

In this way, if we want to find an optimal solution (meaning the cheapest place-
ment possible for each task), we have to process all possible combinations of each
task at a different consumption alternative and then select the best one (say cheapest),
according to the submitted bids. If we see these consumption alternatives as possible
values of a variable and, additionally add some constraints between variables and use
the price of the consumed electricity as result of the cost function, then we have set it
out as a constraint problem or, more specifically, a constraint optimisation problem.
The possible alternatives devise a solution space of combinatorial dimensions (i.e.
depends on the number of devices and the number of alternatives of each appliance)
that must be traversed in the quest for a better solution.

Moreover, security and privacy issues (if we address not a single household but
a number of them) on the one hand, and compatibility and inter-operability issues in
the consumption alternatives elicitation, on the other, indicate we should solve this
problem in a distributed manner. So it becomes adistributedconstraint optimisation
problem (dCOP). Hence, the components of the system have to iteratively test all
possible combinations in the solution space in order to identify and adopt the most
convenient one, according to the bids submitted to the aforementioned auction and
to the consumption alternatives of every single device in the system. Unfortunately,
existing dCOPs algorithms are not applicable to our problem domain for a number
of reasons (as we will detail in Chapter 5).

Thus, motivated by the new opportunities offered by deregulation, we deal in this
dissertation with a twofold main goal. On one side, the design of a new marketplace
that enables us to optimise the allocation of demand. On the other side, the devel-
opment of a new method that optimises the scheduling of that demand. Both issues
demarcate separated, but interrelated and interconnected domains.

Against this background, we address hereby a combination of Game Theory (spe-
cially Auction Theory) on the one hand, and Distributed Artificial Intelligence on the
other, to optimise allocation and scheduling of demand in deregulated markets. First,
we have designed a system ofsimultaneous reverse combinatorial auctionsthat as-
sures maximum benefits for the auctioneer (and thus, optimal demand allocation, as
we will see), and the corresponding optimal clearing algorithms. Second, we have
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developed a noveldistributed constraint optimisation problem algorithmthat effi-
ciently finds the best demand schedule according to the supply bids received in the
aforementioned market.

Moreover, both the marketplace and the dCOP environment are embodied by
two respective multi-agent systems (sharing one common element, as explained in
chapter 3, that acts as communication pipe between the separated systems). Classical
reasons for choosing MAS technology are pointed out by Palensky [Pal01], quoting
previous work of Jennings et al. in [JCL+96] and[CLJ96]:

• Economy: The reuse of existing software is cheaper than develop-
ing new software.

• Robustness: The overlapping expertise of the single agents makes
the overall system more fault-tolerant.

• Reliability: The same overlapping expertise makes the system
more reliable because information can be cross-referenced and
compared.

• Natural representation of the domain: The system represents the
way the control engineers work when a disturbance occurs. There
are specialised agents that have to cooperate to get all the informa-
tion and to save the situation.

More specifically, we would add the following concrete issues, directly related
to the challenges that our problem setting poses. First, agents areautonomous. This
property enables agents to operate within the decentralised control regimes of our
problem domain: a distributed marketplace and a distributed constraint optimisation
system. Second, agents arereactive. This property enables them to rapidly respond to
changes, a property required specially in our dCOP system. Finally, they areflexible,
which enables them to cope with the dynamism and fast-changing conditions of both
the market place and the dCOP system1.

1.2 Research Contributions

The following account constitutes the list of objectives of this work that will allow
its contributions to be judged.

1 The properties of agents accounted here were first detailed by Wooldridge and Jennings in their
seminal work [WJ95].
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• DSM Model: Develop an optimal DSM-model integrating electricity retailers
and consumers, adapted to the new conditions posed by deregulated markets.

• Demand allocation: Develop an optimal demand allocation model that assures
maximum benefit for clients and, simultaneously, provides suppliers with a tool
to influence their consuming behaviour.

• Demand scheduling: Develop an optimal demand scheduling model that as-
sures finding the best possible consumption alternative for each device, accord-
ing to the cost of the actual electricity.

Hence, we can describe next the contributions to the state of the art made by this
thesis, together with the works in which they were published.

• First, we present, for the first time, a novelenergy retail market designed as
a system of reverse combinatorial auctions with supply function bidding. This
novel market, introduced in [PJ05], allows customers to increase their profit
and provides UCs with a mechanism to influence customers’ behaviour.

• Second, in the same work we develop new optimalclearing algorithms tai-
lored to electricity supply functions that perform better than the existing more
general clearing algorithms.

• Third, in [PPL03] we provide the first taxonomy of electrical devices according
to their DSM-ability (i.e. the degree of participation within a DSM-system).

• Fourth, we introduce the firstDSM-systemof devices modeled as a distributed
constraint optimisation problem (dCOP), as presented in [PJN05].

• Fifth, in the same work we develop, for the problem stated above, a new op-
timal dCOP algorithm and tailor existing counterpart algorithms to solve it.
We compare these and show how our novel algorithm outperforms the rest.

• Last but not least, we describe theintegration of both marketplace and con-
sumers’ systems into an architecture that exploits the benefits of deregulated
electricity markets to optimally allocate and schedule demand.
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1.3 Summary

This dissertation addresses a novel market design in order to take advantage of the
new situation that the deregulation of European (and other countries’) electricity mar-
kets pose. Customers auction their future energy demand and utility companies com-
pete to provide this. This market model establishes a trade-off where clients become
cheaper energy in exchange for predictable demand. Still, redesigning the market
format is not enough if clients lack a method to control their electricity consumption.
To this end, this thesis describes a device demand optimisation way, so devices ad-
just their demand to the needs of the rest customer’s devices and achieve the cheapest
possible consumption profile according to the offers and discounts submitted by the
utility companies.

Before accurately describing the research done in both, the novel market design
and the demand optimisation method, let us start with an introduction to the three
main topics converging in this dissertation: Constraint Problems, Game and Auction
Theory, and Energy Markets. In this way, Chapter 2 will help more easily compre-
hend the work described afterwards.



All language is a set of symbols whose use among its speakers assumes a shared
past. How, then, can I translate into words the limitless Aleph, which my flounder-
ing mind can scarcely encompass? Mystics, faced with the same problem, fall back
on symbols: to signify the godhead, one Persian speaks of a bird that somehow is
all birds; Alanus de Insulis, of a sphere whose center is everywhere and circum-
ference is nowhere; Ezekiel, of a four-faced angel who at one and the same time
moves east and west, north and south. (Not in vain do I recall these inconceivable
analogies; they bear some relation to the Aleph.) Perhaps the gods might grant me
a similar metaphor, but then this account would become contaminated by literature,
by fiction. Really, what I want to do is impossible, for any listing of an endless se-
ries is doomed to be infinitesimal. In that single gigantic instant I saw millions of
acts both delightful and awful; not one of them occupied the same point in space,
without overlapping or transparency. What my eyes beheld was simultaneous, but
what I shall now write down will be successive, because language is successive.
Nonetheless, I’ll try to recollect what I can.

J.L. Borges, “The Aleph”

Chapter 2
State of the Art
The chapter is devoted to provide a theoretical background for the rest of the chap-
ters. We introduce the notion of constraint problems and then focus on distributed
constraint satisfaction and optimisation problems. Further, we provide an overview
of auctions and then go into more detail to explain combinatorial auctions and the
algorithms to clear them. Finally, we detail the current status in the deregulation of
European energy markets.

2.1 Constraint Problems

Constraint problems constitute one of the most powerful problem solving paradigms
in Artificial Intelligence1 [FY05]. Formally speaking, a constraint problem is defined
by a set of variablesV = {X1, X2,. . .Xn}, with each having an associated non-empty

1 Nowadays, the general banner “Artificial intelligence” is also known as “Computational Intelli-
gence”, (CI).

12
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domain of possible values. Moreover, there is a set of constraintsC = {C1, C2, Cm}
which contain subsets of V and specify a relationship within that subset according to
some constraint language. Basically, each constraintCi specifies the possible values
for the subset of variables it involves. In this way, astateof the problem is a set of
assignments to some or all of the variables. This is,{Xi = vi, Xj = vj . . .}. States
areconsistentor legal when they do not violate any constraint. In case all variables
are mentioned within the state, it iscomplete. And, if a complete state is consistent,
then we have a solution.

Depending on the goal of the problem, we can deal with a constraintoptimisation
(COP) or constraintsatisfaction(CSP) one. In the first type, constraints cannot be
violated (thus, they must be satisfied). In the latter, there exist afitness function
(aka objective or cost function) that evaluates the state (i.e how good or bad does
it perform) and the goal is to obtain the combination of variable assignments that
maximise or minimise (depending on the problem) the function. With this approach,
constraint satisfaction problems can be seen as a subgroup of constraint optimisation
ones since they look for a combination that gets a fitness value of0 (i.e. where no
constraint is violated).

Now, focusing on constraint satisfaction, let us illustrate the definitions above
with two archetypal constraint satisfaction problems: themap colouringproblem and
then-queensproblem. The formulation of the map colouring problem is as follows:
given a certain map, the task consists in finding the combination of colours for each
territory where neighbouring territories have a different colour with the minimum
possible number of colours. Figure 2.1 shows an example of the map-colouring
problem.

In order to ease its visualisation, it is also possible to use a constraint graph where
each country is represented as a node and the edges connecting two of them are the
constraints. Thus, in the example of Figure 2.1, Austria is surrounded by all the rest
whereas, for instance, Switzerland only borders upon Austria. An incomplete state
could beS1 = {A = red, H = white, SL = white}, which will be non consistent as well,
since Hungary and Slovenia would have the same colours though being neighbours.

In the N-Queens problem, the challenge consists in, having ann x n draught-
board, placingn queens so that no two queens threaten each other. Thus, no two
queens can be on the same row, column or diagonal. Usually, the problem is finished
after finding a consistent combination for the queens but sometimes it may be asked
to list all possible legal solutions. Figure 2.2 shows some consistent and inconsistent
situations with four queens.

Since there are as many queens as rows, we can assure that consistent solutions
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Switzerland

Austria Hungary

Czech
Rep.

Slovakia

Slovenia

CZ

CH A

H

SK

SL

Figure 2.1:Map Colouring Problem – The map of central Europe to be coloured (left) and

its constraint graph (right) to solve it as a CSP.

(1) (2) (3)

3 constraints violated 2 constraints violated 0 constraints violated

Figure 2.2:4-Queens Problem Example– Situations (1) and (2) are inconsistent with re-

spectively 3 and 2 constraints violated, and situation (3) shows a legal combination where no queen

threatens any other.

will have every queen placed in a different row. In this way, the problem can be
formalised as a CSP withn variables, each of which corresponds to the position of a
queen in her row. Moreover, the domain of the variable is[1..n] (e.g. in the 4-Queens
problem,1, 2, 3, 4) and the constraints can be articulated as binary predicates. For
instance, a constraint betweenqi andqj will be represented asqi 6= qj

∧ | i − j | 6=
|qi − qj |. Finally, a solution is a combination of the values of all variables and the
goal is to find a consistent combination of them.
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The advantages of modeling a problem as a CSP are many. As stated by Russell
and Norvig in [RN02]:

Because the representation of states in a CSP conforms to astandard
pattern –that is, a set of variables with assigned values– the successor
function and goal test can be written in a generic way that applies to
all CSPs. Furthermore, we can develop effective, generic heuristics that
require no additional domain-specific expertise. Finally, the structure of
the constraint graph can be used to simplify the solution process, in some
cases giving an exponential reduction of complexity.

Unfortunately, finding a consistent solution is NP-complete and thus, a trial-and-
error exploration of the possible alternatives is inevitable [YH00]. In this way, meth-
ods for solving CSPs can be divided into two groups, namelysearchalgorithms and
consistencyalgorithms [Mac92, YIDK92, YH00], where search algorithms can be
further divided intobacktrackingalgorithms anditerative improvementalgorithms.

Let us first go into a deeper detail with backtracking algorithms, which represent
a class of basic, systematic search algorithms for solving CSPs. The general banner
of backtracking refers to the action executed by the algorithm when there are no legal
values left to assign [RN02]. Basically, a backtracking algorithm involves a depth-
first search that for each single variable tests all its legal values and then backtracks,
as shown in Figure 2.3.

The algorithm starts working with a partial solution consisting in the value as-
signment of one variable. This partial solution is extended by adding new variables
one by one, until it becomes a complete solution. In case that one variable has no
legal value that satisfies all of the constraints with the partial solution, the value of the
last-added variable is changed in the backtracking process that names the algorithm.

Nevertheless, though being complete, the performance of this algorithm is poor
since it systematically tries all values of a variablewithout considering which could
be better. To remove this shortcoming, we can use a value-ordering heuristic that
somehow favours promising values so a consistent solution can be found faster. In
this way, the min-conflict heuristic [MJPL92] chooses the least problematic value
each time. It starts with an initial tentative value for each variable, which, when
the value is added to the partial solution must satisfy all the previous constraints
(as in every backtracking algorithm). If there exist several values that fulfill this
condition, the min-conflict heuristics selects the one that satisfies the highest number
of constraints with tentative initial values.
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function BACKTRACKING-SEARCH(csp) returns a solution, or failure
return RECURSIVE-BACKTRACKING({ }, csp)

function RECURSIVE-BACKTRACKING(assignment,csp) returns a solution, or
failure

if assignmentis completethen return assignment
var ← SELECT-UNASSIGNED-VARIABLE(VARIABLES[csp], assignment,

csp)
for eachvaluein ORDER-DOMAIN-VALUES(var, assignment, csp) do

if valueis consistent withassignmentaccording to CONSTRAINTS[csp] then
add{var = value} to assignment
result← RECURSIVE-BACKTRACKING(assignment, csp)
if result 6= failure then return result
remove{var = value} from assignment

return failure

Figure 2.3: Backtracking Algorithm for Constraint Satisfaction Problems
[RN02] – The pseudocode illustrates the depth-first search carried out by the algorithm. When

a variable has no legal values left to assign then the algorithms backtracks to assign a new value to its

predecessor.
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function ITERATIVE IMPROVEMENT (csp, max steps) returns a solution or
failure

inputs: csp, a constraint satisfaction problem
max steps, the number of steps allowed before giving up

current← an initial complete assignment forcsp
for i = 1 tomaxstepsdo

if current is a solution forcspthen return current
var← a randomly chosen, conflicted variable from VARIABLES[csp]
value← the valuev for var that minimises CONFLICTS(var, v, current, csp)
setvar = valuein current

return failure

Figure 2.4: Iterative Improvement Algorithm with Min-Conflict Heuristic for
Constraint Satisfaction Problems [RN02]– The pseudocode illustrates the hill-climbing

search guided by a min-conflict heuristic.

The other class of search algorithms are those known as iterative improvement
algorithms (“local search algorithms” in [RN02]). In this case, the algorithms per-
form a hill-climbing search on an initial tentative set of values. Therefore, the initial
non-consistent solution is iteratively improved. This time as well, the search process
can be guided heuristically. For instance, by choosing the variable value that min-
imises the number of violated constraints (again, min-conflict heuristic). Figure 2.4
shows an iterative improvement algorithm with min-conflict heuristic.

Being hill-climbing algorithms, a major flaw of iterative improvement is that they
may occasionally get trapped inlocal-minima. These are states in which no change
in the value of a single variable improves the situation (i.e. decreases the number
of violated constraints). Therefore, since the algorithm finds no better move, it gets
blocked without being able to continue (though the current solution is not consis-
tent). For instance, Figure 2.5 shows a local-minimum situation in the four-queens
problem. The draughtboard on the left presents the start situation with 2 constraints
violated. The rest of the draughtboards develop this situation by changing the value
of one queen.

Now, one of the methods proposed to escape from these situations is the breakout
algorithm [Mor93]. Each constraint is assigned an initial weight of 1. When trapped
in a local minimum, the algorithm increments the weights of the violated constraints.
In this way, it can use the summation of the weights of violated constraints as a fitness



CHAPTER 2. STATE OF THE ART 18

Figure 2.5: Local-minima in the 4-Queens Problem [RN02]– Changing the value

of only a single variable does not reduce the number of overall violated constraints. In the initial

situation (left), this number is 2. The other combinations on the right, obtained after changing only

one variable, cannot do better.
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function that favours states close to the local minimum and, therefore, helps to escape
from it.

Nevertheless, the search may not be exhaustive and therefore, iterative improve-
ments algorithms, though efficient, cannot be guaranteed to be complete [YH00].
Still, they are surprisingly effective for many CSPs, particularly when given a rea-
sonable start situation. For instance, in the n-queens problem, the runtime of the
iterative improvements algorithms is roughly independent of the problem size. As
[RN02] states, “it solves even the million-queens problem in an average of 50 steps
(after the initial assignment)”. The reason for this phenomenon is that “the solutions
are densely distributed throughout the state space” [RN02].

Consistency algorithms [Mac92] constitute an alternative to search algorithms.
Basically, they are preprocessing algorithms with the purpose of reducing unneces-
sary backtracking. Following [HY00], the can be classified according to the notion
of k-consistency:

A CSP is k-consistent iff given any instantiation of anyk − 1 variables
satisfying all the constraints among those variables, it is possible to find
an instantiation of anykth variable such that thek values satisfy all the
constraints among them. If there aren variables in a CSP and the CSP is
k-consistent for allk ≤ n, then a solution can be obtained immediately
without any backtracking.

The problem is that getting to that high degree of consistency requires pro-
hibitively high computational costs. Therefore, the solution lies in finding the proper
combination of consistency algorithms and backtracking.

2.1.1 Distributed Constraint Satisfaction Problems

All the algorithms presented above are centralised. This is, one agent owns all the
knowledge about the problems and searches alone for the solution. Nevertheless, in
some situations it may be inadequate or even impossible to proceed in this way. Basi-
cally, the reasons that prevent from solving a CSP from being solved in a centralised
manner are [FY05]:

• The cost of creating a central authority: When the problem is per se distributed
among a set of peer agents, having a central authority to solve the problem
implies adding another element not present in the original architecture.



CHAPTER 2. STATE OF THE ART 20

• The cost of transferring the knowledge: In some occasions, constraints or pref-
erences are difficult to express or articulate. Transferring this knowledge to a
central agent would require detailing the articulation of the constraint for all
possible situations and thus, would be prohibitively costly.

• Security/privacy concerns [man01]: The preferences or constraints may be
strategic information, unable to be revealed to competitors or even to a central
authority. This is often the situation in e-commerce.

• Having a central point of failure: If the problem is solved in a distributed
manner and one agent fails, the rest may still be able to find a solution without
it, as happens in sensor networks. On the contrary, the failure of the central
authority may be critical.

Moreover, in many cases, the process may be speeded up by being carried out
in parallel by many agents. Together all these reasons point to solving the problem
in a distributed fashion2, this is, as a Distributed Constraint Satisfaction Problem
(dCSP3).

Makoto Yokoo has helped pioneer the research on this area. Roughly, a dCSP
is a CSP in which variables and constraints (i.e. the knowledge of the problem) are
distributed among many agents and these agents are required to satisfy all constraints
by communicating with each other [HY97]. Therefore, we can say that the goal now
is to find consistent combinations of actions that lead to the satisfaction of the inter-
agent constraints [YH00].

Distributed Constraint Satisfaction problems can be defined formally as follows
[YH00]:

There existm agents1, 2, . . .m. Each variablexj belongs to one agent
i (this relation is represented asbelongs(xj, i)). Constraints are also
distributed among agents. The fact that an agentl knows a constraint
predicatepk is represented asknown(pk, l). We say that a Distributed
CSP is solved iff the following conditions are satisfied.

• ∀i, ∀xj wherebelongs(xj, i), the value ofxj is assigned todj, and

2 Parallel or distributed processing methods for solving CSPs are not really suited for distributed
CSPs [CDK91, ZM91] since first, they are designed for efficiency, and second, the reasons that prevent
us from using a central authority apply for them as well [YH00].

3 Often in the literature also written as ”disCSP” or simply ”distributed CSP”.
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• ∀l, ∀pk whereknown(pk, l), pk is true under the assignmentxj =
dj.

Various application problems in MAS can be modeled as a distributed CSP.
For instance, the distributed interpretation problem [LC88], the distributed resource
allocation problem [CKL91], the problem in multi-agent truth maintenance tasks
[HB91], and the distributed scheduling problem [SRSKF91], which presents some
similarities with the scheduling problem we face in this thesis.

As a general rule, all these examples assume the following communication frame-
work [YDIK98]:

• The communication between agents is achieved by exchanging messages but
the address of the receiver must be known in beforehand.

• The communication is reliable and thus, messages are received in the same
order in which they are sent.

A more exhaustive overview of the research in distributed constraint satis-
faction problems until 2000 can be found in [Yok01]. Now, let us introduce
two classical dCSP algorithms that will be used in Chapter 5,Asynchronous
Backtracking [YIDK92, YDIK98, YH00] and Asynchronous Weak-Commitment
[YDIK98, YH00], since they can be adapted to work within our problem domain. In
the first one, Asynchronous Backtracking, the dCSP is solved by an asynchronous
exchange of messages. Agents form a chain ordered by priority and each agent is
responsible for enforcing all constraints between itself and all variables owned by
higher agents in that chain. In this way, each agent sends concurrently the value of
its variable to the next agent in the chain within anok? message, asking whether the
value is acceptable. If not, it receives anogoodnotification, meaning that the other
agent has found a constraint violation. Each agent maintains a memory of what other
agent’s values are (the so-calledagent view, the values arrived withinok?messages).
Thus, they can compare this agent view to all receivednogoodsand to their current
value sent within theok? messages to find a consistent (non-conflicting) value. In
case it is not possible, the assignments of the other agents must be changed to get
to a combination that does not violate any constraint and therefore, the agent causes
a backtrackprocess and the neighbours start searching for a non-conflicting value.
Figure 2.6 shows the pseudocode corresponding to this algorithm.

The asynchronous backtracking algorithm either finds a solution that satisfies
all constraints and, if there are none, it terminates. Retaining all nogoods assures
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ASYNCHRONOUS BACKTRACKING ALGORITHM

when received (ok?, (xj , dj)) do –
add (xj , dj) to agent view;
check agent view;

end do;

when received(nogood, xj , nogood) do –
addnogoodto nogoodlist;
when (xk,dk) wherexk is not connected is contained innogooddo

requestxk to add a link fromxk to xi;
add (xk, dk) to agent view; end do;

old value← current value; check agent view; –
whenold value= current valuedo

send (ok?, (xj , current value)) to xj ; end do; end do;

procedurecheck agent view
whenagentviewandcurrent valueare not consistentdo

if no value inDi is consistent withagentviewthen backtrack;
elseselectd ∈ Di whereagentviewandd are consistent;

current value← d;
send (ok?, (xi, d)) to outgoing links;end if; end do;

procedurebacktrack
nogoods← {V | V = inconsistent subset ofagentview}; –
whenan empty set is an element ofnogoodsdo

broadcast to other agents that there is no solution,
terminate this algorithm;end do;

for eachV ∈ nogoodsdo;
select (xj; dj) wherexj has the lowest priority in V; –
send (nogood, xi, V ) to xj ;

remove (xj; dj) from agentview; end do;
check agent view;
end do;

Figure 2.6:Asynchronous Backtracking Algorithm for Distributed Constraint
Satisfaction Problems [YDIK98] – Procedures for receiving messages and performing a

backtrack.
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the completeness of the asynchronous backtracking algorithm. Nevertheless, high
priority agents tend to have a strong commitment to its variable value [HY00]. This
is, a high priority agent selecting a wrong value to its variable forces lower priority
agents to perform an exhaustive search to revise that wrong value.

This flaw has been tackled in the asynchronous weak-commitment algorithm
[Yok95], the second of the classical dCSP algorithms, we present here. Basically,
an asynchronous weak-commitment algorithm is an enhancement of the asynchro-
nous backtracking, where agents change their priority values dynamically in order
to avoid the strong commitment of high priority agents, mentioned above [HY00].
Moreover, this algorithm usesok? andnogood messages in a similar way as asyn-
chronous backtracking and it also creates and sends a nogood when the agent finds
no consistent value to its variable. Yet then, it increases its priority value to the
maximum among its neighbours, which is what allows lower priority agents to re-
vise the wrong values of higher priority ones. The pseudocode corresponding to the
Asynchronous Weak-Commitment Algorithm is shown in Figure 2.7.

Weak-commitment algorithms are more efficient than their asynchronous back-
tracking counterparts and, by recording all nogoods, they are also complete [HY00].

2.1.2 Distributed Constraint Optimisation Problems

Constraint satisfaction has been successfully applied to a wide range of problems, as
stated before. Nevertheless, some situations in real life are over-constrained [CDK91,
CKLM92, DTWZ94]. This is, no solution satisfies all constraints completely [Yok93,
HY97, HY00], so the problem consists in finding a solution that improves or opti-
mises the current one.

In this way, distributed constraint optimisation problems (dCOP) [YD91] can be
seen as a generalisation of distributed constraint satisfaction problems, similarly to
their centralised versions. The difference lies in the result of the objective function.
Whereas in constraint satisfaction it issues the number of constraints violated (so
the goal is to reduce it to 0), in constraint optimisation it evaluates the fitness of
a set of values of the agents’ variables. For instance, in the N-Queens problem,
we can say whether a set of assignment constitutes a solution or, if all the space
solution has been unsuccessfully processed, that no solution can be found (as for the
3-Queens problem). Think now of a scheduling problem, akin to the one presented
in the next chapters. For a given energy demand, we are asked to find the cheapest
consumption schedule according to a simple tariff (each time slot having a price
for the kWh consumption). Every different set of assignments will have a fitness,
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ASYNCHRONOUS WEAK-COMMITMENT ALGORITHM

when received (ok?, (xj , dj, priority)) do –
add (xj , dj, priority) to agent view;
check agent view;

end do;

when received(nogood, xj , nogood) do –
addnogoodto nogoodlist;
when (xk,dk,priority) wherexk is not inneighbours

is contained innogooddo
addxk to neighbours, add (xk,dk,priority) to agentview; end do;

check agent view;
end do;

procedurecheck agent view
whenagentviewandcurrent valueare not consistentdo

if no value inDi is consistent withagentviewthen backtrack;
else selectd ∈ Di whereagentviewandd are consistent

andd minimises the number of constraint violations
with lower priority agents; –
current value← d;
send (ok?, (xi, d,current priority)) to neighbours; end if; end do;

procedurebacktrack –
nogoods← {V | V inconsistent subset ofagentview};
when an empty set is an element ofnogoodsdo

broadcast to other agents that there is no solution,
terminate this algorithm; end do;

whenno element ofnogoodsis included innogoodsentdo
for eachV ∈ nogoodsdo;

add V tonogoodsent
for each (xj; dj; pj) in V do;

send (nogood, xi, V ) to xj ; end do; end do;
pmax ← max(xj; dj; pj) ∈ agentview(pj);
current priority ← pmax;
select d∈ Di whered minimises the number of constraint violations
with lower priority agents;
current value← d;
send (ok?, (xi, d,current priority)) to neighbours; end do;

Figure 2.7:Asynchronous Weak-Commitment Algorithm for Distributed Con-
straint Satisfaction Problems [YDIK98] – Procedures for receiving messages and perform-

ing a backtrack.
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consisting simply of the sum of each time-slot’s consumption multiplied by the cost
of energy in that time-slot. Therefore, each possible solution will dobetteror worse,
but we will not be able to select any of then as a consistent one, as in constraint
satisfaction. In theory, it is necessary to process all possible solutions to find the best
one4.

The formalisation of constraint optimisation problems is as follows [ML04]:

• a set ofn variables V ={x1, . . . , xn}
• discrete, finite domains for each of the variables D ={D1, . . . , Dn}
• a set of cost functionsf = {f1, . . . , fm} where eachfi(di,1, . . . , di,j) is func-

tion fi : Di × . . .×Di,j → N ∪∞

The problem is to find an assignmentA∗ = {di,1, . . . , dn|di ∈ Di} such that the
global cost is minimised.

As in constraint satisfaction, if the knowledge of the constraint optimisation prob-
lem is distributed among several agents, then we have a distributed constraint satis-
faction problem (dCOP) [HY97, HY00, LS95, PWF+97]. The formal definition of a
dCOP is as follows [MSTM05, PF05b, PF05a]:

• a set ofn variables V ={x1, . . . , xn}, each one assigned to an agent

• discrete, finite domains for each of the variables D ={D1, . . . , Dn}. Only the
agent who is assigned a variable has control of its value and knowledge of its
domain

• a set of cost functionsf = {f1, . . . , fm} where eachfi(di,1, . . . , di,j) is func-
tion fi : Di × . . .×Di,j → N ∪∞

Each agent chooses its values such that a given global objective function is min-
imised. The objective function is described as the summation over a set of cost
functions, and they are the analogue of constraints from DisCSP (and, thus, referred
hereafter simply as “constraints”).

4 Applying either a proper heuristic or knowledge of the problem could help avoid this phenom-
enon. For instance, if we knew that off-peak time-slots are cheaper than the peak ones, we could
assure that a solution having all its consumption placed off-peak would do better than another only
consuming at the peak times.
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The problem is to find an assignmentA∗ = {di,1, . . . , dn|di ∈ Di} such that the
global cost is minimised.

The dCOP framework can be used as coordination mechanism of the decision-
making of multi-agent system. For instance, [MSTM05] lists:

Satellite constellations [Bar99], disaster rescue [KTN+99], multi-agent
teamwork [Tam97], human/agent organizations [CGK+01], intelligent
forces [CSC+93], distributed and reconfigurable robots [SY02] and
sensor networks [Sys01] as some examples of multi-agent applications
where distributed reasoning problems arise.

One may think that, since dCOP is an extension of the dCSP framework, dCSP
algorithms could be adapted to optimisation and still work optimally. This is, unfor-
tunately, not possible, as claimed in [MSTM05]:

Simple extensions to Asynchronous Backtracking for optimisation have
relied on converting an optimisation problem into a sequence of dCSPs
using iterative thresholding [HY00]. This approach has applied only to
limited types of optimisation problems (e.g. Hierarchical dCSPs, Max-
imal dCSPs), but has failed to apply to more general dCOP problems,
even rather natural ones such as minimising the total number of con-
straint violations (MaxCSP).

That is, dCSP are not successful whileexportedto a dCOP domain. Therefore,
we need to use algorithms tailored to dCOP’s features. In this way, the Synchronous
Branch and Bound (SynchBB [HY97]), is the application of the branch and bound
method [Fre89, FW92] to dCOP. Thus, supposing that the solution space can be
represented as a tree, if the algorithm knows that the optimal solution cannot occur
in any of the successors of a certain node, there is no need to continue exploring
solutions that include successors from that node5. And this is roughly the philosophy
of SynchBB [HY97]. The agents interchange sequentially extended partial paths
with their value and abandon those whose evaluation is less than the current upper
bound. If values are exhausted, the agent backtracks to the previous agent. Figures
2.8 and 2.9 show more details on the SynchBB algorithm.

5 For instance, looking for the shortest route connecting Vienna and Berlin we may come across
a partial route from Vienna to Paris (i.e. the final route would be Vienna-Paris-Berlin). Supposing
that the best route found so far requires 700 km and that this Vienna-Paris one already needs 1300
km, we can abandon all routes starting with Vienna-Paris (e.g. Vienna-Paris-Munich-Berlin, Vienna-
Paris-Frankfurt-Berlin, and so on) because they will be for sure worse than the current best one.



CHAPTER 2. STATE OF THE ART 27

SYNCHRONOUS BRANCH AND BOUND ALGORITHM (1)

procedureinitiate
di ← first value indomain;
send (token, [[xi, di, 0]], ni) to the next agent;

when i received (token, current path, ub) from the previous agentdo
previouspath← current path;
ni ← ub;
next← get next(domain);
send token; end do;

when i received (token, current path, ub) from the next agentdo
[xi, di, nvi] ← the element related toxi in current path;
ni ← ub;
next← get next(domainminus all elements up todi)
send token; end do;

proceduresend token
if nextneq exhaustedthen

if i = the last agentthen
next to next← next;
while next to next 6= exhausteddo

bestpath← newpath;
ni← maxnvj in bestpath;
whenni ≤ si do

terminate the algorithm;end do;
next to next← get next(domain minus all elements up tonext to next);

end do;
send (token, previouspath, ni) to the previous agent;

else
send (token, new path,ni) to the next agent;end if;

else
if i = the first agentthen

terminate the algorithm;
else

send (token, previouspath, ni) to the previous agent;end if; end if;

Figure 2.8: Synchronous Branch and Bound Algorithm for Distributed Con-
straint Optimisation Problems [HY97] (1) – initiate andsendtokenprocedures carried

out by the agents.
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SYNCHRONOUS BRANCH AND BOUND ALGORITHM (2)

procedureget next(domain)
if domain= nil then

return exhausted;
else
di ← first value indomain;
newpath← nil;
counter← 0;
if check(previouspath) then

return di;
else

return get next(domainminusdi); end if; end if;

procedurecheck(path)
if path= nil then

append [xi, di, counter] to newpath;
return true;
else

[xj, dj, nvj] ← first element inpath;
if [xi, di] and [xj, dj] are not consistentthen

counter← counter+ 1;
if counterleq ni or nvj + 1≤ ni then

return false
else

append [xj, dj, nvj + 1] tonewpath;
return check(pathminus first element);end if;

else
append [xj, dj, nvj] to newpath;
return check(pathminus first element);end if; end if;

Figure 2.9: Synchronous Branch and Bound Algorithm for Distributed Con-
straint Optimisation Problems [HY97] (2) – get nextandcheckprocedures carried out by

the agents.
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SynchBB performs an exhaustive search and thus, is complete [HY97, MSTY03]
(i.e. if it exists, it finds an optimal solution and otherwise, it terminates). The major
flaw of SynchBB lies precisely on its synchrony. It does not allow agents to change
their values in parallel. Therefore, according to [MSTM05] it is prohibitively slow
due to its synchronous, sequential communication.

To remove this shortcoming, a new algorithm called Asynchronous Distributed
OPTimisation (Adopt) [MSTY03, Mod03, MSTM05] replaces the depth-first search
strategy with an asynchronous best-first search and the upper bound with a lower
bound as comparison mean for abandoning less promising solutions. This is one of
the special features of Adopt: it may abandon partial solutions before suboptimal-
ity is proved and, therefore, it requires a mechanism to efficiently reconstruct some
of the previously dismissed solutions (calledbacktrack threshold). Indeed, Adopt
is a backtracking search that maintains a lower and an upper bound at each vari-
able during its search. It orders the nodes in a tree where constraints join ancestors
and descendants and no constraints are allowed among siblings [MSTY03] (i.e. the
constraint graph is transformed into a depth-first search tree). The lower and upper
bound become progressively closer and the algorithm terminates when it returns to
the root agent. Figures 2.11 and 2.12 detail the procedures for receiving messages
and for updating backtrack thresholds in Adopt.

Now, Adopt significantly outperforms SynchBB, as shown in Figure 2.10 for
the graph colouring problem, using the synchronous cycle as comparison dimension
(though, as noted by Modi et al. in [MSTM05], more sophisticated metrics for com-
paring algorithms are needed6.

Nevertheless, Adopt, and backtracking algorithms in general, have received lately
some critics on their suitability for distributed systems [PF05a]:

They may not be the best basis since in backtrack search, control shifts
rapidly between different variables. Every state change in a distrib-
uted backtrack algorithm requires at least one message; in the worst
case, even in a parallel algorithm there will be exponentially many state
changes [Kas86], thus resulting in exponentially many messages. So far,
this has been a serious drawback for the application of distributed algo-
rithms in the real world, especially for optimisation problems (also noted
in [MTB+04]).

6In the comparison of Chapter 5 among Adopt and our novel dCOP algorithm we use different
metrics to this extent, such as the frequency of calls to the cost function and the overall number of
messages exchanged.
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Figure 2.10:Comparison among Adopt and SynchBB [MSTM05]– Adopt clearly

outperforms SynchBB and the improved version of this, SynchID in the Graph Colouring problem.

As we shown in chapter 5, Adopt and the rest of the existing dCOP and dCSP
algorithms are not able to work under the conditions that the problem domain ad-
dressed in this dissertation poses. Therefore, there are two alternatives: either adapt-
ing those algorithms or developing a novel one. Chapter 5 details how both of these
alternatives were carried out.

2.2 Auctions

The etymology of the word auction traces its roots back to the Latin voiceaucti,
auctin-, fromauctus, past participle ofaugere, ” to increase”. This meaning is closely
associated to the concept that an individual of the western culture recalls when think-
ing of an auction: the sale of a good in which one or more participants (usually
round-wise) offer a buy price increasingly until no one dares to outbid the last one.
Formally, an auction is indeed a game of incomplete information [Kri02]; a nego-
tiation protocol7 where one or more bidders, in a dynamic process, agree with the
auctioneer to buy one or more goods or services at a certain price [Wur01]. The key
idea is that this price is unknown or variable beforehand. The objective of the auction

7 [HJL03] mentions another two types of negotiation protocols:multilateral negotiation, where the
negotiation involves bargaining between multiple noncooperative parties [ARS96] andn-bilateralne-
gotiations, where the negotiation process comprises multiple bilateral bargaining encounters [Far00].
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ASYNCHRONOUS DISTRIBUTED OPTIMISATION (ADOPT) (1)

initialize
threshold ← 0; CurrentContext← {}
forall d∈ Di, xl ∈ Childrendo
lb(d, xl) ← 0; t(d, xl) ← 0
ub(d, xl) ← Inf ; context(d, xl) ← {}; enddo

di ← d that minimisesLB (d)
backtrack

when received(THRESHOLD , t, context)
if contextcompatible withCurrentContext:
threshold ← t
maintainThresholdInvariant
backtrack; endif

when received(TERMINATE , context)
record TERMINATE received from parent
CurrentContext← context
backtrack

when received(VALUE , (xj, dj ))
if TERMINATE not received from parent:

add (xj, dj) to CurrentContext
forall d ∈ Di; xl ∈ Childrendo

if context(d; xl) incompatible withCurrentContext:
lb(d, xl) ← 0; t(d, xl) ← 0
ub(d, xl) ← Inf ; context(d, xl) ← {} ; endif; enddo

maintainThresholdInvariant
backtrack; endif

Figure 2.11: Asynchronous Distributed OPTimisation Algorithm (Adopt) for
Distributed Constraint Optimisation Problems [MSTM05] (1) – Procedures for re-

ceiving messages.
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ASYNCHRONOUS DISTRIBUTED OPTIMISATION (ADOPT) (2)

when received(COST, xk, context, lb, ub)
d ← value ofxi in context
remove (xi, d) from context
if TERMINATE not received from parent:

forall (xj, dj) ∈ contextandxj is not my neighbourdo
add (xj, dj) to CurrentContext;enddo

forall d′ ∈ Di, xl ∈ Childrendo
if context(d0; xl) incompatible withCurrentContext:
lb(d′, xl) ← 0; t(d′, xl) ← 0
ub(d′, xl) ← Inf ; context(d′, xl) ← {};endif;enddo;endif

if contextcompatible withCurrentContext:
lb(d, xk) ← lb
ub(d, xk) ← ub
context(d, xk) context
maintainChildThresholdInvariant
maintainThresholdInvariant ; endif

backtrack

procedure backtrack
if threshold == UB:
di ← d that minimisesUB(d)

else if LB(di) > threshold:
di ← d that minimisesLB (d);endif

SEND (VALUE , (xi, di)) to each lower priority neighbour
maintainAllocationInvariant
if threshold == UB:

if TERMINATE received from parent orxi is root:
SEND (TERMINATE , CurrentContext∪ {((xi, di)}) to each child
Terminate execution;endif;endif

SEND (COST, xi, CurrentContext, LB, UB) to parent

Figure 2.12: Asynchronous Distributed OPTimisation Algorithm (Adopt) for
Distributed Constraint Optimisation Problems [MSTM05] (2) – Procedures for re-

ceiving messages.
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is actually to settle this price. In case of anormalsale process8, clients just consider
whether buying or not (e.g. “is this item worth this price?”) and buy it if the price is
less than their own valuation. For an auctioneer, an auction represents an opportunity
of increasing the revenue from a fixed-price sale in the same way that for the bidders,
an auction represents an opportunity to obtain the good for a lower amount than their
valuation. In other words, an auctions enables them to gain something. Nevertheless,
if they pay an amount equally to their valuation, they obtain no benefit, since, at the
end of the day, they are indifferent between the money and the good.

Two issues arise at this point:bid shadingand the phenomenon termed aswin-
ner’s curse. Let us start with the latter. The winner’s curse is a logical consequence
of supposing that all participants are roughly equal able of estimating the value of a
good and bidding accordingly. According to this principle, in auctions with incom-
plete information, where bidders don’t know the valuation of the others, the winner
has probably overestimated the commodity’s valuation since all the rest have placed
lower bids (thus, their valuation was less) so the winner may think he has overpaid.

In order to prevent the winner’s curse, sensible bidders may place a bid below
their valuation (i.e. they do bid shading) to be sure they don’t pay more than the
good is worth. The use of bid shading implies the possibility of using strategies
to pay less than their valuation. We will discuss afterwards how the presence of
incomplete information boosts strategies, and how can the auctioneer prevent it to
assure the maximum pay-off.

Now, we have discussed so far what an auctionis but notwhat it looks like. An
auction may actually present many varied forms. For instance, they may differ in
the number of distinct items to be auctioned, in whether there exists a reserve price
and whether it is known to bidders9, in the way bids are collected, in the mechanism
for winner determination and the price the winner pays, in the participants’ allowed
bids or in how often is it possible to bid and the way bids are presented. As can
be seen, there are many aspects to take into account. Table 2.1 summarises seven
main dimensions of this kind that will allow us to describe and compare several well-
known classical auction paradigms.

Common auction type lists usually cite the four most popular auction formats, all
single-sided10 auctions: first-price ascending (English), first-price sealed-bid, first-

8 A normalsale process is, for instance, to do the shopping in a supermarket. In opposition to any
kind of negotiation protocol, the prices are fixed by the seller and there is no space left for bargaining.

9Another aspect to take into account is the type of information that can be revealed in the process
[Fri93]. [WWW98] gives an accurate discussion on how can this phenomenon influence the outcome.

10Single-sided auctions are those where buyers submit asks and bidders place bids. On the contrary,
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Dimension Values Value explanation

Auction one-sided (O) only bids or asks are permitted
mode two-sided (T) both bids and asks are permitted
Duration single-round (S) the auction lasts one round
time multi-round (M) the auction lasts multiple round
Number of one (O) only one good auctioned
goods many (M) multiple goods are auctioned

many to one (n:1) multiple buyers and only one seller
Buyer:Seller one to many (1:m) multiple sellers and only one buyer
Ratio many to many (n:m) multiple buyers and multiple sellers
Information yes intermediate information revealed
Revealed no bidder has no information about others

first price (F) highest price among all the bidders
Settlement second price (S) second highest price among all the bidders
Price different prices (D) prices vary for each trade

time (T) when a time point is reached
Closing rules inactivity (I) when there are no more bids for a time pe-

riod
budget (B) when a buy-out price is reached

Table 2.1:Main dimensions for a comparison among different auction types.–
Based in [HJL03], the dimensions will be used in the comparison of table 2.2.
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price descending (Dutch), and second-price sealed-bid (Vickrey) [San99, Vic61]. The
fifth item in the following account is the most common type of double-sided auction:
the continuous double auction. All these formats auction a single nondivisible good.

• English Auction: This is what most people think of when speaking about an
auction. It is the oldest and probably most prevalent auction form [Kri02].
Bidders place their bids openly, each bid being always higher than the last until
no more bids are placed. Alternatively, some English auction forms include
a buy-out pricewhich, when reached, automatically terminates the auction.
Finally, the seller may impose areserve price(public or not) under which the
commodity cannot be sold. The participant that places the highest (i.e. last)
bid wins the auction and pays the price offered in this last bid.

• Dutch Auction11: In this auction, the auctioneer starts with high a price, which
is decreased gradually until somebody is willing to pay the announced amount.
This auction format is useful when the auctioneer wants to sell the goods
quickly, since only one bid can be placed (the bid accepting the price proposed
by the auctioneer) [HJL03].

• First-Price Sealed-Bid: Unlike the previous two, this auction is sealed. There-
fore, the participants don’t know the amount bid by the rest. They just submit
their bids and the good goes to the highest one.

• Vickrey Auction: Named after the 1996 Nobel Prize in Economic Sciences
William Vickrey, whose work was seminal in this area and classified this auc-
tion type in the 1960s. Vickrey auctions are like English auctions with just one
small peculiarity12: the price paid by the winner is not the amount offered in
the last and winning bid but in the second last (i.e. second highest bid) [Vic61].

• Continuous Double Auction (CDA): In this auction format, buyers and sellers
are allowed to continuously update their bids or asks at any time in the trading
process [HJL03].

Now, excepting in the case of the CDA, the auction formats presented so far are
embedded in a classical market: one seller and more (potential) buyers. Nevertheless,

in double-sided auctions, buyers and bidders can both submit asks or bids in the same marketplace
[HJL03].

11 The term was coined after its best known example, the Dutch tulip auction. Paradoxically, Dutch
people call it “Chinese Auction”.

12 Small peculiarity that makes a big difference in terms of equilibrium implementation, as we will
see in section 2.2.1



CHAPTER 2. STATE OF THE ART 36

there exist some other organisations offering interesting features. In this way, from
the point of view of the number of buyers and sellers, we can divide auction markets
into three types, as illustrated in Figure 2.13:

• Forward Auctions: This model is the most popular, consisting of one seller,
the auctioneer, and a number of potential buyers. English, Dutch and the most
popular auctions presented in table 2.2 (excepting the CDA) are forward auc-
tions.

• Reverse Auctions: In opposition to forward auctions, in reverse auction mar-
kets, the buyer starts the process, typically by placing anask. Then, buyers
offer their services or goods. Reverse auctions are used typically in procure-
ment auctions. The auctions used in the novel market format described in this
dissertation are reverse.

• Exchanges: Sometimes, there are marketplaces in which many buyers and sell-
ers coexists simultaneously and, moreover, some of them are both buyers and
sellers (even in the same bid). One bid of this kind could be, for instance: “I
want to buy a Ferrari F40, sell my Ford Fiesta and I’m also ready to pay 10.000
e” [EKLL01, SF02, Sil02]. In case combinatorial bidding is allowed (see sec-
tion 2.2.2), it is then known as acombinatorial exchange[San00a, SS00a].
Formally, forward combinatorial auctions and reverse combinatorial auctions
are special cases of combinatorial exchanges, as shown in [SSGL02].

Seller Buyers Sellers Buyer Sellers Buyers

Forward Auction Reverse Auction Exchange

Figure 2.13:Different Auction Markets – Depending on the number of buyers and sellers,

auction markets can be divided into forward auctions (left), reverse auctions (middle), and exchanges

(right).
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English Dutch FPSB Vickrey CDA

Auction O
√ √ √ √

Mode T
√

Duration S
√ √ √

Time M
√ √

Number O
√ √ √ √

of goods M
√

Buyer:Seller
n:1

√ √ √ √

Ratio
1:m

√ √ √ √
n:m

√
Information Y

√ √ √
Revealed N

√ √
F

√ √ √
Settlement Price S

√
D

√
T

√ √
Closing Rules I

√ √
B

√

Table 2.2:Comparison of the most popular Auctions– Based in [HJL03]. Table 2.1

details the dimensions along which the comparison has been done.
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Further, we show in table 2.2 a comparison among these five popular auction
formats along the dimensions detailed in table 2.1.

As we see, auctions can differ a lot from one another. In fact, Wurman et al.
[WWW98] define a taxonomy of parameters that covers almost 25 million different
formats of auctions. For instance, the Internet Auction List13 contains almost 2600
(2005) auction companies. All these facts convert auctions in one of the most studied
mechanisms in e-commerce [PUF99]. Moreover, beyond the dimensions of table 2.1,
the auctioneer can design its own auction, in order to assure the consecution of its
goal14 by forcing to behave in a certain way. And this is exactly the challenge tackled
by the so-calledmechanism design problem. This topic arises when considering an
auction as a game and, therefore, part of the game theory, as detailed in the following
section.

2.2.1 Auctions as a Game

We have said before that auctions are a negotiation protocol and a game of incom-
plete information. What do we mean by this statement?Game Theory, in comparison
to the other microeconomic theory, theTheory of Competitive Equilibrium15, stud-
ies and models situations in which decision-makers interact and take their decisions
strategically(i.e. take into account their knowledge or expectations of other partici-
pants’ behaviour) [Kre90, OR94, HHV95, DPJ03].

In other words, game-theoretic participants analyse others’ behaviour by intro-
spection and deduction, use this information while taking their own decisions and
model the effect their actions will have on other agents actions16 [FT91, Par01].
Therefore, auctions are governed by two interrelated aspects: a general lack of infor-
mation (hence the banner “game of incomplete information”), and the private interest

13 http://www.internetauctionlist.com
14An auction can be designed either to be efficient or to obtain the highest revenue. From the social

point of view, efficiency may be a more desirable goal. In this case, the good or service goes to
the participant that values it the most ex-post, and some times, this is not the highest bidder. For a
discussion among revenue and efficiency, see [Kri02].

15Participants of the situations studied by the Theory of Competitive Equilibrium [Wel93, Cle96],
are not interested in their competitors’ behaviour or valuations but only inenvironmentalparameters,
such as the price [DPJ03, OR94, Kre90]

16This kind of vicious circle is the classical explanation of Microeconomics Theory to the emer-
gence of equilibrium. For an alternative to this traditional view, see [FL98], where Fudenberg and
Levine propose that “equilibrium arises as the long-run outcome of a process in which less than fully
rational players grope for optimality over time” (Publisher’s note).



CHAPTER 2. STATE OF THE ART 39

of the participants. Otherwise, if the exact and true good’s valuation of participants
were of public knowledge, it wouldn’t be necessary to start the auction at all. The
auctioneer could directly sell the good to the participant with the highest valuation.

Moreover, there are two kinds of conflicting interests: among the bidders and
among the bidders and the auctioneer. The first is obvious: all participantscompete
for the good, service or commodity. The second refers to the fact that the auctioneer
will try to achieve its objective despite the self-interest of individual bidders, and
that is exactly the task with which the so-calledmechanism design problemdeals
[MCWG95]. As Parkes states [Par01]:

In words, a mechanism defines the strategies available (e.g., bid at least
the ask price) and the method used to select the final outcome based on
agent strategies (e.g., the price increases until only one agent bids, then
the item is sold to that agent for its bid price).

Mas-Colell et al. put special emphasis on the eventual privacy of some informa-
tion [MCWG95]:

An important feature of many settings in which collective decisions must
be made is that individuals’ actual preferences are not publicly observ-
able. As a result, in one way or another, individuals must be relied upon
to reveal this information.

Transposing the subject into the multi-agent system paradigm, the ideal situations
happens when the designer of the system can regulate both protocol and strategy for
each singular agent, as in [BJW02, PBS03, JB03, PS04, BJW04]. In some situations,
however, agents represent different stakeholders and eventually compete against each
other. Hence, agents get compelled to follow the protocol, but the designer cannot
prevent the adoption of strategies [DPJ03].

Now, before defining a mechanism formally, let us start with its components17.

Definition 1 (type) The typeΘi of an agenti is a set of pairs< o, ui > whereui

expresses agenti’s valuation for outcomeo of a game.

Therefore, the type of an agent is the description of how it values each outcome
of the game. In this way, letO be the set of possible outcomes. We can then express

17To this end, we will use the notation of Parkes, Dash and Jennings [Par01, DPJ03].



CHAPTER 2. STATE OF THE ART 40

the valuation of an agenti for outcomeo ∈ O given a typeΘi with theutility function
ui(o, Θi). Therefore, agenti prefers outcomeo1 overo2 if u1

i (o1, Θi) > u2
i (o2, Θi).

This is, the utility function represents the motivations of players in a game and it de-
fines a number or valuation for every possible outcome of the game with the property
that a higher number implies that the outcome is more preferred [Par01].

Definition 2 (strategy) A strategy is a plan of action, scheme, set of moves, program,
or method worked out in beforehand that defines the action to be followed by an agent
for each possible state of the world in order to accomplish the agent’s objective in a
given game.

A strategy must becomplete, meaning that it should define an action for every
contingency, including those that may not be attainable in equilibrium. Now, we are
getting closer to the formalisation of a mechanism. Thestrategy spaceΣi denotes
the set of all possible strategies available to an agent. Thus, letsi(Θi) ∈ Σi designate
the strategy selected by agenti given the typeΘi. Theoutcome ruleg(σ) ∈ O for
σ = (σ1, . . . , σ|N | ∈ ΣN defines the outcome that the strategyσ has for an agent.

Definition 3 (mechanism) A mechanismΓ is a tuple< Σi, g(·) >, given the strategy
spaceΣi and the outcome ruleg(·) so thatg(σ) defines an outcome for each possible
strategyσ, whereσ ∈ Σi.

In other words, a mechanism determines the outcome for each possible strategy.
If we add the types of the agents to the mechanism then we have agame.

Definition 4 (utility in a game) Let ui(s1, . . . , sI , Θi) denote the utility of agenti
at the outcome of the game, given preferencesΘi and strategiess = (s1, . . . , sI)
selected by each agent [Par01].

This is, the utilityui in a game is computed taking into account first the pref-
erences over different outcomes in the world (i.e. the typeΘi), and second, both an
agent’s own strategy and the strategies of other agents. Therefore, the classical game-
theoretic agent will select a strategy that maximises its utility (which is computed on
its type, beliefs about other agent’s behaviours and structure of the game). If every
agent follows this behaviour and also selects a strategy that maximises its utility, then
the game will present aNash equilibrium[Nas50].
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Definition 5 (Nash equilibrium) A set of strategiess = (s1, . . . , sI) selected by
a set of agents(a1, . . . , aI) is in Nash equilibrium if every agentai maximises its
expected utility with strategysi given its preferences and the strategy of every other
agents.

Hence, a set of strategies, one for each player, is in Nash equilibrium if no player
has an incentive to unilaterally change their action. This is, players are in equilibrium
if a change in strategies by any one of them would lead that player to earn less than
if it remained with its current strategy.

Nash equilibrium is only one of the solution concepts provided by Game Theory
in order to compute the outcome of a game (with the assumptions done so far: ratio-
nal self-interest agents making suppositions about others’ preferences). A stronger
solution concept than the Nash equilibrium is adominant strategyequilibrium. Here,
every agent keeps the same utility-maximising strategy for all possible strategies of
the rest. Therefore, a strategy is dominant if it is always better than any other strat-
egy, regardless of what opponents may do. If a player has a dominant strategy, then
it will always play it in equilibrium. Also, if one strategy is dominant, than all others
are dominated.

Definition 6 (dominant strategy) A set of strategiess = (s1, . . . , sI) selected by
a set of agents(a1, . . . , aI) is in dominant strategy equilibrium if every agentai

maximises its expected utility for all possible strategies of other agents. Thus18,

ui(si, s−i, θi) ≥ ui(s
′
i, s−i, θi) for all s

′
i 6= si, s−i ∈ Σ

i

The next solution concept is weaker. This time, anex post Nashstrategy max-
imises the agent’s expected utility regardless of other agents (thus, so far exactly as
in a dominant strategy) as long as all other agents also play an equilibrium strategy.

Definition 7 (Ex post Nash) A set of strategiess = (s1, . . . , sI) selected by a set
of agents(a1, . . . , aI) is in ex post Nash equilibrium if every agentai maximises its
expected utility when all agents play an equilibrium strategy. Thus,

ui(si, s−i, θi) ≥ ui(s
′
i, s−i, θi) for all θi ∈ Θi

Finally, a fourth solution concept is theBayesian Nash equilibrium. Here, an
agent’s utility-maximising strategy selection relies strongly on its beliefs on others’
valuations.

18We will use an additional notations = (s1, . . . , sI) for the set of strategies of all agents ands−i

for the same set excepting the strategy of agenti.
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Definition 8 (Bayesian-Nash)A set of strategiess = (s1, . . . , sI) selected by a set
of agents(a1, . . . , aI) is in Bayesian Nash equilibrium if every agentai selects a
utility-maximising strategy in equilibrium to the utility-maximising strategies that
she expects the rest to select. Thus,

ui(si(θi), s−i(·), θi) ≥ ui(s
′
i(θi), s−i(·), θi)

for all s
′
i(·) 6= si(·)

and all θi ∈ Θi

Dash, Parkes and Jennings illustrate some of the aforementioned solution con-
cepts in the following example [DPJ03]:

An example of adominant-strategyimplementation is the second-price
(Vickrey) auction, where the auction clears for the second-highest price.
In this case, the dominant strategy is for an agent to truthfully reveal its
valuation for the item.

An example of an ex post Nash implementation is the English auction,
an ascending-price auction in which the ask price isε above the current
winning bid [MM87]. A straightforward bidding strategy is to bid at
the ask pricep wheneverp ≤ vi for valuevi. This is anex post Nash
equilibrium. That is, as long as other agents are also straightforward,
an agent can do no better, whatever the other agents’ values. However,
straightforward bidding is not a dominant strategy equilibrium. Con-
sider another agent that conditions a “crazy” strategy such as “I will bid
to $1 million” if the price hits a particular target value. In this case, an
agent should submit a jump bid past this target price to prevent this strat-
egy from triggering. Preventing jump bids in the English auction makes
straightforward bidding a dominant strategy.

An example of aBayesian-Nash implementationis the first-price sealed-
bid auction. Given a symmetric equilibrium of agent types with val-
ues that are identically and independently distributed,vi ∼ U(0, 1), the
symmetric Bayesian-Nash Equilibrium is for agents to plays∗i (vi) =
(|N | − 1)vi/|N |.
All of these auctions implement the efficient allocation and are revenue-
equivalent in equilibrium.

Now, we can already add some information about the auctions depicted in Table
table 2.2, namely the strategies that could be interesting for an agent playing in each
one, as shown in Table 2.3.
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Auction Format Strategies

English Auction In the quintessential auction, the dominant strategies for
agents is to bid a little bit above the current highest bid and
continue doing so if overbid, until the valuation is reached.
Some Internet Auctions already offer an “automatic bid-
ding” option to enable this possibility.

Dutch Auction There is no dominant bidding strategy in this auction. Since
the bidder has no direct information on others’ valuations,
it must rely on prior beliefs about the other’s valuation.
The analysis of strategies in Dutch auctions can be found
in [Mil89].

FPSB Auction This auction is strategically equivalent to the Dutch Auction
because the bidder does not have information on other’s val-
uation either. The agent must act using only its own valu-
ations and beliefs on what the others may bid. One possi-
bility is to bid less than the user’s valuation. Unfortunately,
there is no rule of thumb that specifies how much less; it
just depends on the bidder.

Vickrey Auction The dominant strategy in Vickrey auctions is to bid the
user’s true valuation and, thus, this implementation allows
us to make efficient decisions. This aspect is true for Vick-
rey auctions where the value of the auctioned good is pri-
vate, meaning that the participant doesn’t know the valua-
tion of the others (in opposition to public value, where the
value is public knowledge).

Table 2.3:Strategies in some popular auction formats.– Based in [HJL03]
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This equilibrium concepts focus the game from the point of view of the partici-
pants. Yet we have named before two kind of conflicting interests: among the bidders
and among the bidders and the auctioneers. Nash equilibria, dominant strategy, and
so on, refer to the first one, whereassocial choice functions(SCF) refer to the second.

Definition 9 (social choice function) Let social choice functionf : Θ1 × . . . ΘI →
O define a desired outcome for each possible set of agent types. MechanismΓ =
(Σ1, . . . , ΣI , g(·)) implements social functionf(θ) if g(s∗1(θ1), ...s

∗
I(θI)) = f(θ), for

all (θ1, . . . , θI) ∈ Θ1 × . . . ΘI , where strategy profile(s∗1, ...s
∗
I) is an equilibrium

solution to the game induced byΓ [Par01]19

Hence, with the social choice functionf the designer describes the preferred
outcome from the system [DPJ03]. Therefore, when the designer has outlined an
SCF, the problem is what incentives can be given so that agents select the strategies
that implement that SCF.

In this context, adirect revelationmechanism (DRM) is one in which the only
available actions to agents are reporting their types. In words, their strategy space is
restricted to making direct claims about their valuations. Furthermore, anincentive
compatiblemechanism (ICM) is a direct-revelation mechanism if the best strategy
for an agent is to tell the truth. For instance, the Vickrey auction is an incentive-
compatible20 direct-revelation mechanism (in its single-item format) since the best
strategy available for each agent is to bid truthfully their valuation for the auctioned
good. With these last three concepts in mind, we can go on to define what Parkes
calles “an important tool for the theoretical analysis of what is possible, and of what
is impossible, in mechanism design” [Par01].

TheRevelation Principlestates that any mechanism can be designed as an equiv-
alent truth-telling, direct revelation mechanism to achieve a Nash equilibrium out-
come. Or, in other words, that any mechanismΓ has a direct-revelation, incentive
compatible mechanism with the same outcome. The revelation principle was first
formulated by Gibb [Gib73] for dominant-strategy equilibria, and extended after-
wards by Green and Laffont [GL77] and Myerson [Mye79, Mye81]. Formally21 it
can be defined as:

19 As in [Par01], we skip defining the equilibrium concept. It may be any of the ones presented
previously, generally as strong a solution concept as possible.

20Actually it is strategy proof, since truth revelation is a dominant-strategy equilibrium [Par01].
21For a detailed proof of the revelation principle theorem see for instance [MCWG95] or [Par01].
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Definition 10 (revelation principle for dominant strategies) For any mechanism,
Γ =< Σi, g(·) > that implements the social-choice functionf(·) in dominant strate-
gies,f(·) is truthfully implementable (incentive compatible) in dominant strategies.

According to Dash et al. [DPJ03], the revelation principle is important in Mech-
anism Design for two reasons:

• Theoretical: It allows a focus on incentive-compatible direct reve-
lation mechanisms for the development of impossibility and possi-
bility results.

• Practical: The properties that incentive-compatible direct revela-
tion mechanisms can satisfy can provide a normative guide for the
outcome and payments that a realised implementation must com-
pute. This mechanism need not itself be a direct revelation mecha-
nism and can have better computational properties than the original
mechanism.

One could consider that the revelation principle renders non-incentive compatible
mechanisms uninteresting. Nevertheless, in many cases incentive compatible mech-
anisms are simply not feasible from a computational point of view [DPJ03, CS03].
That is, computational mechanism design is not equal to mechanism design since the
first exists in a dimension that requires considering new aspects (such as computabil-
ity, performance, feasibility, communication, and so on [LS01, KDMT01, BN02,
BNS03]).

Both computational mechanism design and mechanism design are nowadays sub-
ject of a steadily increasing research. Not only as a powerful tool for designing
efficient multi-agent decision systems taking advantage of theoretical constructs of
Game Theory, but also as reinforcement of e-commerce. In this way, the possibility
of organising auctions online has boosted interest in auctions and specially on up-
dating game theory’s focus [RZ94, San93a, Par01, DPJ03], because it draws a new,
exciting framework in which designing optimal and efficient auctions poses many un-
expected challenges. For instance, He and Jennings [HJL03] describe three possible
scenarios enabled by the Internet and agent-mediated e-commerce:

• Scenario 1 - Finding closest match to buyer’s requirements: A
buyer decides that they would like a holiday in one of the Greek
islands, they would like to go next Friday, they would like to fly
from London, and that the total cost should be less than 300 pounds.
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Their software agent is instructed to go and find out what is avail-
able and to report the options back to the user who will make the
ultimate choice. In order to fulfill this objective, the buyer agent
determines those e-markets that deal with leisure activities. From
those, it tries to find out holidays that meet the specified require-
ments. However, it finds no appropriate fixed price offerings and
after observing the outcome of several online auctions, it decides
that it will be very unlikely that it will be able to meet all of these
requirements. It therefore decides to relax some of the user’s con-
straints and tries to find holidays that are similar. The agent decides
to relax the user’s stated requirements in the following way: it looks
for holidays to the Greek islands that leave anyday next week, that
leave from non-London airports in the United Kingdom next Fri-
day, and that cost up to 400 pounds. With these new requirements
in place, the buyer agent returns to the relevant e-markets, collects
the offerings that satisfy these new requirements, and returns them
to its user with an explanation of why it acted in this way.

• Scenario 2 - Acting across multiple e-markets: A buyer decides that
they would like to purchase a new laptop computer; they want a rea-
sonably high specification, are prepared to pay for a good quality
brand name, but it must be delivered within a week. Their soft-
ware agent is instructed that they are prepared for the agent to find
the most appropriate model, negotiate the best potential deal avail-
able, but that the user would like to make the final choice about
purchase. In order to fulfill this objective, the buyer agent deter-
mines those e-markets that deal with selling computer equipment.
From these, it selects those e-markets that offer products that meet
the user’s specification. In order to determine those machines that
fit the specification, the buyer agent examines the sites of a num-
ber of computer manufacturers to determine the latest specification
information and to determine an approximate price to pay. Armed
with this information, the agent formulates a strategy for making a
deal. The agent knows the maximum price it needs to pay (this will
be the minimum of the cheapest fixed price offerings that are avail-
able in the catalogs). From this baseline, the agent tries to negotiate
directly with several of the suppliers to see if they are willing to re-
duce the price (or bring forward the delivery time). In parallel to
this, the agent tracks a number of online auctions to see if the same
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good can be purchased more cheaply (it will not actually bid in
the auctions since submitting a bid would constitute a commitment
on behalf of its buyer). When it has completed its negotiations (or
before if a very good deal appears in an auction), the buyer agent
reports back a ranked list of purchasing options to its owner. The
owner then makes their choice and instructs their agent to complete
the deal (including arranging payment and setting the delivery time
and place).

• Scenario 3 - Coalition formation: A bakery agent receives a re-
quest for tender from a supermarket agent who wishes to purchase
500 iced buns a day throughout the summer period. The bakery
agent has sufficient capacity to make 300 buns per day. However,
the bakery would like to set up links with the supermarket and so
is keen to see if it can fulfill the order. Thus, rather than simply
turning the order away, the bakery instructs its agent to search for
a partner who will produce the remaining 200 buns for the rest of
the summer period. In order to achieve this, the bakery agent con-
tacts all the other sellers present in e-markets that offer iced buns.
The bakery agent indicates it has a demand for 200 buns per day
for the summer period and asks whether any of the other bakeries
would like to join in a partnership with it to meet the supermarket’s
need. A number of potential collaborators come forward. The bak-
ery agent then conducts a series of negotiations with these agents in
order to set up the terms and conditions of the partnership. Even-
tually, a deal is reached and the bakery agent reports details of the
arrangements back to the bakery.

Focusing on the auctions domain, agents have shown to be more effective than
human bidders. For instance, Gode and Sunder show in [GS93] how agents out-
perform human counterparts in a particular auction setting (the CDA). Das et al.
demonstrate in [DHKT01] that agents with “Zero Intelligence” can partially replace
humans’ experience and learning in auctions. Specifically, they conclude that the
high market efficiency typically observed in continuous double auction experiments
with human subjects is due to the structure of the auction and not to learning. More-
over, agents present a further advantage that human cannot meet,ubiquity. Agents
can compete simultaneously in multiple auctions, be in many places at the same time.
This possibility implies that the agent is able to compare auctions, better search for a
certain good, asses a market’s valuation, and help the transaction price be as close as
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possible to the equilibrium price22 [PBB01].

Now, so far, we have been dealing with a concrete kind of auctions. Specifically,
with auctions where generally only commodities of one type are traded. If we allow
the auctioning of several goods of different types simultaneously, buyers may express
their preferences not only on the price they want to pay, but also on they interest of
buying two or more of the items at the same time. This is, a combination of them.
Literature on the subject has coined the termcombinatorial auctionfor this new class.
We now go onto to discuss this.

2.2.2 Combinatorial Auctions

In the previous section, we have been discussing auction formats in which items are
sold individually. That is, regardless of the units sold, items are not linked to each
other in any way. Consequently, there are no expressions of interest in buying, for
instance, two itemsat the same timeand the valuation for this is different than the
sum of buying the constituent items separately [PJ05]. Such a setting may appear
in, for instance, electricity markets (as the one issued in this Dissertation), “equities
trading, bandwidth auctions [MM96, McM94], markets for trucking services [San91,
San93b, San00b], pollution right auctions, auctions for airport landing slots [RSB82],
and auctions for carrier-of-last-resort responsibilities for universal services [KS00]”,
as detailed in [San02].

Currently, there exist a number of auction mechanism that could deal with the
features described above. Sandholm, whose work has been seminal in this area,
gives a detailed account of them in [San02]:

• Sequential Auction Mechanisms. In this auction setting, items are auctioned
one at a time. Therefore, the method for determining the winner is easy: it
simply consists of selecting the highest bidder for each item separately. The
problem arises if a bidder wants to buy more than one item together (e.g. she
only wants item Aiff she also gets item B, and would even pay more than her
valuation of item A plus her valuation of item B for them, if this assures that
she gets both). This implies speculation on others’ behaviour in future rounds
(items) and may cause the bidder buying only a part of the bundle (when, as
explained, the original idea was buyingthe wholebundle or nothing).

• Parallel Auction Mechanisms. This auction setting provides an alternative to
sequential auctions. Items are auctioned simultaneously and bidders may bid

22The market price at which the supply of an item equals the quantity demanded.
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for many items openly. The only advantage of this mechanisms is that the
bidder may get an idea of other’s valuation and, therefore, bid in consequence.
Nevertheless, the problem of sequential auctions remains.

• Methods for fixing inefficient allocations. These strategies try to overcome the
problems of the aforementioned auction mechanisms. One approach consists
in setting up a second market where bidders can re-auction items they may
have bought and do not want (e.g. if a bidder wanted item A together with
B and only gets B, A will try to sell B). Unfortunately, this amendment does
not assure an economically efficient allocation in general or, if it does, it takes
a prohibitively high costs. Another approach has been put into practice by
the Federal Communications Commission, where they allow bidders to retract
their bids in case they don’t get the combination they want. The items are then
offered in a new auction and if the new price is lower than the old one, the
retracted bidder must pay the difference.

The fourth item in this list is combinatorial auctions [dVV03], which both re-
moves the shortcomings of looking ahead and the inefficiencies stemming from un-
certainties [San02]. Their major distinctive aspect has been already cited: “buying
a bundle of items is valued differently than the sum of buying the constituent items
separately” [PJ05]. Think, for instance, about the auction of some same-sized plots
of land, depicted in Fig 2.14.

Figure 2.14:Plots of land to auction and possible result if bundles are permitted.
– Bidders will have a higher valuation of wining a bundle of neighbouring plots since they may share

the irrigation system so they don’t need to build it specially for each plot.



CHAPTER 2. STATE OF THE ART 50

The figure on the left shows all the plots before the auction and the figure on the
right shows a possible outcome of the auction. Considering that having two neigh-
bouring plots may spare them from building two separated irrigation systems, the
valuation for buying themtogether in a bundle is bigger than buying them sepa-
rately and, therefore, a bidder is likely ready to offer a higher amount for buying two
neighbouring plots together. In our problem domain, the reason for buying two items
together is that the supplier offers a discount if this happens.

Although combinatorial auctions may potentially increase the auctioneer’s ben-
efit [FLBS99, SSGL02], they lack the efficient clearing algorithms for settling the
price to be paid, determining the winner and fixing the quantities of allocated goods.
This is generally known as thewinner determination problem(WDP) [SSGL01b,
PU00] (also asthe bid evaluation problem[EGKL01]). If the combinations included
in the bids are the same for all the bids, then the winner determination problem can be
solved trivially, as in the non-combinatorial auctions, by choosing the highest bid23.
The problem arises when the bidders place bids as depicted in Table 2.4.

Items: Item♦ Item♥ Item♣ Item♠ Bid

Bidder 1: ♦ ♣ for 3e
Bidder 2: ♣ ♠ for 3e

. . .
Bidder n: ♦ ♥ ♠ for 6e

Table 2.4:Example of bidders and their bids in a Combinatorial Auction – Finding

the optimal allocation that maximises the seller’s pay-off is no more non-trivial.

Unfortunately, the combinations expressed in the bids generally overlap. There-
fore, finding the optimal allocation from items to bidders so that the auctioneer max-
imises her revenue is conceptually equivalent to theweighted set-packing problem
[Kar72] and, thus,NP-complete(or NP-hard, i.e. there is no algorithm that solves
this problem in polynomial time) [RPH95].

Now, we present here the formalisation of the WDP using Sandholm’s notation
in [San06b, SSGL01a]:

Let N = {1, . . . , n} be the set of bidders participating in the auction. LetM =
{1, . . . , m} be the set of items to be auctioned. LetS be a bundle of items so thatS ⊆

23We assume from now on that the auctioneers clears the auction looking for the allocation that
maximises her revenue.
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M . Let vi(S) denote the bid that bidderi places for bundleS. Let xi(S) ∈ {0, 1}
denote the allocation of items so thatxi is equal to oneiff bidderi gets bundleS.
An allocation(xi(s)|i ∈ N, S ⊆ M) is said to befeasibleif it allocates every item
just once:

∑

i∈N

∑

S⊆M,S3j

xi(S) ≤ 1 for all j ∈ M

and at most one subset to each bidder:

∑

S⊆M

xi(S) ≤ 1 for all i ∈ N

Thus, the winner determination problem can be defined as, given the bidsvi, i =
1, . . . , n, the problem of computing:

x ∈ argmax(
∑

i∈N

vi(S)xi(S)| x is a feasible allocation)

One may think that the reverse auction is equivalent to the forward auction in
terms of the winner determination problem. However, as Sandholm et al. show in
[SSGL02] the results analysing the complexity of determining the winner in each
case are quite different. For instance, in the case offree disposal(i.e. that non-
allocated resources can be disposed without a cost). This property can be formalised
as [Cra06]:

if v(S
⋃

T ) ≥ v(S) ∀S, T.

Whereas in the forward auction, both in the single and in the multi-unit case24, the
solution cannot be approximated, it is possible for reverse auctions, even in its multi-
unit case. Unfortunately, in case of no free disposal, even trying to approximate
the single-unit reverse combinatorial auction winning allocation is a hard problem
[SSGL02].

Lately, many researches have tried to overcome the complications posed by the
winner determination problem. These attempts can be classified into the following
categories [San02]:

24 In a single-unit format, one item, good of service is auctioned. In the multi-unit case, the auc-
tioneers sells more than one unit of the same item or good.
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• Enumeration of exhaustive partitions of items: A partition is a bunch of subsets
of items so that each item is included in at most one of the subsets. The advan-
tage of using partitions is that, given a partition, it is trivial to determine the
winning bids. In this way, anexhaustive partitionpresents all items included
in only one subset of the partition. So, Figure 2.15 illustrates the enumeration
of exhaustive partitions for an example with four items. As can be seen, the
main problem arising from this approach is that the number of exhaustive par-
titions grows exponentially and it becomes intractable very soon (according to
Sandholm, above a dozen items [San02]).

• Dynamic Programming: This technique allows a more efficient search in the
exhaustive partition space [RPH98], such as the one depicted in Figure 2.15.
Sandholm presents a dynamic program for winner determination in [San02].
This program, however, computes even the combinations of bids that have
not been submitted and, therefore, is outperformed by other strategies in case
where there are a high number of items [San02].

• Focusing on relevant partitions: In this approach, the algorithm is focused only
on partitions containing combinations that have been bid. The problem can be
reformulated as an integer program, but, unfortunately, it does not reduce the
complexity of the problem, which is still NP-hard [RPH98, San02].

• Polynomial-time approximation algorithms: The objective now is to achieve
tractability, though at the expense of reducing the quality of the solution. That
is, polynomial-time approximation algorithms try to find a reasonably good
relevant partition instead of an optimal one. To this end, some researchers have
tailored general polynomial-time approximation algorithms [Hoc97, KY99] to
the WDP [San02] and some others have developed new ones [DJ02].

• Combinations restriction: Given n items, there are2n − 1 possible combi-
nations. The goal of restricting the possible combinations or the amount of
possible combinations tries to make winner determination in these situations
tractable (i.e. solvable in polynomial time). Possible strategies include not
only restricting the possible combinations per bidder or the amount of items
in each combinations, but also allowing only bids in tree structure, introducing
families of combinations of items, etc. Nevertheless, bidders may be prevented
from bidding for the combination they wanted and, therefore, there is a trade-
off between computational speed and economic efficiency [San02].

• Search Algorithms: In this approach, the space of the possible combina-
tion between items (i.e. exhaustive partitions) is traversed following a
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Figure 2.15:Exhaustive Enumeration of partitions in a 4-item example [San02]–
Space of exhaustive partitions (in a 4-item example). Each vertex represents one exhaustive partition.

Followed upward, each arc represents dividing one of the bundles within an exhaustive partition into

two. Followed downward, each arc represents merging two bundles within an exhaustive partition

into one.

search algorithm until it finds an optimal solution. Search strategies in-
clude depth-first search ([SSGL02]), depth-first branch-and-bound search
([FLBS99, SSGL01b],A∗ based on [DP85] and [HNR68] and all kind of
heuristics to prune the search tree [SS00b, SS03]. All these algorithms
have been compared using a variety of randomly generated distributions
[FLBS99, LBPS00, ATY00, San02]. A compilation of them can be found in
[San06a].

Besides the complexity of the winner determination problem, combinatorial auc-
tions pose some additional problems. For instance, allowing bidders to express their
preferences implies having a kind of language that enables this preference elicita-
tion. In normal (non-combinatorial) auctions, this issue has been often ignored but
combinatorial auctions demand that it is tackled. Specifically, with2n − 1 possible
combinations, the auctioneer or the designer of the auction, must provide bidders
with a tool for this purpose. Moreover, by improving bidding languages, winner de-
termination problems will work having better information [BGN03]. We will give
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here just a brief description on bidding languages. More detailed information can be
found in [Nis06, Nis00, BH01].

• Atomic Bids: The bid placed by the bidder is a tuple(S, p), whereS is a subset
of the items andp is the price the bidder offers for the items inS [LOS99].
Atomic bids fail to represent many simple bids, as for instance, simple additive
valuation on two items [Nis06].

• OR bids: Bidders submit a collection of atomic bids(Si, pi), where eachSi is
a subset of the items andpi is the corresponding price the bidder offers for the
items inSi. The goal of the bidder is to win any number of disjoint atomic
bids for the sum of their prices. This model cannot represent bids presenting
substitutabilities among them [Nis06].

• XOR bids: Bidders again submit collection of atomic bids(Si, pi), but this
time, the goal is to win at most one of them [San03]. With this format, it is
possible to represent all valuations [Nis06]. There exist also combinations of
OR and XOR bids (namely OF-or-XOR bids, XOR-of-OR bids and OR/XOR
formulae bids [Nis00, LLN01]).

• OR Bids with Dummy Items: The key idea in this language is using “dummy”
items in the bids, without intrinsic value but as a vehicle for expressing con-
straints. OR bids with dummy items combine the expression power of XOR
bids with the simplicity of OR bids, so that algorithms developed using OR
bids will be able to use this variant without any change [Nis00, Nis06].

The work on combinatorial auctions presented above has included research on
atomic prepositions [GL00, Nis00, DK01, EGKL01, San02], which have to be ac-
cepted in their entirety or rejected. There are, however, some cases where atomic
bidding cannot offer all the flexibility that bidders require and, thus, the revenue
of the auctioneer may not be maximised. For instance, in case of bids that can be
accepted partially. Furthermore, XOR bids and the like don’t allow the bidder to
express explicitly a relation between the price and the quantity. This is not adequate,
for instance, when dealing with a good such electricity or water supply, when prices
depend on the quantity. To this end, Sandholm and Suri introduced the possibility
of bidding with a demand or supply (depending whether the auction is forward or
reverse) functions [SS01]. However, as Dang and Jenning point out [DJ02, DJ03],
this work is just limited to the multi-unit single-item auction.

Last, but not least, there is still an issue on combinatorial auctions that demands
a bit of attention: the mechanism. When designing the combinatorial marketplace,
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researchers almost automatically go for the Vickrey Auction model (or, in its multi-
unit variant, the Vickrey-Clarke-Groves (VCG) mechanism [Cla71, Gro73]) because,
as explained in section 2.2.1, itmotivatesagents to tell the truth (i.e. is a incentive-
compatible direct-revelation mechanism). Remember that, in non-combinatorial auc-
tions, the intuitive reason for this incentive was that the bidder had no influence on the
price she would pay and, therefore, the best strategy was bidding her true valuation.
In combinatorial auctions, with the VCG mechanism, the idea is the same. Bidders
place their bids on combinations of items. The winner determination algorithm finds
the allocation that maximises the revenue of the auctioneer given the agents’ values.
And then, the winners pay what they have bid minus the so-calledVickrey discount.
And this amount is exactly the crux of the matter. It is calculated by subtracting the
total value computed by the winner determination problemwithout the bidder from
the total valuewith that bidder. Hence, they have, as in the non-combinatorial auc-
tions, no influence at all on the price they pay in case of winning. The formalisation,
and a more detailed description of the VCG mechanism, as well as further informa-
tion on possibility and impossibility results of incentive-compatible direct revelation
mechanism can be found in [MCWG95] or [Par01]. Critics to the VCG and a dis-
cussion on its low (or zero) seller revenue problem can be found in [RTK90, AM06].
For the Ausubel auction as alternative to VCG see [Aus04, Aus06].

2.3 Electricity Markets

In 1990, the UK Government privatised the UK Electricity Supply Industry in Eng-
land and Wales. In 1996, as stipulated in the European Community (EU) Directive
96/92/EC, the European countries officially decided to develop a single market for
electricity [cee03]. This event was the milestone that opened the process of creat-
ing the largest competitive electricity market in the world. The integration of energy
markets is supposed to lead to greater efficiency and contribute to the security of the
supply.

The electric power, or electricity for most consumers, of this supply is generated
by utility companies usually using coal, oil, nuclear, or hydropower. It involves the
production and delivery of electrical energy in sufficient quantities so business and
households can operate according to their demands. Some of the generating capacity
is presently based also on renewable energy sources such as solar power and wind
power. But their share as part of the total energy system has been rising since the
mid seventies and is expected to contribute up to 21% of total energy supply in 2010
[Com05] in the UCTE (Union for the Co-ordination of Transmission of Electric-
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ity, the association that includes most of the continental members of the European
Union). Nowadays, a 24-hour on-demand, access to electrical power is taken for
granted for residents of most developed countries.

Before liberalisation, the structure of the electricity market had territorial monop-
olies, extensive public ownership, federalised organisational structures, and a lack of
a market-pricing mechanism [HA01]. Electric power companies owned the whole in-
frastructure from generating stations to transmission and distribution infrastructure.
The industry was generally heavily regulated, often with price controls, and was typ-
ically government-owned. For this reason, electric power was defined as anatural
monopoly[Haa03].

On the basis of the above mentioned Directive, each EU Member State is obliged
to gradually open its national electricity market with the objective of the full liberali-
sation of the electricity market by the end of 2005 (which has been almost completely
achieved [Com05]). Though each Member State operates at its own pace of market
opening, trying to harmonise existing rules with measures to accomplish the require-
ments of the Directive [MJ01]. The EU Directives set out the requirements under
which competition can be developed in a fair and transparent way. Opening up elec-
tricity production to competition is an important tool to improve the efficiency of
the electricity production industry and therefore should benefit all electricity con-
sumers. Competitive forces can drive producers to innovate and operate in more
efficient and economic ways. Innovation can lead to lower prices and a better use
of energy resources. Cost savings due to increased efficiency gains will lower prices
for electricity users. This is the intention that motivates deregulation processes in the
European countries but unknown side effects might prevent this outcome [Com04].

Basically, deregulation allows energy consumers to choose their electric en-
ergy supplier and therefore dissolves electric utility monopolies. The resulting
re-regulation and restructuring of the electricity industry has created opportunities
and challenges that need to be addressed to ensure long-term capacity sustainability.
The promise and benefit expectations of electricity market liberalisation may need
to be tempered by the reality of the process. Market liberalisation of the electricity
supply sector depends on many different factors and boundary conditions in the EU.

There are three components of the electricity market, namely generation, trans-
mission to the substations, and distribution system from the substations to the end
consumers addressing their electricity demand, as illustrated in Figure 2.18.

Electricity generation is the first of the three processes. As we already mentioned,
utility companies typically use coal, oil, gas hydropower, or nuclear power to gener-
ate electricity. After generation, the transportation of electricity is split up into two
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Figure 2.16:Market components in the electricity market [GAO03] – The energy

generated in the power stations is transmitted by the TSOs and then distributed locally to the customers

by the DSOs.

processes, transmission and distribution system in charge of the distribution. The
first kind of system consists of transmission lines and substations carrying voltages
of between 110 and 400 kilovolts. Substations at points of connection to a distribu-
tion system bring the voltage down to distribution levels. The transmission system
operator (TSO) is the entity responsible for operating the high-voltage transmission
grid, to which electricity producers deliver their production.

Each TSO typically has several interconnections with the transmission grids of
neighbouring utilities (the so-calledinternational tie lines), because cross-border im-
ports and exports of electricity flow via the transmission grid [Com04]. An intercon-
nection provides a link (lines, cables and equipment, including transformers, etc) that
may be used to convey electrical energy in either direction between networks, power
stations, or between power stations and networks [Vas03]. In the EU there exist
four main TSOs included in the European Transmission System Operators (ETSO):
UCTE, NORDEL (Nordic Countries), the UKTSOA (United Kingdom), and the AT-
SOI (Ireland) as shown in Figure 2.17.

After transmission, the distribution companies tap from the grid via substations
and transformers that lower the voltage level to distribution levels. The distribution
system operators (DSO) are the entities responsible for operating the medium and
low voltage distribution lines. Power lines are used for the lower voltage electricity
flow from transmission facilities to commercial and residential customers. In most
countries, there is one transmission system operator and several distribution system
operators [Com05].

Further, the electricity system in most European Countries has traditionally been
vertical-integrated. That is, one large utility owns and operates all three primary as-
pects of electricity operation, generation, transmission, and distribution, in a given
area of service. All the functions performed by local utilities to produce high-quality,
reliable electric service (power production, transmission, distribution, voltage regu-
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Figure 2.17:Transmission System Operators included in the European Trans-
mission System Operators (ETSO)– The ETSO is composed of the UCTE, NORDEL,

UKTSOA, and the ATSOI.
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lation, etc.) were sold as a package and only bundled services were available. Thus,
solely local-utility-produced energy could be delivered over its transportation sys-
tem. In conclusion, under the former monopoly model these vertically-integrated
companies had exclusive rights to supply electricity to residential, commercial and
industrial retail consumers within a defined geographic area.

The deregulation splits orunbundlesthe electricity package, separating the three
elements into different products that can be marketed and traded independently from
each other. Transmission must be offered on equal terms to all market participants so
that customers are able to purchase energy from suppliers other than the local utility
company [Jos03].

Still, there is a risk that transmission owners may discriminate in favour of their
own group companies when granting access to the net-work. To prevent this situation
the EU Directive requires Member States to take three basic preventive measures:

• ensuring management unbundling of the transmission system operator

• ensuring accounting separation of transmission and distribution activities from
other parts of the company

• ensuring that appropriate mechanisms are in place to prevent confidential in-
formation from being passed by the transmission system operator to other parts
of the company.

In order to ensure fair access for all market players in the network, it is neces-
sary that, during the management of unbundling, confidential information does not
pass from the transmission system operator to other parts of the group. It is an es-
sential precondition to allow competition in generation and distribution to obtain
more efficient and effective operations. Unbundling of accounts also will increase
transparency in the operation of electricity undertakings. An alternative to the man-
agement unbundling approach of the Directive is to legally separate the transmission
system operator from the vertically-integrated company. It will then become a sep-
arate operation and function independently from other electricity companies. This
approach is the most effective in ensuring that discrimination does not take place,
and it’s been followed by most European countries, like in Austria where theVer-
bundgesellschaft25 is established as a separate entity [Com05].

The complementary relationships among generation, transmission, distribution
and system operations must not be overlooked when pursuing deregulation. This

25 http://www.verbund.at/at/
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means that there might be negative outcomes occurring because of the unbundling
processes. Furthermore, the unbundling of a network relationship may bring about a
loss of social welfare if the positive effects of competition are less than the negative
effects of the vertical unbundling. This effect, established by Antoine Cournot in
1838, is known as theCournot Principle[Cou38].

In most cases, the restructuring process caused by Deregulation involves then
separating the electricity generation and retail from the natural monopoly functions
of transmission and distribution, and thus, the establishment of awholesale elec-
tricity marketfor electricity generation and aretail electricity marketfor electricity
retailing. As already noted in the first chapter, we focus here on retail markets.

Electricity retailing is the final process in the delivery of electricity from genera-
tion to the consumer whereas the wholesale market exists when competing generators
offer their electricity output to retailers. Electricity retailers have to be able to per-
form billing, meter reading, and customer management via, for example, a call centre
that can handle energy distribution through the use of system contracts and reconcili-
ation agreements. Trading on power exchange markets and hedging contracts in risk
management can also be facilitated.

Figure 4 shows an overview of producers, suppliers and consumers participating
in wholesale and retail markets.

 

SUPPLIERS CONSUMERS PRODUCERS 

RETAILMARKET WHOLESALE MARKET 

Figure 2.18: Overview of the electricity market in general – In the retail market,

electricity is delivered to consumers by suppliers and in the wholesale market producers and suppliers

interact with each other.

Now, by establishing a retail market, Deregulation aims at setting a market-based
price for electricity. This process works in the following way: During most time
periods in the electricity spot market, the generation price of electricity will be set by
the operating costs of the most expensive generating unit needed to meet demand or
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what in economics is referred to as the “marginal cost” of production. In general, a
supplier will not be willing to sell power below the market price of the most expensive
facility operating at a given time, because consumers will be willing to pay a higher
price [Haa03].

Similarly, consumers will be unwilling to pay more than the cost of the most
expensive operating available generator, since other suppliers will be offering lower
prices. With prices set to marginal costs, the market will clear which means that all
suppliers willing to provide power and all consumers willing to purchase power at
the market price will do so [SN01].

During periods of extremely high demand (peak demand), typically on very hot
summer days (or cold winter days), when the demand for electricity approaches the
available generating capacity, prices rise above the operating costs of the most ex-
pensive generator operating (including fuel costs). In the long-term view, the target
is to allow electricity prices to reflect the long-term marginal cost of the society it
operates in at all times [Haa03].

From the point of view of production, we can divide this demand into threeloads
[Uni81, Pal01]:base load, intermediate load, andpeak load. The base load, devoted
to supply the basic energy demand of a region, is constant during all the time and its
energy is typically obtained from coal, hydroelectric or atomic power plants, whose
production is similarly non-stop and steady. The intermediate load covers seasonal
and daily deviations and is provided by the so-calleddaylight power plantsor 5-days
power plantsbecause of their usage [Pal01]. Finally, there are still occasional sudden
load increments (which may be regular as the so-callednoon peakor totally random),
usually supplied by gas turbines, as shown in Figure 2.19. The reason for this is that
conventional power stations like caloric or hydroelectric power stations react very
slowly. Only gas turbines can react quickly enough to cover sudden demand peaks
[IZE94]. An example for the proportions of these loads can be found in [Uni81]
(base load 70%, intermediate load 25% and peak load 5%).

Nevertheless, the liberalised electricity market presents gigantic dimensions.
Only in the the 21 countries of the continental European Union (this is, excluding
Nordic countries, United Kingdom and Ireland), 450 million customers get daily
their electrical energy in a common transmission grid. Moreover, according to the
report issued in 2002 by the SYSINT forum [SYS02], over 2100 TWh were delivered
in the 21 countries of the UCTE in the year 2001. Furthermore, within this group
of countries the load rose approximately 3,96% from year 2000 to 2001, whereas
the production capacity increased only 2.75% [UCT02a]. This is, the overall energy
consumption increases at a faster pace than production does [Fas95, Boe96]. This
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Figure 2.19:Load composition [Pal01]– The demand load is supplied with a combination

of energy sources, as depicted in the Figure. The characteristics of each source determines the kind of

demand they supply to.

difference projects reasonable doubts on the reliability of the energy supply in the
near future.

The consequences of not being able to support the demand of energy are seriously
worrying: brownouts or blackouts26 and the subsequent economical loses.

The following example illustrates the dangers that stem from deregulation. In
this way, theCalifornia crisis, in the summer of 2001, emphasised the painful con-
sequences of a chronic supply/demand imbalance and market manipulation [Cro02].
Electricity prices were high in California partly because of the regulated market, by
assuring producers of a high rate of return on their investments, provided incentives
to build too much generating capacity. When California opened its electricity gen-
eration market to competition, policy makers hoped that competition would reduce
electricity prices but they also imposed a price ceiling to maintain stable retail prices
[HA01].

During 2000, the rising energy prices and the reduced availability of capacity
decreased electricity supply in California. Rising gas prices increased the cost of
production for the plants that mainly rely on natural gas as fuel. Additional strong
economic growth, in particular because of growing computer-based businesses in the

26 The difference between brownouts and blackouts is that in the latter, no power at all is available
and in the former, some power supply is still retained (though, the minimum level specified for the
system). Moreover, TSOs may plan brownouts, called thenvoltage reductions, in order to prevent a
blackout.
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Silicon Valley area, and severe weather conditions boosted electricity demand. The
market-clearing price was higher than the price ceiling and could not be charged
to the consumers. Furthermore, there were problems on the supply side because
polluting plants were idled and old power plants (55% of California’s plants were
more than 30 years old) operated less efficiently [HA01].

With the price ceiling from the government in place, consumers tried to purchase
much more electricity than producers were willing to sell at the ceiling price. Critics
warned that blackouts might result because demand and supply could not match at
the fixed level of the market price. But California’s utilities were legally obliged
to supply all the electricity consumers wanted to purchase at the ceiling price. To
do so, utilities were forced to pay a much higher price for electricity on the open
market. Because the utilities did not quite succeed in obtaining all the electricity that
customers want at the ceiling price, the result was a combination of short-ages and
utilities paying higher prices for electricity than they could sell it for to their own
customers. In the tight supply situation, some generators were shut down because of
unscheduled power-plant maintenance [HA01].

By the end of 2000, California utilities were paying a wholesale spot price of
about 40 cents per kilowatt hour while they were only allowed to sell it for about
10 cents per kilowatt hour to their customers. In summer 2001 the disruption to
businesses and homes as a result of the ongoing blackouts and extreme prices was
enormous. California’s failure to allow retail prices to rise to reflect market condi-
tions has put a financial burden on the utilities. In addition, low prices discouraged
the development of additional supply while encouraging customers to continue using
electricity [HA01].

Now, the problem is not (only) that the demand increases rapidly, but that some
of the peaks cannot be covered by the existing supply capability. To prevent this
worst-case scenario, there are mainly three solutions: finding new energy sources,
distributing the demand to smooth consumption peaks or somehow managing to keep
electricity on stock. On the one hand, renewable energy sources are promoted and
supported by the European Union and the respective national governments but they
still cannot compensate to the difference between load and capacity increment (they
constituted approx. the 4% of the UCTE generating capacity in 2003 [UCT02b]).
Building new power plants is also an unacceptable solution for the society and bad
from an ecological point of view (increasing of theCO2 emissions).

On the other hand, producers may try to store energy. For instance, when the
energy consumption is low, generators may continue producing to load this surplus
electricity into accumulators or batteries. Batteries are, however, almost not in use
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anymore [Pal01]. In this way, a more extended method to store energy is to pump wa-
ter into reservoirs located on top of a mountain for high head power stations [Mos91]
[Pal01]. Sometimes ordinary hydroelectric power plants may be also employed for
this use as detailed in [Eme95]. Nevertheless, all these techniques are very costly so,
at the end, stored energy becomes much more expensive than on-demand generated
energy [Pal01].

Therefore, there is only one sensible alternative left, namely trying to optimise
the energy demand (if not possible to reduce it). This alternative is not only sensible,
but economic as well. For the utilities, influencing demand is cheaper than building
new generators to match this increasing demand [Wir94].

In this way, Demand-Side Management (DSM), as an aspect of integrated re-
source planning (IRP, [Haa95]), is a term used for all kinds of energy management
carried out at consumer’s side [Pal01] (as opposed to Supply-Side Management,
SSM, which is not the focus of this work).

The basic forms of DSM include, for instance, installing sensors that detect when
nobody is in the room and eventually turning off the light. Such measures have been
already successfully implemented by many companies around the world. In order to
remain within the context of this work, we will concentrate here on DSM techniques
using AI techniques.

There has been a surge of research in this area lately, most of them are concen-
trated on properties of the underlying multi-agent system and slightly out of focus
to our needs. Moreover, only the work of Palensky et al. [PDPR97, Pal01, PRD03,
SPL+05] is explicitly directed to remove the shortcomings posed by Deregulation (or
seen in a positive way, to exploit the new opportunities it brings). Specially interest-
ing is his PhD thesis, where he addresses a genetic algorithm as an optimal method to
find the proper demand schedule. Nevertheless, the problem target is different than
ours since he only intends to offer a solution to the consumer side. In this way, by
ignoring the supplier side, aspects such as the electrical market are disregarded and
thus, so is the possibility of influencing customers that we offer to the suppliers (as
we will see in chapter 4).

Worthy of mention is also the work of Ygge et al. [YGA96, YA96, AYG96,
Ygg97, AY97, YA97, Ygg98a, Ygg98b, YA98, YAA+99, Gus99, YA00] , which is
seminal in the area of agents and energy management. Specifically, they combine
power load management with market-oriented programming. They introduce a hi-
erarchical structure ofHomeBots, intelligent agents that represent every load in the
system and buy the energy in a system of forward non-combinatorial auctions. With
only one energy supplier, this approach places all the initiative on theHomeBotsso
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the UCs cannot express their preferences for having more or less demand at a certain
time. Moreover, as stated previously in section 2.2.1, market-oriented programming
is based on the Theory of Competitive Equilibrium (as opposed to Game Theory).
This model studies equilibrium conditions in which participants deal only with para-
meters such as the price but not with possible actions of the others. This is, agents
are cooperative and not competitive, feature that we require to design a electricity
markets in which bidder agents compete to be chosen to supply auctioneers energy
demand.

2.4 Summary

This chapter has given an introduction to the theoretical background of this work:
constraint problems, including distributed constraint satisfaction and optimisation
problems, game and auction theory, including combinatorial auctions and energy
markets, including an introduction to demand-side management.

Next chapter opens the detailed description of the research carried out in this
dissertation and puts the overall architecture of the system in place. Moreover, it
describes in accurate the multi-agent system underneath, their relationships and in-
teractions, and their functions.



I saw it myself and it is indeed a wonder past words; for if one were to collect
together all of the buildings of the Greeks and their most striking works of architec-
ture, they would all clearly be shown to have cost less labor and money than this
labyrinth. Yet the temple at Ephesus and that in Samos are surely remarkable. The
pyramids, too, were greater than words can tell, and each of them is the equivalent
of many of the great works of the Greeks; but the labyrinth surpasses the pyra-
mids also. It has 12 roofed courts, with doors facing one another, 6 to the north
and 6 to the south and in a continuous line. There are double sets of chambers in
it, some underground and some above, and their number is 3,000; there are 1,500
of each. We ourselves saw the aboveground chambers, for we went through them
so we can talk of them, but the underground chambers we can speak of only from
hearsay. For the officials of the Egyptians entirely refused to show us these, saying
that there were, in them, the coffins of the kings who had built the labyrinth at the
beginning and also those of the holy crocodiles. So we speak from hearsay of these
underground places; but what we saw aboveground was certainly greater than all
human works. The passages through the rooms and the winding goings-in and out
through the courts, in their extreme complication, caused us countless marvelings
as we went through, from the court into the rooms, and from the rooms into the pil-
lared corridors, and then from these corridors into other rooms again, and from the
rooms into other courts afterwards. The roof of the whole is stone, as the walls are,
and the walls are full of engraved figures, and each court is set round with pillars
of white stone, very exactly fitted. At the corner where the labyrinth ends there is,
nearby, a pyramid 240 feet high and engraved with great animals. The road to this
is made underground.

Herodotus, “History”

Chapter 3
Overall Architecture of the System
As pointed out in the Introduction, in this Dissertation we address the challenge of
redesigning an energy market to benefit from the new conditions that deregulation
has brought on. Basically, the most important of these possibilities is that customers
may choose their supply from among several energy retailers. Moreover, in order
to accomplish Demand Side Management’s general objectives, we should be able to
provide Utility Companies with a tool to predict the upcoming demand.

Further, we can identify two different areas within the whole design. On the one
hand, the marketplace in which the energy is traded. On the other, the customer’s

66
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place (meaning a flat, a house or a factory) including all his electricity consuming
devices. Both components are interconnected and interdependent. The customers
estimate their electricity demand and then select the most convenient (say cheapest)
tariff among all those submitted by a number of Utility Companies, which eventually
buy this energy from the corresponding wholesale electricity market. We focus on
the retail market and on the individual customer’s demand scheduling. Therefore, in
the model depicted in Figure 3.1, energy producers (represented by the factory in the
upper left corner) and the wholesale market will be addressed as mere black-boxes
attached to the Utility Companies.

As we see, there are clearly two different areas, each one with specifical charac-
teristics, but joined by the aforementioned global objectives, listed as follows:

• Demand Prediction: Utility companies require a feasible and reliable demand
prediction tool in order to be able to cope with sudden demand variations.

• Cheap Demand: The clients’ demand must be scheduled to be consumed in the
cheapest possible times, not at the cost of comfort and freedom (to consume).
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Along with these issues, we may add some further requirements, which are logi-
cal consequences from the previous two. For instance:

• Supply guarantee: All customers’ supply must be met. Therefore, on the one
hand, UCs must meet what they offer to supply, and, on the other hand, cus-
tomers cannot sign up for more energy than the amount, the market can supply.

• Sensibleness of prices: Prices shouldn’t be too high or too low (thus,reason-
able1). In this way, collusion (both from suppliers or from customers) should
be avoided.

• Blackout prevention: Energy supply must be assured in case of a sudden de-
mand increment or in peak times (rush hours).

Against this background, we have chosen a multi-agent system (indeed, two) as
the mechanism to embody and model the scenario above and help meet the afore-
said goals. Multi-agent technology has a recent but distinguished career in Artificial
Intelligence (more accurately as a subdiscipline of it [Les95], distributed artificial
intelligence). Its broad remit includes applications in many different areas such as
cooperation and coordination [Jen96], scheduling in plant automation [PS02], nego-
tiation [Ram04], diverse varieties of e-commerce and e-business [He04], information
filtering [FK96], et cetera2.

In this way, we have designed the whole architecture as the join of two inter-
connected multi-agent systems. Each component will be accurately detailed in the
following chapters (Chapter 4 for the demand allocation part and Chapter 5 for the
demand scheduling one).

Now, let us analyse the nature of the relationships within these components.
Agents play a different role in each one of the MAS. In the demand allocation area
(see Fig. 3.1, centre) agentscompetewhile in the demand scheduling area (see Fig.
3.1, right) agentscooperate. Each agent competes in the former in order to be the
one chosen to supply energy to each customer (and, at the same time, they try to
maximise their revenue when selling this energy). In the latter, agents cooperate to

1 Note that the definition of areasonableprice may be more of a political than a market-based
matter. The latter would take into account parameters such as cost of production, cost of delivery, and,
eventually, other costs associated to each particular way of generating energy.

2This list does neither intend to be complete nor to provide a compilation of paradigmatic appli-
cations. See for instance [Woo02] or [OJ96] for a more comprehensive introduction.
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achieve an optimal overall3 consumption schedule. We now shortly introduce the
role of each kind of agent.

In the demand allocation part, we have designed a number of simultaneous re-
verse auctions (one per customer) where each single client sells her energy supply to
the highest bid. Therefore, we have:

• Auctioneer Agents: They arrange the auction in which the supply of energy for
a single customer is allocated. They receive bids from the utility companies
and clear the auction.

• Bidder Agents: Representing each utility company, these agents try to max-
imise their revenue by winning the possibility of supplying energy to certain
customers (those who organised the auction in which the bidder agent won).

In the demand scheduling part (for each single customer), we have designed a
system where devices foresee their upcoming demand and try to adopt it to their
counterparts’ demand to achieve an optimised overall consumption scheme. As we
will see, a device’s singular demand is modeled as a set of constraints so the MAS
optimises a distributed constraint problem. In this way, agents may be:

• Device Agents: These agents model energy consumers’ behaviour. They col-
laborate with each other to achieve the cheapest possible demand schedule.
Representing the devices, they can issue a consumption prognosis and, even-
tually, may reschedule some demand, if this is the best thing to do in order to
maximise the overall social welfare.

• Auctioneer Agents: They are consulted by the device agents to calculate the
cost of a solution (i.e. a certain state defining each device agent’s consumption
plan), according to the received bids. Hence, they clear the auction for the
consulted demand schedule.

In the subsequent chapters we will go on to detail, for each part of the design, the
solutions proposed, evaluating them and comparing them to existing state of the art
alternatives.

3 Overall has a limited remit here, namely just the group formed by all the consumers of a single
client.
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3.1 Summary

This chapter has given a brief insight into the solution addressed in this dissertation
as a whole. As stated in the introduction, we put forward here a novel electricity mar-
ket design and a demand optimisation method. In this way, chapter 4 deals with the
design of the new market as well as with the algorithms developed to clear the auc-
tions of this special market setting. Then, chapter 5 covers the demand optimisation
in the last mile and presents this environment modeled as a constraint optimisation
problem and the algorithm developed to solve it optimally.



Sherman sat down before his own telephone and computer terminals. The
shouts, the imprecations, the gesticulations, the fucking fear and greed, en-
veloped him, and he loved it. He was the number one bond salesman, the
‘biggest producer’, as the phrase went, in the bond trading room of Pierce &
Pierce on the fiftieth floor, and he loved the very roar of the storm.
‘This Goldman order really fucked things up good!’
‘– step up to the fucking plate and –’
‘bid 81/2 –’
‘I’m away by two thirty-seconds!’
‘Somebody’s painting you a fucking picture! Can’t you see that?’
‘I’ll take an order and buy’em at 6-plus!’
‘Hit the five-year!’
‘Sell five!’
‘You couldn’t do ten?’
‘You think this thing continues up?’
‘Strip fever in the twenty-year! That’s all these jerks keep talking about!’
‘– A hundred million July-nineties at the buck’
‘– naked short –’
‘Jesus Christ, what’s going on?’
‘I don’t fucking believe this!’ ’Holy fucking shit!’ shouted the Yale men and
the Harvard men and the Stanford men. ‘Ho-lee fuc-king shit.’

Tom Wolfe, “The Bonfire of the Vanities”

Chapter 4
Optimal Allocation of Demand
This part of the work deals with the task of designing a marketplace in which the al-
location of customers’ demand is traded, maximising both customers’ and suppliers’
pay-off. We start with an explanation of the requirements and challenges posed by
the problem domain and then go on to give an overview on related research in this
area. Next, the marketplace (more specifically, an auction) is detailed as well as the
algorithms we have developed to clear it in an optimal way. Finally, we evaluate these
novel algorithms and present some possible improvements along with a comparison
against state of the art counterparts.

72
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4.1 Requirements

As stated before in Chapter 2, electricity retail markets differ from their more tra-
ditional counterparts because the good they trade cannot be held in stock or stored.
Therefore, retailers must generate the energy on-demand and, thus, work with con-
sumption prognoses. This limitation causes a number of risks, as follows:

1. Overgeneration: Since the price of the energy mainly depends on the pro-
duction cost, generating more electricity than is consumed is not economical.
Moreover, the surplus is wasted.

2. Hypogeneration: If suppliers cannot match the demand, the lack of energy will
cause a power cut (brownout) or, if prolonged, a blackout.

3. Inconsistent generation: As pointed out in section 2.3, only gas turbines can
react quickly to demand variations. Most of the traditional types of energy
generators (e.g. hydroelectric, thermoelectric, nuclear) varying more or less
drastically the production on a, say, hourly basis is very expensive (or, simply
impossible). Peaky demand can sometimes just not be matched; this is the
reason for which energy generators aim at a flat demand [Pen03].

Against this background, retailers require a reliable mechanism to foresee the
forthcoming demand. Nevertheless, consumption is typically distributed unevenly
along a day. Traditionally, retailers have addressed a two-rate tariff in order to smooth
the daily demand profile, as shown in Figure 4.1. That is, suppliers set the price
according to the actual demand load so when the demand is high (i.e. during the day)
the price is higher and when the demand is low (i.e. at night) the price is also low.
This model can easily be refined if, instead of two rates, we offer three, as shown in
Figure 4.2, or even an hour-wise tariff, as we will see now.

Assuming the UC has set the hourly rates in accordance to the global demand (i.e.
more expensive in times where the demand is higher, cheaper when lower), suppose
that, for instance, from 7 to 9 in the morning and from 7 to 9 in the evening are peak
hours, from 12am to 3pm and from 10pm to 11pm is a medium-load period and,
finally, the rest is low-demand time (off peak).

With this model, an UC improves its preference expression capability. Not only
is it clear that it is better to consume at night rather than during the day, but also
consuming at certain hours is favoured. This rating scheme can be seen as a commu-
nication tool between supplier and customer, where the supplier advises the customer
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Price

Hour

Figure 4.1:Basic DSM-Tariff – By providing a dual peak/off-peak tariff, Utility Companies

try to influence customer’s energy consuming behaviour. These tariffs typically present two different

rates: day rate (depicted in dark grey) and night rate (depicted in white).

Price

Hour

Figure 4.2:Hour-wise DSM-Tariff – This models increments the distinction from the former

two levels (peak and off-peak) to three levels: peak (depicted in dark grey), medium (depicted in light

grey), and off-peak (depicted in white). Further, it allows to set different prices for each hour.
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when to place the consumption. From the point of view of the client, the increment
of the price at certain hours constitutes an incentive to move the consumption into
cheaper hours. The idea here is the same as in tariffs for cellular phones, where it is a
usual practice to offer different rates during the day (more expensive) than during the
evening and at night. Therefore, if some calls could be postponed to cheaper hours,
why not similarly postpone some electricity consuming tasks?

Now, there is still another mechanism that refines the preference elicitation of the
UCs, a kind of third dimension in the communication: the discounts. Think of the
classical “take 2, pay for 1” or “take 2 and the second one is half price” offers. The
customer is rewarded for buying two items of the same good. We can also adopt
this idea to our model. As explained in section 2.3, UCs can reward consumption
off-peak in order to move some of the demand to less-loaded times. This goal is
achieved by setting the price of that time cheaper and by offering discounts of the
type “x% for consuming both at 8am (peak) and midnight (off-peak)”. In this way,
customers willing to win such a discount areforced to place some consumption at
midnight (in gametheoretical terms, this discount constitutes anincentivefor that
behaviour). As we have seen in Chapter 2, this process can be seen as areverse
combinatorial auction. It is reverse, since the client is the one to organise the auction
and it is combinatorial because bidding for a bundle of items is valued differently
(say cheaper) than bidding for each of the constituent items separately.

Thus, in order to move to a more dynamic environment where the benefits of
competition can be more fully realised, we put forward the following requirements
for our market design. The arrangement of customers’ electricity supply from mul-
tiple UCs should be achieved by having contracts that specify the provision of an
amount of energy for a certain period of time (say one hour). In this way, suppliers
can better set the price of an hour regarding the estimated demand. These contracts
should not necessarily be exclusive and, consequently, customers may have agree-
ments with different companies for the same hour if this is the best thing to do. As
we have seen in Chapter 2, this features increases the benefits for the auctioneers.
Finally, we assume customers auction, on a daily basis, their next 24 hours consump-
tion divided into 24 items (representing one hour each1). They subsequently receive
bids from the UCs and make their decision for the next 24 hours.

In conclusion, we cope with two challenges: First, we intend to relieve the user
of this burden by executing the whole process automatically. Hence, the system
must study the existing rates and select tasks that can be rescheduled (postponed or

1This is a trade-off between the very static situations of today and the possibility of auctioning on
a per minute basis for the coming minute.
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anticipated) to optimise the consumption scheme. This issue is addressed in the next
chapter (see chapter 5).

Second, we aim at improving and extending the simple market model described
above to permit UCs to express more complex aims and, thus, increase their influence
on customers. This objective is addressed in the present chapter.

4.2 Related Work

Now, let us briefly refresh part of the Auction Theory introduced in Chapter 2. While
combinatorial auctions provide very efficient allocations that can maximise the rev-
enue for the auctioneer, their main drawback is the complexity of theclearingprocess
in which buyers and sellers are matched and the quantities of items traded between
them are determined. The major problem stems from the fact that clearing com-
binatorial auctions is NP-hard [FLBS99, San03], which makes combinatorial auc-
tions intractable in the practice [DJ03]. Thus, a significant amount of work has been
concentrated on developing strategies to overcome this shortcoming. Unfortunately,
most work in this area deals with clearing combinatorial auctions withatomic propo-
sitions[Nis00, LBST00, Ten00]. This setting implies that bids are either accepted or
rejected in their entirety, which may limit the profit for the auctioneer as Dang and
Jennings illustrate this case in the following example:

Consider the case where there are only two bids:x1 units of one good at
pricep1 andx2 units at pricep2, and the quantity the auctioneer wants
to trade is less thanx1 + x2 units. In this case, the auctioneer has no
choice other than selecting one or other of the two bids. This may prevent
the auctioneer from maximising its payoff. For example, the auctioneer
may find it more beneficial to accept both bids partially; that is, trade
y1(y1 < x1) units with bidder1 at pricey1

x1
∗ p1 and tradey2(y2 < x2)

units with bidder2 at pricey2
x2
∗ p2. Moreover, if the bids are expressed

in terms of the correlation between the quantity of items and the price
(rather than the simple linear extrapolation above), there will be even
more choice for the auctioneer, and, consequently, even more chance of
maximising its payoff.
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Hence, a more efficient solution is to allow bidding with demand/supply func-
tions [SS01, DJ03], in which bidders submit a function2 to calculate the cost of the
units to be bought or sold. This allows the customer to accept parts of different bids
and constitutes a powerful way of expressing complex pricing policies. In our case,
production costs can be easily reflected in the supply function and if bids are ac-
cepted partially, there may be more than one winner for the same auction and item.
This kind of functions was chosen since they can easily approximate any curve.

In our problem domain, this setting enables customers to accept different parts of
bids from different bidders so they can get energy simultaneously from several sup-
pliers. Since the transmission and distribution grids are shared and the path followed
by the electricity cannot be tracked down, it is impossible to determine the producer
of the energy being consumed. Therefore, the hypothesis of customers being simul-
taneously supplied by several UCs does not pose any technical problems.

Unfortunately, the research on bidding with demand/supply functions has been
scarce. Sandholm and Suri [SS01] considered this possibility but only for the single-
item case (which is not sufficient, as we will see, since our problems demands a
multi-item auction). Moreover, working with a single item implies that the auction
is not truly combinatorial [DJ02, DJ03]. In this way, there exist only two algorithms
dealing with this auction setting.

In the first one, Dang and Jennings [DJ02] develop the first single-item and multi-
item algorithm for multi-unit combinatorial reverse auctions with demand/supply
functions. They sacrifice optimality at the cost of running in polynomial time, which
is a usual practice in AI (see a compilation of different polynomial algorithms for
diverse problems in [Hoc97] or examples in [NWF78, Has92, Met02]). The algo-
rithms are not guaranteed to find the optimal solution, but do produce solutions that
are shown to be within a finite bound of the optimal, which sometimes is an ac-
ceptable trade-off. Figure 4.3 shows the polynomial multi-unit combinatorial reverse
auction clearing algorithm [DJ02]. Still, we would like to have an optimal algorithm
for our problem.

In the second one, again Dang and Jennings [DJ03] present another two algo-
rithms for the same environment but this time they are optimal. The strategy they
use consists in defining a dominant set containing an increasingly sorted group of
single allocations, so they search within this dominant set for the combinations that
form the most profitable day allocation. Givenm bidders,n items andk, the upper
bound on the number of segments of the dominant set, the complexity in a worst case

2In case of a forward auction, bidders submit a demand function. In case of a reverse auction,
bidders submit a supply function.
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POLYNOMIAL MULTI-ITEM CLEARING ALGORITHM WITH SUPPLY
FUNCTION BIDDING

Repeat the following steps:

• For all i, j such thatuj
i > qj, setuj

i = qj. That is, we truncate the supply
function to consider only quantities that are not bigger than the demand. This
is because to minimise the total price, the auctioneer does not need to buy
more units than its demand, as the price functions satisfy the free disposal
property.

• Find the bidderak such that:

Pk(u
1
k, u

2
k, . . . , u

m
k )

u1
k, +u2

k, + . . . + um
k

is minimal,

then selectak to provide all its units(u1
k, u

2
k, . . . , u

m
k ). That is, we consider

all the biggest packages offered by the bidders, then choose the packages that
offers the lowest average unit price.

Note that this is not necessarily the package that offers the lowest average
in all packages, because a smaller package may have a smaller average unit
price.

• Repeat the steps with the new set of bidders A\ ak and demandqnew
j =

qj − uj
k.

Figure 4.3: Polynomial Clearing Algorithm for Combinatorial Auctions with
Supply Function Bidding [DJ02] – For the multi-item case. The solutions generated are

within a finite bound of the optimal.
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scenario isO(n · (k + 1)n) in the single-item case andO(mn · (k + 1)mn) in the
multi-item. Figure 4.4 shows the optimal multi-item combinatorial reverse auction
clearing algorithm [DJ03] (hereafter referred to asmDJ, the single-item assDJ).

mDJ: MULTI-ITEM CLEARING ALGORITHM WITH SUPPLY FUNCTION
BIDDING

For every tuple〈tji 〉, 1 ≤ i ≤ n, 1 ≤ j ≤ m such thattji is a segment onP j
i :

• For everyj = 1 to m do:

– If
∑n

i=1 ej

i,tji
> qj or

∑n
i=1 qj

i,tji
> qj:

Continue; // Jump to the next〈tji 〉 tuple.

– Sort{wi(〈tji 〉)π̇j

i,tji
} increasingly.

∗ If
∑k

i=1 ej

i,tji
+

∑n
i=k+1 sj

i,tji
> qj:

· Set:





rj
i = ej

i,tji
,∀1 ≤ i ≤ kj − 1

rj
i = sj

i,tji
,∀kj + 1 ≤ i ≤ n

rj
i = qj −∑n

i=1,16=kj
rj
i

· Endk for loop.

• CompareP (〈rj
i 〉) with the price of the best allocation found so far.

Figure 4.4:The mDJ clearing algorithm [DJ03] – Optimal clearing algorithm for multi

item combinatorial auctions with supply function bidding.

4.3 Market Design

Now, in section 4.1 we concluded that an optimal electricity market format should
include simultaneous supply contracts and customers auctioning their upcoming 24
hours demand. These requirements can be best met by structuring the market as
a reverse auction, as we have explained. This description is simply the translation
of the current electricity model into auction theory terms. Nowadays, clients may
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choose among several energy suppliers, which previously have advertised their dif-
ferent rates and tariffs. Therefore, clients are already organising reverse auctions in
a way.

An exchange (in which multiple buyers and sellers submit their bids and offers to
an independent auctioneer that decides the winners (see section 2.2.2)), was rejected
because it scales poorly. In practice, the number of customers may be up to tens
of thousands, each of which is selling 24 items, and with combinatorial bidding,
clearing such an exchange becomes intractable very fast. Unlike exchanges, reverse
auctions have the advantage that they may be performed in parallel. This means
that the complexity can be divided between the number of customers because instead
of one big auction, manysmallerones are carried out at the same time. For these
reasons, we have designed our system as a series of simultaneous reverse auctions
despite the risk ofoverbooking. This is a problem that cannot be underestimated (see
the consequences in, for instance, the 2000- 2001 California electricity crisis [Aut01,
OS00, HA01] and section 2.3). It refers to the impossibility of UCs of controlling
how many customers will accept their bids (and therefore, they cannot predict their
total demand). It can be approximated or foreseen with the help of statistical means,
but depending on the quality of these measures, the threat of a blackout will be always
present. Such a dilemma exists in every market in which a single producer cannot
supply all the demand himself. Therefore, a too successful producer could get to
a point above which, paradoxically, it is not economical to sell (because it cannot
produce so much and, therefore, must buy the difference somewhere else).

Think for instance of an UC starting a price war3. In case it suddenly decreases
the rates and more customers than expected opt to change to this UC, it will have
problems to meet the new forthcoming demand. Less dramatically, a normal UC can
also submit an offer that by sheer chance is accepted by more clients than it was
supposed to. In other words, when UCs prepare their tariffs, they must also take into
account the number of clients they may supply, in addition to the factors mentioned
before. Therefore, again, a too successful tariff, ironically, may not be desirable.

From another point of view, carrying out separate auctions in parallel, where du-
plicated resources are available from each auction, implies the risk of selling the same
resource simultaneously in separate auctions at the same time. This is a problem in
our overbooking approach and stems from the fact, as stated before, that resource
suppliers have uncertainty about the outcome of each single reverse auction. In other
words, suppliers place bidsin all auctions simultaneouslyas if the auctions were
separated entities and their results hadn’t influence on each other, which is not the

3For an interesting simulation and discussion of price wars with software agents see [KHS98].
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case.

In this way, in order to prevent this blackout (worst-case) scenario, we see only
two feasible solutions left, detailed as follows.

1. Airline-like Model

In order to minimise the number of unoccupied seats (and thus, the revenue of
the flight) within a passenger aeroplane, airlines are allowed to accept a number
of bookings higher than the number of the seats available on board, according
to figures based upon close statistic evaluation of the matter [ove91]. Then,
passengers denied boarding due to overbooking are compensated. Similarly,
we may allow UCs to sell electricity beyond their supply capacity. In case of
overbooking, we envisage two approaches: Either UCs withdraw (part of) their
bids and compensate affected customers4 or UCs buy the energy they need in
a second market. Nevertheless, both pose new game-theoretic issues (such as
the influence of second markets and bid-withdrawal possibility in strategies)
that require further research. Indeed, the second market together with a non-
realistic ceiling price were the main factors which brought about the 2000-
2001 California electricity crisis, as described in section 2.3. Therefore, we
recommend the solution detailed next.

2. Regions Model

A different approach to this problem is addressed in [HJM04], [HJM05a] and
[HJM05b] by Haque, Jennings and Moreau. Specifically, they present a distrib-
uted resource allocation protocol that allocates end-to-end network bandwidth
by means of using market-based agents that are deployed in a communications
network. The agents compete to buy and sell bandwidth resources from auc-
tion servers that use combinatorial reverse auctions. Their approach consists
of dividing their whole communications network into distinct local regions,
in which resources are auctioned exclusively (i.e. only within the region they
belong to). This setting provides much needed benefits since communication
messages do not have to be broadcast to all auction servers from where re-
sources are needed, but only to the desired ones.

We can borrow this idea and apply this strategy to our framework in two ways.
In the first possibility, customers are concentrated randomly or geographically

4 This is not an uncommon practice. The (USA) Federal Communications Commission (FCC,
http://www.fcc.gov/) [BCJ95, McM94] allows bid withdrawal at a penalty consisting of the maximum
of zero or the difference between the value of the withdrawn bid on a license and the highest bid after
the withdrawal on that license. See [Por99, Par99] for more information on this subject.
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in heterogeneousgroups, so suppliers can estimate the maximum demand they
will offer to each of the groups. In the second modality, customers are concen-
trated inhomogeneousgroups, according to the priority of their supply. For
instance, in a group, all public-service clients (e.g. hospitals, police stations,
etc.). In both alternatives, auctions are carried out in steps, in a random order,
for the heterogeneous groups case, or in a priority order for the homogeneous
groups case and, therefore, the risk of overbooking is minimised, since UCs
may improve they demand estimations with real load data.

Coming back to our market design, as combinatorial bidding is permitted, UCs
submit theirspecialdiscounts together with the usual hour tariffs. In this case, having
24 hours (or items) means that there may be up to224 different combinations of dis-
counts. This is obviously a worst-case scenario because, in practice, our experience
in the domain indicates that UCs are highly unlikely to issue a different discount for
each possible combination. Moreover, we decided that the auctions should besealed
(to reveal the least possible information) andsingle-round(to minimise communica-
tion and other delays). The auctions also need to be bothmulti-itemandmulti-unit.
As each item is the supply of electricity in one hour, there are 24 items to allocate in
an auction. In addition, each bidder may not allocate the whole consumption within
an hour to a single UC but rather just a portion of it (i.e. some units).

Another important component to set is the price paid by the winner. We do not
want to have a first-price auction because it offers incentives for strategic behaviour
(i.e. the participants act according to beliefs formed about others’ values and types,
which does not assure them of maximising their payoff). To circumvent this, we
choose a uniform second price for combinatorial auctions (Vickrey-Clarke-Groves)
since this has the dominant strategy of bidders bidding their true valuations of the
goods (see section 2.2.2 ). The price paid by the winner is not directly specified in
the bid because bidders submit a supply function. Thus, the customer must calculate
the energy he wants to consume within a time slot (i.e. the units of that item to
be auctioned) and then decide the cheapest combination with the supply functions
submitted (i.e. number of units to be allocated with each bidder5). Therefore, the
bids are accepted partially. To this end, we use the compact notation introduced in
[DJ03], where bidders submit for a certain item a piece-wise linear supply function
P composed ofn linear segments. Each segmentl, where1 ≤ l ≤ n, is described
by a starting quantitysl, an ending quantityel, a unit priceπl, and a fixed priceCl.
Thus, if a customer wants to buyq units of that item from the supplier, it will pay
Pl = πl · q +Cl if sl ≤ q ≤ el. Additionally, bidders submit a correlation function,

5This is similar to the Knapsack Problem and is therefore NP-complete [MT90].
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ω, which shows the reward or penalty of buying a number of items together (it is this
that makes the bidding truly combinatorial). For instance,ω1(A,B) = 0.95 would
mean that if buyingx units of itemsA andy units of B (i.e. consumingx Kw at
time A andy Kw at time B), the price paid will have a 5% discount. Thus, if the
unit price of itemA is pa and the unit price of itemB is pb, the final price would be
0.95 · ((x · pa) + (y · pb)).

As pointed out before, there is only oneoptimalalgorithm to clear such an auction
setting. Specifically, the one presented by Dang and Jennings in [DJ03]. Neverthe-
less, it is inapplicable in our scenario because it scales poorly (as we show in section
4.6). Therefore, with the market described above in place, the next step is to design
a clearing algorithm that solves the winner determination problem more efficiently
and allows it to be actually applied in realistic contexts.

The remainder of the chapter is devoted to the explanation of the optimal single-
item (sPJ) and optimal multi-item clearing algorithm (mPJ) that we have developed
for the electricity retail market described above. Furthermore, we analyse their com-
plexity, prove their optimality, and analyse strategies to keep them tractable. First of
all, let us introduce some basic definitions that will be used thereafter:

Definition 11 (single allocation) A single allocation is a set<time-slot t, supplier
s, amount q, price p> meaning that s wants to pay p to buy q units of energy to be
consumed at time t.

Definition 12 (allocation) An allocation is a list containing a number (between one
and the number of suppliers) of single allocations that detail the supply of electricity
to be provided to the customer at a given time-slot.

Definition 13 (more profitable allocation) A more profitable allocation from two
alternatives is the one that for a given total demand q, has the lower total price p.

Definition 14 (optimal allocation) An optimal allocation is one in which the de-
mand constraint is satisfied and there is no more profitable allocation.

Definition 15 (optimal day allocation) An optimal day allocation is a set of 24 op-
timal allocations, each of which corresponds to a different item (i.e. there is an
optimal allocation for each hour).
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The clearing algorithms we present next are related in that the multi-item one is
a consecutive and iterative processing of the single-item one (i.e. the result of the
multi-item algorithm is obtained by executing the single-item one with different val-
ues). Specifically, clearing a single-item case implies finding the optimal allocation
for that item, so this enterprise deals only with the supply functions submitted to one
item. The multi-item case has a broader remit (an optimal day allocation) and, thus,
it also takes into account the relationships between the different items of the optimal
allocations (i.e. the correlation functions). Let us first start with the explanation of
the single-item case.

4.4 sPJ: Optimal Single Item Clearing Algorithm

Clearing a single-item algorithm with piece-wise supply function bids involves de-
termining the amount to be allocated to each submitted bid function. In essence, in
each loop the algorithm selects one segment of each supply function (the one corre-
sponding to the already allocated demand) and allocatesk units to the segment with
the best price (i.e. the lowest price fork units after applying any relevant discount
on the amount). The loop is repeated until the demand is satisfied. Note that the
value ofk is dynamically assigned in each loop to guarantee the optimality of the
algorithm. Specifically, it always has the ending quantity value (el) of the shortest
segment being evaluated at that moment.
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Figure 4.5:Linear piece-wise supply functions submitted to a single item– Each
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Let us now illustrate this procedure with the example of Figure 4.5. Assume
there are three potential buyers1, 2, and3 that submit their supply functionss1, s2,
ands3 for a certain item (i.e. the consumption in one hour). In the first loop, the
algorithm processes the segmentss11, s21, ands31. Since the shortest of the three
is segments11(i.e. e1

1 < e2
1 < e3

1), k = e1
1 and the algorithm comparess11(e

1
1),

s21(e
1
1), ands32(e

1
1). Suppose the price ofs31(e

1
1) is less than the price ofs11(e

1
1)

ands21(e
1
1); then, it selectss31 to supply these firste1

1 units. In the second loop, the
algorithm processes the segmentss11, s21, ands31(but starting frome1

1) and givesk
the value ofe3

1 − e1
1 because it is less thane1

1 ande2
1. Then, it comparess11(e

3
1 − e1

1),
s21(e

3
1 − e1

1), ands31(e
1
1), and so on. The algorithm continues until the amount of

allocated units is equal to the demand.

As we can see, the algorithm evaluates one function per bidder in each step so it
has a complexityO(m) per loop, wherem is the number of bidders. As the loop is
repeatedk times, wherek is the number of segments of the function with the highest
number of them, the overall complexity isO(km). A safe way to reach an optimal
allocation is to select for each unit the segment that offers the best price (i.e.k = 1).
However, it is not necessary to repeat the process for each single unit since price and
discount are constant in each segment. So, as long as the segments evaluated in each
loop are the same (unit price and fixed price remain unchanged), the winner will also
be the same. Thus, in each loop it is only necessary to compare the price of allocating
the lowest ending quantity of the segments being processed, repeating this process
until the demand is satisfied. Therefore, sPJ (detailed in Figure 4.6) always finds the
most profitable optimal allocation.

4.5 mPJ: Optimal Multi Item Clearing Algorithm

This algorithm, detailed in Figure 4.7, is more complex since it cannot simply be
generalised from the single-item one. If there were no correlations, it would be suf-
ficient to run the sPJ case once for each item. However, the existence of correlations
poses the problem of the inconsistent application of discounts. First, if a supplier bids
for two items and offers a reduction if both bids get accepted, no reduction should
be applied if only one of them succeeds. Second, functions become different after
applying a discount. For example, assumePl is a piece-wise supply function for the
item l and it is included in the correlationω(l, ...) = x. Then,P ′

l is the new supply
function with the valueP ′

l = xPl. Thus, the optimal allocation of a set of functions
in which Pl is included may not be the same as the one in which everything else is
the same but withP ′

l instead ofPl.
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sPJ: SINGLE-ITEM CLEARING ALGORITHM WITH SUPPLY
FUNCTION BIDDING

Input: m supply functionsf anddemand.

• Pre-loop: initialise needed variables:allocated to keep the total allocated
demand, the listallocation showing the allocated demand per bidder, and the
temporal storage variablek.

• Loop: in each loop, until the demand is satisfied, select the segment with
the lowest gradient and allocate the minimum ending quantity units.

while (allocated< demand)do
k = select the minimum ending quantity
if (demand - allocated< k) then
winner = select the minimumfm(k)
allocated += k
allocation[winner] += k

else
winner = select thefm with lowest gradient
allocated += demand - allocated
allocation[winner] += demand - allocated

Output:allocation, the variable detailing the amount allocated to each bidder.

Figure 4.6: The sPJ clearing algorithm. – Optimal clearing algorithm for single item

combinatorial auctions with supply function bidding.

In this way, mPJ must process all possible combinations of discounted and non-
discounted functions and check that discounts are applied consistently. To this end,
we use a brute-force strategy for identifying all the possibilities. Here, all possible
bids from each bidder are combined with all possible bids from the rest of the bidders.
However, it is not necessary to evaluate all the combinations since some of them are
repeated. For instance, Table 4.1 shows an auction with two suppliers (1 and2) and
two items (a andb). In this case, there is one possible correlation for each bidder,
ω1(a, b) = x andω2(a, b) = y. Thus, clearing the multi-item case implies evaluating
the combinations where supplier1 and2 bid normally for itema (so the single-item
clearing algorithm is run with supply functionsP 1

a − P 2
a ); supplier1 bids for item

a and b with discount and supplier2 bids normally for itemb (so the single-item
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mPJ: MULTI-ITEM CLEARING ALGORITHM WITH SUPPLY
FUNCTION BIDDING

Input: j supply functionssj, j correlation functionsωj and demandqi for
each itemi.

• Pre-loop: Initialise variableday-setto keep the optimal allocation for each
item, item-setto keep a group of supply functions to be evaluated by the
single-item clearing algorithm,all − item − sets to keep already processed
sets of supply functions, and a boolean variableok.

• Loop: For each item calculate the optimal allocation of a possible set of
supply functions and then check whether the selected discounts are applicable.

Do
foreach item i
foreachsuppliersj

add nextsi
j to item-set

if item-set not in all-item-setthen
optimal-allocation = singleitem algorithm(item-set)
store item-set in all-item-sets

add optimal-allocation to day-set
ok = check constraints (day-set,ωj).
if ok thencompare day-set with best so far
until all the combinations are explored

Output: day-set, a set ofi optimal allocations (one for each item) with the
lowest total price.

Figure 4.7:The mPJ clearing algorithm – Optimal clearing algorithm for multi item com-

binatorial auctions with supply function bidding.
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Table 4.1:Enumeration of the single-item evaluations with two items and two
bidders – The repeated combinations are written in bold.

algorithm clears itema with supply functionxP 1
a and itemb with xP 1

b andP 2
b ), and

so on.

This brute-force strategy evaluates all possible bid combinations (without repeat-
ing some of them) and, therefore, it always finds the most profitable optimal day al-
location. However, it also scales poorly. First, the number of possible combinations
depends on the number of items. In our case, with 24 items, there are224 different
combinations. Second, it also rises exponentially as the number of bidders grows:
with n items, and two bidders,22n; with three bidders23n, and so on. In the ex-
treme situation with two bidders submitting a different supply function for each one
of the 24 items and224 correlations, there are2 · 22·24 possible combinations. This is,
n · (2n)m, wheren is the number of items andm the number of bidders. For instance,
in the example of Table 1, there are2 · (22)2 = 32 possible combinations, but half of
the combinations do not need to be re-calculated (in bold format in Table 1). Thus, if
bidders bid for all items and submit all possible correlations, the number of times that
the multi-item algorithm clears the single-item one isn · (2n−2n−1)m = n · (2n−1)m.
Therefore, the complexity isO(kmn · 2(n−1)·m), wheren is the number of items,m
the number of suppliers andk the number of segments of the supply function with
more segments. Note, however, that this is a pathological worst-case scenario, which
is highly unlikely to happen in practice. Furthermore, as we discuss below, it can be
mitigated against by constraining the agent’s bidding behaviours.
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4.6 Evaluation

In this section we present the results of comparing the performance of our mPJ algo-
rithm with the only other optimal algorithm for this class of problem. Specifically,
our benchmarks are the algorithm mDJ presented by Dang and Jennings in [DJ03]
(described in more detail in section 4.2, and referred here as “sDJ” for the single-item
one and “mDJ” for multi-item).

The comparison shown in Figure 4.8 details how the complexity (defined in terms
of X, the number of bids) scales when the number of itemsn increases for a constant
number of biddersm. As can be seen, mDJ soon becomes intractable (i.e. pro-
hibitively high complexity), and mPJ scales better.
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mDJ 64 384 2048 10240 49152 229376 1E+06

mPJ 16 96 512 2560 12288 57344 262144
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Figure 4.8:Complexity evolution with n increasing andm steady (m = 2). – The

dimensions of the comparison are the number of bids to clear in the x axis, and the number of items

(n) in the y axis.

Figure 4.9 tests how the algorithms react to the increment ofm (bidders) whenn
(items) remains steady. Again, mDJ becomes intractable as soon as it did in Fig. 4.8,
whereas mPJ presents a significantly better performance profile. The main reason for
this behaviour is the sensitivity of mDJ to the increment of bothn andm (while mPJ
is only sensitive to the increment ofn, as seen in Fig. 4.8). For mDJ, a larger number
of items and clients means a larger number of single-allocations to form the set from
which the allocations will be formed. Whereas for mPJ, more clients means more
correlations to clear, but half of which need not be processed since they are repeated.
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Figure 4.10:Complexity evolution with n and m steady andk increasing (n,m =
2) – The dimensions of the comparison are the number of bids to clear in the x axis, andk in the y

axis.

Similarly, Figure 4.10 illustrates the behaviour of the algorithms when bothn
(items) andm (bidders) increase. Again, mDJ performs worse than the others. Its
n = 2 series is almost equivalent to then = 3 of our multi-item algorithm.
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Finally, Figure 4.11 depicts the dependence of each algorithm onk, the number
of units allocated in each iteration of the single-item algorithm. In this dimension,
mPJ performs again well. For mDJ, increasingk implies increasing the number
of single allocations that may be combined with each other (therefore the algorithm
grows exponentially withk as the base). In contrast, for mPJ increasingk just implies
that the single-item algorithm is going to process more steps (therefore the algorithm
grows linearly withk as the factor).

4.7 Improvements

In order to prevent from occurring such scenarios that could be seen as pathologi-
cal, it is possible to constrain the choice of possible discounts so bidders can submit
only a certain number of correlations. This type of restriction has already been suc-
cessfully applied to atomic propositions bidding [BCG03], where when limiting the
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allowable combinations to tree structures or sequential combinations, the NP-hard
winner determination problem can be solved in polynomial time [San02]. In a sim-
ilar vein, mPJ can also take advantage of such an approach. Specifically, we can
constrain the number of correlations to a valuec. Thus, bidder1 can issue, for in-
stance, the following:ω1

1(n1, n2 . . . ni), ω1
2(n1, n2 . . . ni) . . .ω1

c (n1, n2 . . . ni) where
i is the number of items included in each discount (for the sake of simplicity, let us
suppose it is a fixed number less thann, the number of items, but big enough to allow
the bidder to be sufficient flexible in its offering).

In this way, the single-item algorithm sPJ will be executed, withm bidders,i · cm

times (again, supposing thati is fixed) and the complexity of the mPJ algorithm will
drop toO(ki · cm). Unfortunately, in this case, the mPJ algorithm cannot skip eval-
uating half of the combinations (as in section 4.7). With this constrained discount
choice, the reduction depends much more on the specific discount combinations cho-
sen. For instance, if the combinations include many items (i.e.i is bigger), the single-
item algorithm will be executed more often than if the combinations only include two
items each. In short, there is no way to accurately determine ita priori. Similarly,
restricting the available amounts assigned to the discount increases the number of re-
peated combinations. Thus, if a supplier offers the same reduction for accepting two
different items (e.g.ω(a, b) = ω(c, d)), the number of repeated combinations would
increase further and the complexity would continue decreasing.

For the comparison shown next, we have set the maximum number of bids to be
issued as half of the maximum possible (c = 2n−1) and the maximum number of
items included in a correlation as the number of items (i = n). For instance, in figure
4.12, we present the reaction of the three algorithms to the increment of the number
of itemsn for a constant number of biddersm.

Here, the constrained variant presents the best profile for our purposes. This
would have been even clearer if we had not set the value ofc and i depending on
the number of itemsn (as detailed above). With a fixedc and i, the constrained
variant would had presented a flat line, whereas mDJ and mPJ would had grown
exponentially because in contrast to mDJ and mPJ, the constrained variant does not
depend directly on the number of items being auctioned.

Figure 4.13 tests how the algorithms react to the increment ofm (bidders) when
n (items) remains steady. The results of the constrained variant are better than those
from mPJ. Again, mDJ becomes intractable as soon as it did in Fig. 4.12.

Figure 4.14 presents the reaction of the algorithms to the increment of bothn
(items) andm (bidders). As we would expect, the best results are again achieved by
the constrained variant.



CHAPTER 4. OPTIMAL ALLOCATION OF DEMAND 93

0

100000

200000

300000

400000

500000

n

Number
of Bids

mDJ 64 384 2048 10240 49152 229376 1E+06

mPJ 16 96 512 2560 12288 57344 262144

Constr. bid 8 48 256 1280 6144 28672 131072

2 3 4 5 6 7 8

Figure 4.12:Complexity evolution with n increasing andm steady (m = 2) – The

comparison are the number of bids to clear in the x axis, and the number of items (n) in the y axis.
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Finally, Figure 4.15 shows the dependence of each algorithm onk, the number
of units allocated in each iteration of the single-item algorithm. Again, mDJ is the
worst of the three and the constrained variant by far the best. This behaviour is due
to the direct dependency of mDJ onk.

Note that the complexity of the constrained variant can be further reduced de-
pending on the values ofi andc. With the values we assigned toi andc for these
comparisons, it is onlym times less complex than mPJ (sincec = 2n−1, i = n and
O(ki · cm), then the complexity after substitution ofc andi is O(kn · 2(n−1)m)). The
genuine advantage of the constrained variant can be found when there are higher val-
ues ofn andm. Thus, based on our beliefs about the likely operation of the retail
energy market some “typical” values might be to have 24 items (e.g. 24 hours) and
around 20 bidders (e.g. 20 UCs trying to sell their energy). Therefore, if we setk = 1
and restrict the number of possible correlations to 10, each one with 5 items (which
experience indicates will provide UCs with enoughpersuasivepower), the results
are clear: mDJ presents a complexity of1, 498E + 147, our mPJ1, 429E + 141 and
the constrained variant5E + 20. In our opinion, this means the constrained variant
is sufficiently close to the optimal to be useful, but is still sufficiently tractable to be
practicable.
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4.8 Summary

This chapter has introduced a novel electricity market setting in which clients sell
their energy demand in reverse combinatorial auctions. Such format allows the auc-
tioneer to maximise its benefits (i.e. obtain the cheapest possible energy) and utility
companies get a forecast of the forthcoming energy demand they will have to face.

Still, this model only stipulates that clients receive supply bid functions for each
hour and discounts on certain hour combinations, and provides an optimal clearing
algorithm to determine the amount to be supplied by each utility company regarding
a certain hourly demand. Therefore, there is still a need for a mechanisms that con-
nects the clearing of the auction with the electricity consuming possibilities of each
single device within a household. In this way, next chapter details how to do this
energy consumption optimisation. Basically, these consuming possibilities are mod-
eled as constraints so the problem becomes a constraint optimisation one, in which
the clearing algorithm gives the fitness of each household overall consumption com-
bination.



Yet it must be remembered that what appears to us an extensive, complicated, and
yet well ordered institution is the outcome of so many doings and pursuits, carried
on by savages, who have no laws or aims or charters definitively laid down. They
have no knowledge of the total outline of any of their social structure. They know
their own motives, know the purpose of individual actions and the rules which apply
to them, but how, out of these, the whole collective institution shapes, this is beyond
their mental range. Not even the most intelligent native has any clear idea of the
Kula as a big, organised social construction, still less of its sociological function
and implications.

B. Malinowski, “Argonauts of the Western Pacific”

Chapter 5
Optimal Scheduling of Demand
In this chapter we explain the solution we have developed to optimise the demand
scheduling. First we introduce the notion of DSM-able consumers. Basically, a
DSM-device can modify its electricity consumption profile according to the system’s
needs (e.g. in order to adopt the cheapest possible overall consumption plan). We
need this concept if we intend to model the demand of a constellation of devices.
Then we outline the requirements stemming from the particular setting of our prob-
lem domain. Further, we detail how we model it as a distributed constraint optimi-
sation problem. Specifically, we present a novel optimal algorithm to solve this kind
of problem and refer to how we tailor existing counterparts so they may operate in
the problem domain as well. Finally, we show how this algorithm outperforms the
current state of the art methods in this area and conclude with a survey on effective
ways to alleviate the network overload that it causes.

5.1 DSM-able consumers

The kind of algorithm we require in our DSM-system needs information about the
predetermined future behaviour of each consumer. That is, a demand prognosis. Ad-
ditionally, each consumer might have alternatives for its energy-consumption plan.
That is, it might be able to postpone or anticipate its demand partially or totally. The
algorithm is then in charge of choosing the right alternatives so that the overall con-

97
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sumption satisfies the given global goal. The question is where and how does this
information come from1.

One solution would be to simulate all energy-consuming entities in a mathemat-
ical model that came up with an exact demand schedule for each single consumer.
However, this would create a very rigid system that should be updated after buying
a new consumer and a centrality always poses the single-point-of-failure problem.
Additionally, the behaviour of certain devices is relatively unpredictable, just think
of the heating system of a building being influenced by people, the weather and other
stochastic events. Therefore, consumption prognoses in advance become unrealistic
since the optimisation algorithm would work with incomplete data. For these rea-
sons, we prefer the method to be distributed, instead of centralised, and on-demand
instead of pro-active.

In this distributed fashion, the devices themselves store and maintain their own
consumption model. Note that device types may go from simple light bulbs to air-
conditioning systems, from very small architecture to very large and complex. The
stochastic aspects of the system must be estimated and learned. Thus, sensors for the
weather and people, calendars for repeating events, and other sensorial enhancements
may increase the “consciousness” of the system. A device might be able to estimate
its usage hours in advance, just by realising the facts that it is Monday, it is raining,
and a certain person is present.

Furthermore, devices with some autonomy (like washing machines, the heating
system, etc.) might also have a choice about when and how to consume energy. If
some local task is supposed to be finished by some certain deadline, the device might
have some freedom on its local schedule. For instance, instead of just switching on
the washing machine, the user could select the preferred due time and the device
itself would, in this way, collaborate with the optimisation algorithm to select the
best time to start.

According to this ability of helping or collaborating with the scheduling algo-
rithm, we address the following classification of energy consumers:

• Active: These devices are the real DSM-able parts in the system. They issue
a prognosis about their future consumption and their future alternative behav-
iour. The are able to chose one of these alternatives to change the overall
consumption.

• Informative: They only issue a consumption prognosis and lack the possibility

1The work discussed in this section was presented in [PPL03].
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of actively changing and controlling their consumption. To cope with this,
they can and must take part in a DSM environment, but only active devices can
actively contribute to the DSM goal.

• Non-Informative: The consumption of devices that are not part of the DSM
system (no communication-network connection, etc.) can only be measured at
a (central) energy meter.

Even non-informative devices must be part of the model and the calculations
because they also contribute to the overall energy consumption. We propose two
solutions: letting them being represented (individually or in common) by a virtual
device or plugging them into a socket that would manage their power supply. We
discuss both possibilities later in this chapter.

Both types of DSM-able consumers, active and informative, may be sorted with
regard to the kind of prognosis they issue. Moreover, some devices may do precise
predictions, while others can only estimate how likely it is that such consumption
will happen. Such further classification is the following:

• Consumers that issue an exact prognosis: The device knows accurately the
amount of energy to be consumed and the certain point of time when it is
going to be needed.

• Consumers that issue a probable prognosis: The device issues a prognosis,
where all the energy-consumption predictions are completed with a probability
estimation. More accurately, the consumer does not predict how much energy
is going to be needed at what time, but how likely is that a certain amount
of energy will be needed at what time. The difference between active and
informative devices stems from the amount of data provided. Whereas active
consumers provide the different possibilities that they have, informative ones
only know the probability and the amount of energy.

The prognosis is obtained from diverse sources such as statistics, learning, Gauss-
bell for light switches, et cetera. Thus, the more complex and intelligent the device,
the more accurate the prognosis. For instance, a heating system that uses statistics
to issue a daily energy consumption prognosis should consider differences between
day and night, seasons, weekends or holidays and work-days, etc. On the other hand,
there are also different kinds of prognoses, depending on the period to be covered
[PDPR97]: long-term and short-term. The behaviour of a DSM-environment may
vary regarding what type of prognosis do their devices issue.
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Type Description

Active Take part in the DSM-process and may regulate their own con-
sumption.

Probability= 1
Accurate Example:
Prognosis Task 1: 0,3 kWh at 15:00 (variation± 2 min), 30 s

Task 2: 0,1 kWh at 15:01 (alternatives at 15.02, 15.06), 16 sec.
Probability< 1
Example:

Probable Task 3: 0,05 kWh at 15:00 (variation± 10 s), with 89%
Prognosis probability, 1 min

Task 4: 0,15 kWh at 16:00 (variation± 10 min), with
30% probability, 12 min

Informative Issue a prognosis but cannot regulate their own consumption.
Probability= 1

Accurate Example:
Prognosis Task 5: 0,35 kWh at 15:03, 16 min

Task 6: 0,13 kWh at 15:19, 48 s
Probability< 1

Probable Example:
Prognosis Task 7: 0,1 kWh at 15:20 with 30% probability, 1 min

Task 8: 0,8 kWh at 15:21 with 30% probability, 3 min

Table 5.1: Classification of devices involved in a DSM environment– Active

(with accurate or probable prognosis), Informative (with accurate or probable prognosis), and Non-

informative.

To summarise, Table 5.1 gives the classification of devices that may be included
in a DSM environment.

In theory, there is usually just a small number of really “important” energy con-
suming appliances which have a consumption high enough to be controlled (e.g.
water heating [DC00]). Nevertheless, the real power of these DSM-algorithms is
based on their ability to involve all energy consumers in the process. In this way, we
must somehow manage to also bring the non-DSM-able appliances to work together
if we really want a high-quality outcome. Large office buildings or something sim-
ilar, may have thousands of independent small consumers like the lighting system
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or sun blinds. In case they don’t implement such features, there is still a way to let
them participate in a DSM environment: theDSM-ification. When an energy con-
sumer gets DSM-ificated it becomes ready to be included into a DSM system, either
as an active or an informative member. Principally, we distinguish three solutions
that allow the DSM-ification of an energy consumer:

• Replacement of the original controller: Involves the substitution of the origi-
nal hardware controller of the device by a new DSM-able one. It may be an
expensive solution, since the new controller must gather old and DSM-related
functionality. Therefore, this modality of DSM-ification is only feasible if the
vendor participates in the development of the new controller. Depending on
this controller, the consumer will become active or informative. In case it only
issues the prognosis, but cannot control the behaviour of the device, it will be
an informative one. If the new controller both manages the behaviour of the
device and issues a prognosis, it will be an active DSM device. Finally, such
replacement is not always possible, since there are some devices that do not al-
low it due to hardware reasons or just because the internal logic of the devices
makes it impossible.

• Establishing a tight support: This modality consist of installing embedded
sensors that deduce the state of the device. If the device is a simple one, with
well-known states (as, for instance, a washing-machine, where it is possible
to know the amount of energy needed in every state), it is possible to devise
a system that enables the device to be DSM-able. Thus, the sensors would
detect the status and then they could issue a prognosis. If the sensors inform
a local controller that manages some actuators, they could even influence the
behaviour of the device. For instance, some states of a washing machine could
be rescheduled or delayed, if needed. Establishing a tight support is cheaper
than replacing the controller, but the quality of the DSM behaviour will be
lower.

• Establishing a loose support: This solution aims at a direct control of the power
cord of the device. A controller that participates in the DSM system manages
the power that the consumer receives. This modality works with a very small
range of simple devices that may be switched off an on without any damage or
alteration in their status.

Again, Table 5.2 summarises the different ways of DSM-ification, the benefits
they may bring and their problems.
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Consists of: Substitution of the original controller by
a DSM-able new one

Controller
Advantages: The device becomes DSM active

Replacement
Disadvantages:

• Not always possible
• Might be expensive
• Only feasible with the help of the vendor

Consists of: Embedded sensors deduce the aim of the
consumer and local controllers manage it

Tight Support
Advantages:

• Cheap solution, compared to the previous one
• Easy to develop in well-known-state devices

Disadvantages:
• Too complicated for devices with too many or

dynamical states
• Quality of DSM behaviour lower than in previ-

ous solution

Consists of: Management of the power cord

Loose Support
Advantages:

• Cheap solution
• Easily installable

Disadvantages:
• Sometimes has no meaning
• Sometimes even not informative
• Not always applicable

Table 5.2:Summary of the different ways of DSM-ification– Analysis of the pros and

cons of each alternative.
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Unfortunately, not all devices can be DSM-ificated by the aforementioned
process. In order to still include them in the DSM-calculations, we consider the
following solutions:

• DSM-proxy: The DSM-proxy consists of a socket where the non-DSM devices
are plugged in, so they can be switched on or off when needed. It is a coarse
DSM-ification with loose support, that maintains all its disadvantages.

• Virtual device(VD): A non-DSM consumer (not connected to the DSM com-
munication network), or a group of them, are represented in the DSM process
by a so-called virtual device. VDs are software programs (software agents)
running on a controller or a computer included in the DSM environment that
detects when a certain device is switched on or off with the help of a sensor.
If the device is in use (consuming energy) the VD takes part in the DSM ne-
gotiation and announces the current consumption of its device. It may even
issue a prognosis, in case it is able to learn or use some statistics (just as infor-
mative consumers do). The VD might be attached to the global energy meter
and it can deduce the usage of the individual appliances via some mathemat-
ical analysis and a built-in model [BD01]. In conclusion, VD can be seen as
the software version of a DSM-proxy, with the advantage that powerful VDs
(those able to use statistics or to learn) may be able to convert their non-DSM-
able consumers into informative ones and thus, make them suitable for a DSM
process.

Finally, let us have a look at simple example to better illustrate how a DSM-
environment works. Think of a DSM-system comprising four different energy con-
sumers: a refrigerator, one vitro-ceramic cooker, a lighting system and a heating
system. Table 5.3 illustrates their features their consumption plan at a certain point
of time t.

As stated before, there are two additional elements that allow us to include non-
DSM-able devices in the DSM process: VDs and DSM-proxies. A number of elec-
trical and portable heating-devices are plugged into a DSM-proxy and a TV virtual
device (TV-VD) controls the television set. The TV-VD is a complex software agent
that, after a learning process, knows that at time t it is very likely that the TV will
stay switched on at least for a further 30 minutes. In case these devices are working,
their DSM-relevant data at timet will be as depicted in Table 5.4.

According to this data, all of the devices will need some energy at t (at least
probably). The cooker and the lighting system do participate in the DSM process,
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+ 
�  ºC 13 

Fridge Heating Cooker Light
DSM-able DSM-able Informative Informative

Exact Prognosis Probable PrognosisExact Prognosis Probable Prognosis

Consumer Time kWh Probability Duration

Fridge t 0,2 100% 18 minutes
Heating System t 3 45% 34 minutes

Cooker t 2 100% 6 minutes
Lighting System t 0,8 84% 50 minutes

Table 5.3:Example of a DSM environment– Each consumers presents a different DSM

behaviour (upper table), and a different consumption plan, (lower table).

Consumer DSM-ification Time kWh Probability Duration

TV Virtual Device t 0,1 90% 30 minutes
Portable

DSM-proxy t 2 100% 1 second
heating

Table 5.4:Table example DSM– Situation of the DSM-ified devices at timet.

since they provide information about the energy they are going to consume. So do the
portable heating-devices and the TV, but through their respective means: software (a
virtual device) and hardware (a DSM-proxy). Prognosis and information about the
energy consumption are, however, not enough to achieve a DSM regulation. After
applying a DSM algorithm, only the fridge and the heating system will modify their
behavior and this modification is the fact that makes the DSM system feasible. In a
critical time or rush hour, even the portable heating devices could be switched off for
a while.



CHAPTER 5. OPTIMAL SCHEDULING OF DEMAND 105

5.2 Requirements

Now, let us recall the features of our problem domain as they have been presented so
far, in order to list all our requirements. Several UCs submit their bids in the form
of supply bid functions. Devices are either DSM-able or get included in the models
by means of DSM-proxies or the like. Demand is auctioned with a daily basis (i.e.
one day in advance), though consumers with a probable consumption may cause a
re-scheduling and, therefore, the re-start of the demand optimisation process. Let us
dwell on this subject a bit, with some initial definitions that will help us further.

Definition 16 (single probable prediction) A single probable prediction is a state-
ment of the form “It isp% likely that the consumption ofk kW will take place at
time-slott”. Hence, for a given single probable predictionsp, probability p, con-
sumptionk and time-slott,

sp =< p, k, t >

Definition 17 (probable prognosis) A probable prognosis is a set of mutually-
exclusive single probable predictions for the same device for a certain time frame (in
our case, one day). Hence, for a given probable prognosispp andn single probable
predictionssp1, sp2, . . . ,spn,

pp =< sp1, sp2, . . . spn >

Definition 18 (binding probable prognosis) A binding probable prognosis is a
probable prognosis in which the probability of the constituent single probable pre-
dictions sum to 100%. Hence, for a given binding probable prognosisbp and n
probable prognosespp1, pp2, . . . ,ppn,

bpp=< pp1, p2, . . . ppn > where
n∑

i=1

ppi = 100

Hence, binding probable prognosis covers all possible cases and, thus, allows
us to extract conclusions on the fly. For instance, if deviced issues the following
prognosis “30% at 9am and70% at 6pm” andd does not consume at 9am, it will do
it for sureat 6pm. Therefore, no matter how the system has modeled the situation
with the probable consumption (for instance, by dividing the consumption according
to the probability) it will be able to re-start the process, this time with more accurate
and reliable information (and therefore, the outcome of the algorithm is also likely to
be better).
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Definition 19 (non-binding probable prognosis) A non-binding probable progno-
sis is a probable prognosis in which the probability of the constituent single probable
predictions sums to less than 100%. Hence, for a given binding probable prognosis
bp and probable prognosespp1, pp2, . . . ,spn

nbpp=< pp1, pp2, . . . ppn > where
n∑

i=1

ppi < 100

In this case, the system cannot react and take advantage if any of the single prob-
able predictions doesnot come true. It will only be able to do it if, for instance, the
first of a number of single probable predictions is realised, since they are mutually-
exclusive and, thus, the other will not take place (see def. 5.2).

Anyway, both cases, binding and non-binding, may require a re-scheduling
process to adapt the system to continuously updated conditions. Introducing this
element also helps us to the uncertainty factor due to human users. In this way, the
first requirement of the system, as we summarise in table 5.5, is the need to produce
very good quality solutions fast.

Let us focus now on a number of different aspects, this time not related to the
devices themselves, but to the marketplace described in the previous Chapter (4).
Here it was defined as a “simultaneous reverse combinatorial auction with supply
function bidding” (see section 4.3 and [PJ05]). Let us analyse this separately. First,
it is anelectrical market. Second, it is organised as asimultaneous reverse auction.
Third, the auction iscombinatorial, and fourth, it allowssupply function bidding.

The fact that the commodity auctioned is energy consumption is not trivial. It
implies that all participants are playing in a common game or, better formulated, that
the outcome of the game is obtained as the sum of all players’ participation. That is,
what deviced1 consumes is summed to what deviced2 consumes, etc. to obtain the
global consumption. Therefore, the next requirement we add to the list is the need to
use aglobal cost functionwith two inputs, the global consumption schedule, and the
cost of the electricity, and one output, the cost of the overall consumption.

Further, we deal with a reverse auction (so we will receive a number of bids to
clear), which is combinatorial, and this makes the clearing process NP-hard, with the
following consequences. First, clearing the process determines the cost of the elec-
tricity (i.e. clearing the auctionis the cost function) and, second, due to the hardness
of the cost function, thefrequencywith which we call the cost function is a deciding
factor. Moreover, the combinatorial nature imposes yet another characteristic: work-
ing with completesolutions. Thus, we cannot apply bundle discounts until we know
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the allocation for each single item. That is, our cost function shouldn’t examine a
partial solution since it won’t be able to take into account discounts for consuming at
time-slots outside this partial solution. For instance, suppose we have the following
demand and bids (represented here as atomic flat-rate bids for the sake of simplicity).

Demand 9:00 am - 5 kW 10:00 am - 4 kW 11:00 am - 3 kW

Bids Price (kWh)
UC1 1.01 cents
UC2 0.95 cents

Note that we have only represented here just part of the day demand. If we clear
the auction, the demand supply of 9am, 10am and 11am will go to the cheapest offer,
and this is the one byUC2. Now, if the auction is truly combinatorial, there will
exist some bundle discounts. Suppose thatUC1 offers a 10% discount to consuming
at 9amand 6pm. This discount implies that the consumption supply at 9am would
go forUC1 (0.909 is cheaper than 0.95) but, if we only consider this partial solution
from 9am to 11am, how can we know if the discount applies or not?

Finally, allowing supply function bidding provides some new difficulties.
Namely, it prevents linearity in the solution space. That is, we cannot sort solu-
tions into any kind of structure (for instance a tree) that would allow us not to
evaluate part of them [PJ05]. In other words, there is no possible heuristic that can
spare us from having to analyse all the solutions. One solution cannot be supposed to
be worse than another (and thus, abandoned) before processing it. For instance, the
one that mayseemworse with its consumption placed in more expensive time slots
(or allocated to more expensive suppliers), may take advantage of some discounts
that, in the end, make it cheaper.

The specific contribution of supply function bidding is that, as detailed in section
4.4, clearing the auction for a single time-slot (i.e. single item) must be entirely
repeated again if one of the constituent function bids is modified because all the
resulting allocation could be completely different. In a similar problem domain, but
without supply-function bidding and bundle discounts, an algorithm could use any
heuristic to estimate the cheapest consumption alternative for a certain task before
processing the rest. It would know that all other variants were worsefor sure. This
is not the case in our domain. Again, a task consuming or not at a certain time slot
may involve choosing one UC for supplying more or less, or not at all, at another
time slot. And this fact cannot be foreseen. Thus, we may draw two conclusions
from this last discussion. First,solution orderingpre-processing steps do not help
here. Second, all possible solutions must be evaluated to assure that the optimal one
is found (i.e. the algorithm must becomplete).
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Additionally, we may include another requirement stemming from the concrete
application domain of our model. If we open our focus and instead of addressing
a single customer’s place, we deal with a number of them or, for instance, a whole
building or district2, security and privacy concerns arise that prevents us using cen-
tralised methods.

In short, Table 5.5 summarises the requirements imposed by the model3.

Requirement Cause

Good solution first Possibility of re-scheduling
Global cost function Auctioning customer’s demand supply
Seldom use of cost functionNp-hardness of clearing process
Complete solutions Combinatorial nature and supply

function bidding
Complete No linear solution space (Bundle discounts

and supply function bidding)
No solution pre-ordering No linear solution space (Bundle discounts
possible and supply function bidding)
Distributed Security/privacy concerns

Table 5.5:Model requirements – These conditions must be fulfilled by the algorithms that

aim at optimising the demand.

Unfortunately, there exists no current algorithm able to operate under such con-
ditions, as we detail in the following section.

5.3 Related Work

This section will discuss related work in dCOP algorithms that might help optimising
the demand in our model. We will examine state of the art algorithms according
to the requirements presented in table 5.5. A more accurate explanation on dCOP
algorithms can be found in section 2.1.2.

2 A coalition of customers may achieve a more powerful position to negotiate better tariffs with
providers.

3The category “Seldom use of cost function” means that the cost function should be called as less
as possible. The cost function must be typically called at least once for each possible solution.
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First of all, we may rule out brute-force algorithms that systematically gener-
ate and explore all possible solutions. Though complete, they do not fulfil the first
condition in Table 5.5: issuing very good quality solutions fast. Thus, we need an
algorithm implementing an heuristic search akin to the min-conflict heuristic (see
section 2.1).

Adopt, an asynchronous best-first search backtracking dCOP algorithm devel-
oped by Modi et al. ([MSTY03, Mod03, MSTM05]) has been on the cutting edge
of optimal dCOP algorithms. Similarly to SynchBB [YDIK98] (which marked the
state of the art until Adopt’s appearance), it does not fulfil a number of the required
conditions. First, they both work with partial solutions. As detailed in section 5.2,
this use does not make sense in our setting. More over, they operate with local cost
functions, whereas we need global cost functions.

Specifically, Adopt uses a pre-processing step to order agents in a tree (or chain),
in which constraints play a principal role, since they become into father-child rela-
tionships. Namely, trees in Adopt present constraints between ancestors and descen-
dants, but not between siblings. This is clearly not applicable to out problem domain,
because all nodes are neighbours. That is, the action (say consumption) of one affects
the overall outcome4.

Lately, Mailler and Lesser [ML04] have presented OptAPO (Optimal Asynchro-
nous Partial Overlay), which apparently outperforms Adopt5. Nevertheless, OptAPO
is not distributed but semi-distributed (or semi-centralised) and this feature goes
against the last requirement of our model (security/privacy concerns), in the same
way as centralised algorithms cannot work within the aforesaid conditions.

Against this background, we have two solutions. Either we adapt one of the
existing algorithms to work within our problem domain (if possible) or we expressly
develop a novel one that fulfils all the requirements. We have tackled both challenges
with different success, as we show in the next section.

4An additional pre-processing step could help define a number of loosely-coupled neighbourhoods,
as shown in section 5.6. Still, the resulting tree would probably be too dense for Adopt’s, apart from
requiring a pre-processing step for the pre-processing itself.

5This claim has created a controversy on the applicability and semantics of the comparison terms
(see [DM05]). Similarly, the applicability of OptAPO to real-world scenarios has recently raised some
doubts [FB05].
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5.4 COBB: Constraint Optimisation by Broadcasting

In this section, we detail the algorithm that we have developed specifically for the
problem domain discussed so far, and compare it against state-of-the-art counter-
parts, tailored to work within the same problem domain. This novel algorithm is
called COBB (Constraint Optimisation by Broadcasting, [PJN05]), detailed in Fig-
ure 5.1. It is basically a distributed constraint optimisation algorithm where agents
broadcast their values and choose the answer proposing the best solution to continue
with the algorithm. More specifically, COBB is a synchronous iterative-improvement
best-first search algorithm. This is, agents traverse the solution space in a coordinated
fashion using an iterative-improvement technique (i.e. only one variable valuation is
changed in each cycle) and a best-first search to choose which solution is going to
be the basis for the next improvement6. Note that COBB always starts with the cur-
rent solution as a start point for the comparison, so each local change automatically
produces a new solution (that can be better or worse than the current one).

The best-first search strategy allows COBB to always choose the best available
solution. This tactic, however, could lead it to eventually get stuck in a local max-
imum. It is in this point where the broadcasting (i.e. includingagain all the other
agents in the next step) appears to prevent it (as we illustrate afterwards in the algo-
rithm execution examples, Figures 5.3 and 5.5). Unlike in backtracking algorithms,
where thedirectionof the improvement is biased by the hierarchy in which agents are
sorted (the child must try all possibilities until she finds no one better and then back-
tracks to change the father’s valuation), the combination of iterative improvement
and broadcasting yields much higher freedom. Only one valuation is changed: the
one that maximises the global outcome (say social welfare, if we put it as a game).
Then, with that new current solution, the whole process starts again.

Essentially, COBB is a recursive algorithm that in each main loop call does the
following. First, improve the solution received with local changes. Then, for each
possible local change (sorted in descending order) broadcasts the solution and finally,
compare each answer (sorted in descending order) with the current best solution and
keeps it if it is better.

6 This is a variant of the classical best-first search [Pea84, RN02], but adapted to operate with
complete solutions.
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CONSTRAINT OPTIMISATION BY BROADCASTING (COBB)

COBB (candidatesolution){
new sol list = improve (candidatesolution)
if (new sol list != null) {

foreachnew solutionin new sol list {
answers = broadcast (newsolution)
}
} else{

answers = broadcast (candidatesolution)
}
sort desc (answers)
foreachsolutionin answers{

if (fitness(solution)< fitness(bestsolution)){
bestsolution = solution
} COBB(solution)
}

}

Figure 5.1:The COBB algorithm – A novel and optimal synchronous iterative-improvement

best-first search algorithm for distributed constraint optimisation problems.

5.5 Evaluation

Let us illustrate this process with an example. Suppose an agent A starts the schedul-
ing process: it takes the current solution and calculates possible improvements by
selecting a different value for its own variable (e.g. “if the task can be performed at
9 or 10 am, and the current solution includes its task at 9 am, the agent will asses the
whole solution but with its task at 10 am”). Then, it will broadcast the cheapest of
both solutions. The other agents will afterwards carry out exactly the same process
that agent A has done so far: calculate whether any local change improves the so-
lution and reply. Further, Agent A chooses the cheapest (say best) solution received
and restarts the process until no agent responses; in that case it will come back to the
second best solution and continue as usual.

The complexity of COBB isO(2n ·m), wheren is the number of agents (or tasks)
andm the average number of alternatives for a task to be placed. In our system, the
minimum allocation unit is the hour and all tasks can be placed at 1 am, 2 am, 3 am
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... 12 pm. Thus, in a worst case scenario, where tasks can be placed all over the
day,m will be 24 and the complexityO(2n · 24). Moreover, the algorithm sorts out
all possible solutions using a best-first search so more promising ones are processed
first. Still, given enough time, all possible solutions are tested and, therefore, the
algorithm is complete and it will always find the optimal solution(s).

Finally, let us briefly address the security/privacy issues. In the COBB multi-
agent system, participants do know what others are about (or ready) to consume but
are unaware of the possibilities they may have to place on this consumption at one
or another time slot or to vary their consumption in any way. Moreover, the effort
of centralising this information is double. Not only may physically transmitting it be
costly but also expressing the consumption possibilities and preferences as well as
standardising them maybe very difficult7.

In order to illustrate the pros and cons of the COBB algorithm and translate it
into a framework where it can be compared to some counterparts, we will use a well-
known problem modeled as a DCSP: the n-queens problem, which traditionally has
been a paradigm of combinatorial problems (see chapter 2). We have chosen it since,
as in our problem, there exist constraints between any pair of agents (say queens) and
requires a global cost function.

To this extent, we have selected two classical and simple dCSP Algorithms that
could be adapted to our domain (by making them work with whole solutions and not
partial ones) and are, therefore, potential counterparts.

To this end, Figure 5.2 shows the execution steps followed by one of the al-
gorithms presented in [YH00] and Figure 2.6 (an asynchronous backtracking algo-
rithms), until no queen is threatened. Having four queens, there are subsequently
four agents, each one having a variable with values from 1 to 4 (represented as a row
in the draughtboard). The start situation for this example is with all variables having
same value 1 (i.e. all queens lined up on the left column).

Then, Figure 5.3 presents the execution steps of the COBB algorithm, starting
with the same initial situation. In each cycle, COBB first considers local changes
and then broadcasts the most convenient of the solutions obtained (with these local
changes). In this case, the possible local changes are having the first queen in position
2, 3 or 4 of the first row. Position 2 is still violating a constraint (threatened in the

7 Think that, similarly as we consider the possibility of having devices with different degrees of
DSM-ability, they may also present different technological levels. That is, whereas some of them
may be able, for instance, to elicit complex preferences and prognoses, others may be only able to
issue very simple predictions. And this is without taking into account potential incompatibilities in
languages, standards, and technologies due to strategic brand decisions.
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Figure 5.2: Execution example of the Asynchronous Backtracking algorithm
[YH00] – It needs five cycles to find an optimal solution with this initial state.

diagonal by queen in row 2) and, therefore, it chooses position 3 (4 would be also
acceptable) and broadcasts the solution. As this is the one depicted in the middle
draughtboard, it is the best of the answers received (the queen of the third row gets
value 4). In the next cycle, it does not issue any local change and broadcasts the
solution as it is, obtaining a combination where no queen is threatened.
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Figure 5.3:Execution example of the COBB algorithm– The initial state is the same

as in Figure 5.2, and COBB only needs 3 cycles to find an optimal solution.

By comparison, Figure 5.4 illustrates the execution of the asynchronous weak-
commitment search ([YH00] and Figure 2.7) which is faster than its counterpart de-
picted in Figure 5.2. The start situation is this time slightly different, with three
constraints violated: queen of row 1 in the same diagonal as queen of row 4, and this
one in the same column as queen of row 2. Finally, Figure 5.5 depicts the execu-
tion of COBB starting from the same initial situation as in Figure 5.4. The COBB
algorithm is faster again.

The execution steps shown in Figures 5.2, 5.3, 5.4, and 5.5 depict just some ex-
amples about how COBB’s combination of best-first search and broadcasting helps
find the solution faster. For the evaluation, we have tested COBB with the distrib-
uted n-queens problem varyingn from 10 to 50 (as in [YDIK98]). The results are
summarised in table 5.6. For eachn, we have averaged the results of testing 100
randomly-generated different start situations. One cycle corresponds to a loop of the
COBB algorithm or, in case of the other two, a series of agent actions, in which an
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Figure 5.4:Execution example of the Asynchronous Weak-Commitment [YH00]
– It needs five cycles to find an optimal solution.
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Figure 5.5: Execution example of the COBB algorithm– The initial position is the

same as in Figure 5.4, and COBB only needs 3 cycles to find an optimal solution.

agent recognises the state of the world, decides its response to that state and com-
municates it [YDIK98]. We also assume that a message sent at timet arrives at time
t+1, so we can analyse the performance in terms of cycles needed to find an optimal
solution. Finally, following [YDIK98] we have set a time limit for solving the prob-
lem (1000 cycles), soratio expresses the average of runs that successfully completed
the problem on time.

n 10 50
Asynchronous ratio 100% 50%

backtraking [YDIK98] cycles 105.4 325.4
Asynchronous ratio 100% 56%

weak-commitment[YDIK98] cycles 41.5 59.1

COBB
ratio 100% 100%

cycles 15.36 35.5

Table 5.6: Performance comparison in the Distributed N-Queens Problem.–
COBB outperforms Asynchronous Backtracking and Asynchronous Weak-Commitment Search Al-

gorithms in terms of efficiency and speed.

As can be seen, COBB clearly outperforms both algorithms. It is not only faster,
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but also the most efficient, since it always finds the solution without exceeding the
time limit. The reason is that, as illustrated before, the best-first search heuristic
helps COBB to quickly come to better solutions and broadcasting enables it to escape
from local minima, since all agents participate in each decision. That is, in the other
algorithms the view of problem space in each loop is restricted to one agent and its
neighbour. In COBB, this restriction disappears with the broadcast, so every agent
may contribute to a better solution.

Now, as pointed out before, we had two alternatives: developing a novel algo-
rithm or tailoring any of the existing ones. The latter is what we have done also with
Adopt, which was the best of the adaptable existing dCOP algorithms to our knowl-
edge (see section 5.3 and chapter 2 for a description). The new version, which we
call qAdoptto distinguish it from the original form, works with the same global cost
function as COBB (the total number of violated constraints) and it has been adapted
to operate with whole solutions (instead of partial ones). The pseudocode is basically
the same, so we won’t repeat it (see Chapter 2, Figures 2.11 and 2.12).

Nevertheless, using the notion of “cycle” to compare an asynchronous and a syn-
chronous algorithm is not really appropriate (as claimed in [DM05]), at least in our
problem setting. It was suited to show how COBB presents higher efficiency than
the aforementioned algorithms but it turns out to be inadequate to capture the com-
plexity that our problem domain entails. For this reason, we have compared COBB
and qAdopt along the following dimensions: the amount of messages exchanged and
the frequency with which the cost function is called (i.e. the frequency with which
the combinatorial auction is cleared, each time for a different demand schedule). The
latter is a deciding factor in our problem setting, as pointed out before, due to the in-
trinsic complexity of the clearing process. Hence, maintaining this parameter within
a lower range is essential.

We have tested qAdopt and COBB again with the distributed n-queens problem
varyingn from 5 to 15 queens. The results are summarised in table 5.7 and these are
the average of processing 100 randomly-generated different start situations.

Now, in order to more clearly illustrate the different behaviour of both algorithms,
Figures 5.6 and 5.7 depict qAdopt’s and COBB’s profiles and evolution in the same
experiments of table 5.7.

As can be seen, with a low number of queens, qAdopt performs better than
COBB. Nevertheless, already with 8 queens this tendency is inverted and from that
point on, COBB outperforms qAdopt not only in clearing the combinatorial auc-
tion less often but also, surprisingly, though using broadcast, in exchanging a lower
number of messages. The backtracking mechanism of qAdopt leads to unnecessary
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Figure 5.6:Comparison among qAdopt and COBB in the Distributted N-Queens
Problem – The dimension of the comparison is the number of messages (m).
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Figure 5.7:Comparison among qAdopt and COBB in the Distributted N-Queens
Problem – The dimension of the comparison is the number of calls to the cost function (c).



CHAPTER 5. OPTIMAL SCHEDULING OF DEMAND 117

n 5 6 7 8 9 10 15 20 25

qAdopt
m 63 257 302 1053 1254 3398 85188

- - - -
c 35 140 158 555 646 1755 43033

COBB
m 82 296 460 824 1190 1924 6920 19948 27941
c 45 161 247 439 629 1012 3579 10230 15255

Table 5.7:Comparison among qAdopt and COBB in the Distributted N-Queens
Problem – The dimensions of the comparison are the number of messages (m) and calls of the cost

function (c).

message overhead to correct previous8 agent’s value assignment. Moreover, for sit-
uations with more than 10 queens, qAdopt becomes intractable very fast (as shown
in table 5.7, for instance, with 15 queens). That is, qAdopt scales much worse than
COBB for our problem domain. Our results are consistent with other performance
analyses in different problem domains where Adopt has difficulties when addressing
dense constraint graph problems [ML04].

The reason for this different behaviour can be found in the specific general strat-
egy of each algorithm. With the kind of solution space of our problem domain, it
is important to explore it in the right direction. Now, this sounds obvious but is
exactly what qAdopt does not fulfill. First, allowing agents to change their values
asynchronously introduces more flexibility, but also more anarchy. The system dis-
perses its efforts on examining many solutions (and though, potential investigation
directions) instead of concentrating on one promising one (as COBB does). Second,
the backtrack mechanism locks qAdopt into a rigid structure that prevents good solu-
tions being kept and exploited further and requires an extra communication overhead
to pass on to other agents the new solution (and this disadvantage is inherited from
Adopt, since it works with partial solutions). Finally, qAdopt does not start to find
good quality solutions until the upper and lower bound are well tuned up (so solu-
tions out of that range are abandoned and processed afterwards). This initial tuning
process might be too long in case of frequent re-scheduling procedures. When taken
together, these reasons and the empirical data shown above make COBB the best
algorithm for finding the optimal demand scheduling in our problem domain.

Still, the major objection that can be attributed to COBB is it use of broadcast-
ing. The cost of this choice can be prohibitively high in large systems. In case of a
DCSP, the network overhead is alleviated by the fact that the algorithm stops as soon

8 With “previous” we mean here the antecessor agent in the chain or tree in which Adopt and
qAdopt order the agents.
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as one solution is found (so the number of messages broadcasted is compensated by
the messages that other algorithms interchange in the cycles where COBB is already
finished, as happens with qAdopt in Table 5.7). However, this does become a prob-
lem when the algorithm has to analyse all the possible solutions. The next section
explains how to lessen the impact of this shortcoming.

5.6 Improvements

As stated before, using broadcast in COBB is a double-edged sword. On the one
hand, it helps find a very good solution (if not the best) very fast, but, on the other,
it requires a high amount of exchanged messages. However, some of these messages
need not be sent. Although all agents are virtually neighbours (i.e. can contact each
other) they can be in differentneighbourhoods. With a monolithic tariff this fact
means that agents whose consumption alternatives overlap are neighbours (e.g. one
consuming at 9 am and 10 am, another at 10 am and 11 am, share 10 am). In our
problem domain, the notion of neighbourhood involves more factors. It not only
entails the possibility of consuming energy at the same time-slot, but also consuming
at a time-slot associated by a discount to any other of the neighbouring agent. For
instance, suppose that UC1 offers a 3% discount if consuming at 8 am and 11 am.
In case agent A can place its consumption at 8 am and 9 am, its neighbours will be
every agent potentially consuming at 8, 9 and 11 am.

There are two reasons for this phenomenon. First, if agent A consumes at 9 and
not at 8 am, agents consuming at 11 am will be affected by this fact since the discount
could not take place, or viceversa, agents consuming at the same time slot will have
to take into account A’s consumption to plan their’s. In this way, non-neighbouring
agents do not need to interchange messages or be part of the broadcast since their
local changes will not affect each other. Therefore, determining neighbourhoods will
help reduce the network overload by converting broadcast intoselective multicast.
Unfortunately, this reduction can only be exactly evaluated with real data because
the composition of neighbourhoods totally depends on the number of discounts, the
time slots they include and the number of time slots that each task has on average as
alternative to consume energy.

Another, simpler way of reducing network overhead is achieved by keeping the
information exchanged to a minimum. COBB is a synchronous iterative improve-
ment algorithm where the current state is broadcasted at the beginning (or is, at least,
known by all participants). Then, only one valuation is changed at a time (cycle).
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Complete solution Bytes One Valuation Bytes

Agent1 − Id 1
Agent1 − V aluation 1

Agent2 − Id 1
Agent2 − V aluation 1

Agent3 − Id 1
Agent3 − V aluation 1

Agent3 − V aluation 1
Agent4 − Id 1

Agent4 − V aluation 1
Agent5 − Id 1

Agent5 − V aluation 1
Global Cost 1 Global Cost 1

Total 11 Total 2

Table 5.8: Comparison among sending the complete solution or just a single
agent’s valuation– The reduction is 11:2 withn agents and assuming 1 byte for each data type.

In this example, agent 3 sends its valuation and the global cost against any other agent sending all the

complete solution and the global cost.

Therefore, instead of broadcasting the complete solution together with its cost, agents
could just send their new valuation together with the global cost. In this way, they
would spare sendingn − 1 valuations in each cycle per agent (this is,(n − 1) ∗ n
valuations).

This time we can present some data to illustrate the effective reduction in network
overhead that this measurement brings. Assume that each agent valuation requires
for instance 1 byte to express its consumption (to simplify, we will obviate more
complex messages as probable prognoses, etc.). The global consumption is similarly
expressed in one byte as well each agent’s identifier (needed to distinguish each sin-
gle valuation in the complete solution). Thus, if an agent sends the complete solution
and the valuation with, say, 5 agents, the message broadcasted (just the content, ex-
cluding TCP/IP Stack headers and the like) will have(1 + 1) ∗ 5 + 1 bytes, (ie. 11
bytes). On the contrary, if the agent just sends its valuation and the global cost (its
identifier is not needed since it is implicit in the message) the amount transmitted for
the content will be 2 bytes. Table 5.8 summarises these calculations.

Similarly, Figure 5.8 illustrates the network overload reduction after applying the
aforesaid measure. The data on the number of messages exchanged by COBB has
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been obtained from the experiments presented in Table 5.7. Whereas sending the
complete solution each time scales rapidly, because it depends both on the number of
agents and number of messages exchanged, sending only a single valuation increases
more slowly because it is independent from the number of agents in the system.
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Figure 5.8: Comparison among sending the complete solution or just a single
agent’s valuation– The reduction is 11:3 withn agents and assuming 1 byte for each data type.

The y axis shows the amount of bytes exchanged and the x axis the number of agents participating in

the system.

5.7 Summary

This chapter has described the method to bring several house appliances to work
together and find the cheapest possible consumption profile regarding the supply
function and discounts combinations submitted by the utility companies.

After having detailed, tested and evaluated this novel electricity market design
integrated within a household demand optimisation system, next chapter accounts
and summarises the achievements of this work, discusses them and finalises drawing
the avenues of future work.



[Mephistopheles]

Past! A stupid word.
Then, why?
Past, and pure nothing, complete monotony!
What use is this eternal creation!
Creating, to achieve annihilation!
“There, it’s past!” What’s to read in it?
It’s just the same as if it never lived,
Yet chases round in circles, as if it did.
I’d prefer to have the everlasting void.

J.W. von Goethe, “Faust”

Chapter 6
Conclusions
In this Chapter, we first summarise the results achieved in this thesis. Then we go on
to discuss and explain the results in more detail and, finally, conclude outlining the
avenues of future work.

6.1 Summary of Results

This thesis has produced the following results:

• We present, for the first time, a novelelectricity retail market designed as a
system of reverse combinatorial auctions with supply function bidding. This
novel market allows customers to increase their profit and provides UCs with
a mechanism to influence customers’ behaviour.

• We develop new optimalclearing algorithms tailored to electricity supply
functions and show how they perform better than the existing more general
clearing algorithms.

• We present ataxonomy of electrical devicesaccording to their degree of par-
ticipation in a DSM-system and classify the different ways of DSM-ificating a
device.

121
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• We introduce the firstDSM-systemof devices modeled as a distributed con-
straint optimisation problem (dCOP).

• We develop a new optimaldCOP algorithm to solve the problem stated above,
adapt the state-of-the-art marking dCOP algorithm to the same domain and
show that our novel algorithm outperforms it.

• We describe theintegration of the electricity market and customers’ pri-
vate consumption environmentinto an architecture that exploits the benefits
of deregulated electricity markets to optimally allocate and schedule demand.

Now, let us address the results of this thesis with more detail.

6.2 Discussion

There is a large literature on each of the prevailing research areas that underlie this
dissertation: energy markets, distributed artificial intelligence, and game theory. Yet
these three strands of work haven’t been brought to work together before. Moreover,
deregulation has already motivated a number of studies, but this dissertation is the
first to fully exploit the possibilities of the new European electricity market. In this
way, liberalising the electricity industry offers new opportunities for providers and
consumers. In this environment, customers can choose their suppliers to get cheaper
energy and suppliers can compete to increase the number of their customers and,
subsequently, their profits.

To make this happen in practice, however, efficient electricity markets need to be
developed. To this end, traditionally, energy management techniques have presented
the two different sides with their own purposes and measures. On one hand, suppliers
and retailers aim to smooth the overall energy consumption to avoid sudden peak
loads. On the other hand, customers intend to reduce their energy bills without giving
up freedom (meaning they can use energy at any time). Our system addresses both
needs. It helps to reduce peak loads and to distribute them amongst less-loaded
time slots. Specifically, by including off-peak hours in the discounts, UCs reward
customers that consume electricity off-peak. Thus, they have an additional tool for
energy management besides setting off-peak prices lower than peak ones.

Moreover, the use of combinatorial auctions helps to produce efficient allocations
of goods because combinatorial bidding allows the expression of more complex syn-
ergies between auctioned items [FLBS99]. Together with the use of supply functions
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and non-atomic propositions, consumers are able to accept energy from diverse UCs
simultaneously, which, in turn, helps them to maximise their benefits.

Against this background, we have presented the first electricity retail market as a
system of simultaneous reverse combinatorial auctions with supply-function bidding.
Furthermore, we have developed the novel single and multi-item clearing algorithms
sPJandmPJ that are optimal, as well as a strategy to keep the multi-item algorithm
within tractable ranges for the real-world problem we face. The only algorithm that
is able to solve this problem optimally,sDJ for the single-item case andmDJ for
the multi-item ([DJ03]) present significantly higher computational complexity even
in a worst-case scenario (O(km) in the single-item case andO(kmn · 2(n−1)·m) in
the multi-item). That is, even if, for instancek = 1, our mPJ algorithm is still2n−1

times less complex than mDJ. Moreover, in the constrained bidding variant of mPJ,
this difference is even higher. If we again setk = 1 and restrict the number of
possible correlations to 10, each one with 5 items (which experience indicates will
provide UCs with enoughpersuasivepower), the results are clear: mDJ presents a
complexity of1, 498E + 147, our mPJ1, 429E + 141 and the constrained variant
5E + 20. In our opinion, this means the constrained variant is sufficiently close to
the optimal to be useful, but is still sufficiently tractable to be practicable.

Still, it is not enough to find the optimal allocation of demand of a single customer
if this demand is not consumed according to the profile. Hence, we need a method
that coordinates the customers’ devices to find the best consumption schedule with
capacity to analyse the submitted bids and find the best consumption profile accord-
ing to these bids. Thus, we have two interrelated combinatorial problems: finding the
best schedule among the possible consumption alternatives of devices and finding the
best demand allocation among the submitted supply bids and bundle discounts.

To this end, we first presented a taxonomy of devices regarding theirDSM-ability.
That is, whether they can take part in a DSM-system and if so to what degree. In
this way, we distinguish among the following DSM-able device kinds:Active that
can issue demand prognoses and anticipate or postpone some electricity consuming
tasks;Informativethat can just issue demand prognoses;Non-Informativethat neither
can issue demand prognoses nor adapt their consumption in any way.

In this case, active and informative devices issue their prognoses and active de-
vices also adapt their consumption for the good of all (i.e. in game theoretic terms,
to maximise social welfare). If we see the different consumption alternatives of each
device asconstraintsand use our clearing algorithms as a cost function, then we
have aconstraint optimisation problem. Further, security and privacy issues, as we
have shown, demand that this problem be solved in a distributed manner. Hence, we
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deal, more accurately, with adistributed constraint optimisation problem(dCOP).
Following the requirements and properties of our problem domain (specially bids
with supply functions and bundle discounts) we have shown that existing dCOP al-
gorithms cannot operate within it.

Against this background, we have developed the novel optimal dCOP algorithm
COBB (Constraint Optimisation by Broadcasting). This is specially suited to our
problem domain. Additionally, we have tailored the state-of-the-art algorithm Adopt,
[MSTY03]) to qAdopt, and this can operate within our problem domain because it
works with complete solutions and a global cost function.

In the absence of data to test them in real-world conditions, we have selected the
N-Queens problems to this end, since, similarly to our problem setting, it also de-
mands working with complete solutions and a global cost function, and participants
are all neighbours.

In so doing, we have shown how COBB outperforms, in terms of cycles, other
algorithms that could be also modified to work within our domain (specifically,
Makoto’s Asynchronous Backtracking and Asynchronous Weak-Commitment, both
in [YH00]). We have selected a new dimension in order to compare them, the fre-
quency of calls to the cost function, because this is more suitable to our domain than
the number of cycles. To this extent, COBB has shown that above 8 queens it clearly
outperforms qAdopt (which becomes intractable very fast, in our problem domain).
Surprisingly, though, allowing using broadcasting, COBB also requires a smaller
number of exchanged messages.

Finally, we have detailed possible improvements to both the clearing algorithms
and COBB so that the overall system can be made even more applicable to real-world
conditions.

6.3 Future Work

There are still some open issues regarding our problem domain. Concerning failure-
scenarios and how to keep the demand in secure ranges to avoid blackouts or massive
overbooking of the system, more work is needed on which alternative is best, the
overbooking-like one (and in this variant, the second market demands more attention
due to its potential implications on the strategies of bidders) or the regions-based one.

Furthermore, a number of game-theoretical aspects should be reconsidered.
These include the suitability of the Vickrey-Clarke-Groves mechanism (along to the
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critics of Ausubel and Milgrom in [AM06]) and the possibility of replacing it (for
instance with the Ausubel auction [AM06]). In this way, the work of the 2002 Nobel
Prize in Economics Kahneman and Tversky [KT73, KT79, KT84] suggests that a
human’s motivations and decision making do not always follow mathematical (say
game theoretical) models and, therefore, it could be worth studying this issue and its
influence on both the pricing strategies of suppliers and their real behaviour in our
system of simultaneous reverse combinatorial auctions.

In the same way, adopting the regions model as tool for reducing the possibility
of overbooking poses new questions regarding UC’s pricing strategies because both
with heterogeneous and with homogeneous groups the auction would be multi-round.

Moreover, there are some other future work directions that we have already out-
lined in this thesis (though merely), concerning applicability issues. For instance, the
lack of consumption alternatives elicitation procedures and languages or the possible
compatibility and standardising conflicts in this area (which can turn a bigger chal-
lenge than expected at first sight). This topic is very closely related to the possibility
of applying the solution addressed in this Dissertation to a system interconnected by
means of a, for instance, a fieldbus system (over power line, for example), where
lightweight nodes pose new limitations (see [PMR02]).

Similarly, the establishment of the electricity market format addressed in this
work would entail a coordinated effort from all EU-governments (in case of EU-
wide implantation) to connect the utility companies with each single consumer. The
cost of this process should be added to the one derived of dsm-ificating those single
customer’s devices and configuring the system to work as is described hereby.

Finally, further work should also focus on developing a simulator to test both the
electricity market and the electricity consuming environment with real values. This
would lead us to an accurate assessment of the whole system under concrete and
realistic conditions.



But mostly, I wanted to tell about her cat. I had kept my promise; I had found him.
It took weeks of after-work roaming through those Spanish Harlem streets, and they
were many false alarms - flashes of tiger-striped fur that, upon inspection, where
not him. But one day, one cold sunshiny Sunday winter afternoon, it was. Flanked
by potted plants and framed by clean lace curtains, he was seated in the window of
a warm-looking room: I wondered what his name was, for I was certain he had one
now, certain he’d arrived somewhere he belonged. African hut or whatever, I hope
Holly has, too.

T. Capote, “Breakfast at Tiffany’s”

Epilogue
While writing my PhD (this report), I’ve been wondering about which kind of

quotation could help me finish the text in a nice way (or less humbly formulated:
gracefully, brilliantly). One of the first phrases that came to my mind was “All’s well
that ends well”, which would definitively (and effectively) finish the dissertation and,
at the same time, add some clever and refined Shakespearian touch.

Throughout my Philosophy studies I’ve come across Spinoza’s work quite often.
And I must admit I liked his naivety (and regretted his somehow tragical fate). Thus,
it seemed to me a good choice to add the most famous citation of his “(Ethica Or-
dine Geometrico Demonstrata”, (vulgosimply “Ethica”): “ Sed omnia praeclara tam
difficilia, quam rara sunt”. “But all excellent things are as difficult as they are rare”.
Nevertheless, it could be misunderstood as arrogant or even elitist.

And then, lately, I’ve started to see the whole task differently. Indeed, when
I finish it now and submit it, a phase of my life will vanish into memories. This
dissertation has been something I’ve had on my mind during more than four years,
present and distant simultaneously, in every act of my life. As a platonic love that
someday gets consigned to oblivion by a new, real one. Or not. But, as noted in the
prologue, the important is the course, what we have learned and lived in the journey,
not the finish. Therefore, I will use Kavafis’s poem as farewell to this Dissertation:
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As you set out for Ithaka
hope your course is a long one,

full of adventure, full of discovery.
Laistrygonians, Cyclops,

angry Poseidon-don’t be afraid of them:
you’ll never find things like that on your way

as long as you keep your thoughts raised high,
as long as a rare excitement

stirs your spirit and your body.
Laistrygonians, Cyclops,

wild Poseidon-you won’t encounter them
unless you bring them along inside your soul,
unless your soul sets them up in front of you.

Hope your course is a long one.
May there be many summer mornings when,

with what pleasure, what joy,
you enter harbours you’re seeing for the first time;

may you stop at Phoenician trading stations
to buy fine things,

mother of pearl and coral, amber and ebony,
sensual perfume of every kind-

as many sensual perfumes as you can;
and may you visit many Egyptian cities

to learn and go on learning from their scholars.

Keep Ithaka always in your mind.
Arriving there is what you’re destined for.

But don’t hurry the journey at all.
Better if it lasts for years,

so you’re old by the time you reach the island,
wealthy with all you’ve gained on the way,

not expecting Ithaka to make you rich.
Ithaka gave you the marvelous journey.
Without her you wouldn’t have set out.
She has nothing left to give you now.

And if you find her poor, Ithaka won’t have fooled you.
Wise as you will have become, so full of experience,

you’ll have understood by then what these Ithakas mean.
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