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Abstract— We consider pulse-shaping multicarrier (MC) com-
munications over a (possibly rapidly varying) doubly selective
channel with uncorrelated scattering. Assuming transmission free
of intersymbol interference (while intercarrier interference is
not constrained), we show that the statistical properties of the
MC system are invariant under cyclic shifts of the subcarriers.
This invariance is then used to derive structural properties
of the capacity-achieving input covariance function. We show
that capacity can be achieved by transmit symbols that are
uncorrelated over time and cyclically stationary with respect to
the frequency (subcarrier) index. We also show that capacity-
achieving precoding can be equivalently realized by a suitable
adaptation of the transmit pulse. For classical OFDM and
transmission over a WSSUS channel, precoding can be completely
avoided if pulse-shaping MC transmission is used instead.

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) and its
generalization, pulse-shaping multicarrier (MC) modulation,
are attractive schemes for broadband wireless communications.
When they operate over doubly selective fading channels, in-
tersymbol interference (ISI) and intercarrier interference (ICI)
may occur. In [1, 2], the system capacity of pulse-shaping MC
systems over doubly selective channels has been investigated
assuming that channel state information (including ISI/ICI) is
available at the receiver but not at the transmitter.

In this paper, we additionally assume statistical channel
knowledge at the transmitter. The covariance of the channel
input process can then be adapted to the channel statistics by
linear precoding [3–5]. Adopting an information-theoretical
viewpoint, a precoder can be calculated from the capacity-
achieving input covariance (CAIC). In contrast to [3–5], this
precoder will then be optimum in the sense of an information-
theoretic performance criterium (system capacity).

Here, we shall determine structural properties of the CAIC
and of the associated optimum precoder for pulse-shaping MC
communications over a doubly selective fading channel. The
channel statistics are assumed to conform to the uncorrelated
scattering (US) model, which is less restrictive than the usual
wide-sense stationary uncorrelated scattering (WSSUS) model
[6]. Our results are based on a statistical analysis of the
system channel comprising the MC modulator, the US physical
channel, and the MC demodulator. We will demonstrate strong
symmetries in the statistics of this system channel that are dif-

ferent from the symmetries that have been recently exploited
for characterizing the CAIC for certain classes of multiple-
input/multiple-output (MIMO) channels [7–11].

This paper is organized as follows. In Section II, the system
model is presented. A statistical analysis is performed in
Section III, leading to a derivation of structural properties of
the CAIC in Section IV. In Section V, we show that optimum
precoding can be realized by an adaptation of the transmit
pulse that becomes time-invariant for a WSSUS channel.

II. SYSTEM MODEL

A. Uncorrelated-Scattering Doubly Selective Channel

We consider a discrete-time doubly selective baseband chan-
nel H with impulse response h(n, m). The channel output is

r(n) = (Hs)(n) + z(n) =
∞∑

m=−∞
h(n, m)s(n−m) + z(n) ,

(1)
where s(n) and z(n) denote the channel input and the noise,
respectively, and n, m ∈ Z. We also have

(Hs)(n) =
∞∑

m=−∞

∫ 1

0

SH(m, ξ)s(n−m)ej2πξndξ , (2)

with the channel’s spreading function [6]

SH(m, ξ) ,
∞∑

n=−∞
h(n, m)e−j2πξn. (3)

The impulse response samples h(n, m) are assumed zero-
mean, rotationally invariant (or proper), jointly complex Gaus-
sian random variables satisfying the US property [6]

E
{
h(n, m)h∗(n′,m′)

}
= RH(n, n′,m)δ(m−m′) .

Here, E denotes expectation, RH(n, n′,m) is a temporal chan-
nel correlation function, and δ(·) is the unit sample. With (3),
the US property can be expressed as

E
{
SH(m, ξ)S∗H(m′, ξ′)

}
= BH(m, ξ, ξ′) δ(m−m′) , (4)

where BH(m, ξ, ξ′) is related to RH(n, n′,m) through a double
Fourier transform. For a WSSUS channel, BH(m, ξ, ξ′) =
B̃H(m, ξ) δ(1)(ξ−ξ′), where B̃H(m, ξ) is the channel’s scat-
tering function [6] and δ(1)(·) is the Dirac impulse periodized
with period 1.
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Finally, the noise z(n) is a zero-mean, stationary, white,
rotationally invariant, complex Gaussian random process with
variance σ2

z ; it is independent of h(n, m) and s(n).

B. Pulse-Shaping Multicarrier Modulation

We consider a pulse-shaping MC system with K subcarriers
and symbol period N [12]. The modulator produces the
transmit signal

s(n) =
∞∑

l=−∞

K−1∑
k=0

al,k gl,k(n) , (5)

where al,k with l ∈ Z, k ∈ {0, . . . ,K−1} denotes the data
symbols and

gl,k(n) , g(n− lN)ej2π k
K (n−lN)

is a time-frequency shifted version of a transmit pulse g(n).
The demodulator computes the inner products of the received
signal r(n) with time-frequency shifted versions γl,k(n) ,
γ(n− lN)ej2π k

K (n−lN) of a receive pulse γ(n), i.e.,

xl,k = 〈r, γl,k〉 =
∞∑

n=−∞
r(n)γ∗l,k(n) . (6)

We note that if g(n) is 1 on [0, N−1] and 0 otherwise and
γ(n) is 1 on [N−K, N−1] and 0 otherwise, then the pulse-
shaping MC system reduces to a conventional cyclic-prefix
OFDM system with cyclic prefix length N−K ≥ 0.

C. System Channel

Combining (1), (5), and (6) yields the following relation
between the transmit symbols al,k and receive symbols xl,k

[12]:

xl,k =
∞∑

l′=−∞

K−1∑
k′=0

Hl,k;l′,k′ al′,k′ + zl,k ,

where Hl,k;l′,k′ , 〈H gl′,k′ , γl,k〉 and zl,k , 〈z, γl,k〉. The
coefficients Hl,k;l′,k′ for l, l′ ∈ Z and k, k′ ∈ {0, . . . ,K−1}
characterize the system channel comprising the MC modulator,
the doubly spread physical channel, and the MC demodulator.
In general, this system channel introduces ISI, characterized
by Hl,k;l′,k′ for l 6= l′, and ICI, characterized by Hl,k;l′,k′ for
k 6= k′. Using the cross-ambiguity function [13, 14]

Aγ,g(m, ξ) ,
∞∑

n=−∞
γ(n)g∗(n−m)e−j2πξn,

the system channel coefficients can be expressed as

Hl,k;l′,k′ =
∞∑

m=−∞

∫ 1

0

SH(m, ξ)A∗γl,k ,gl′,k′
(m, ξ)dξ

= e−j2π N
K k′(l′−l)

∞∑
m=−∞

∫ 1

0

e−j2π(m k′
K−ξlN)

· SH(m, ξ) A∗γ,g

(
m+(l′−l)N, ξ +

k′−k

K

)
dξ ,

(7)
where we have used (2) and the relation Aγl,k ,gl′,k′(m, ξ) =

ej2π[ N
K k′(l′−l) + m k′

K−ξlN ] Aγ,g

(
m+(l′− l)N, ξ + k′−k

K

)
.

III. STATISTICAL ANALYSIS

As a necessary basis for characterizing the CAIC, we next
investigate various statistical properties of the MC transmis-
sion system including the US doubly spread channel.

A. Statistics of the System Channel

We first calculate the statistics of Hl,k;l′,k′ . Because Hl,k;l′,k′

is zero-mean and rotationally invariant complex Gaussian, it
suffices to consider the covariance E

{
Hl1,k1;l′1,k

′
1
H∗

l2,k2;l′2,k′2

}
.

However, for reasons that will become clear later on, we
consider the covariance of Hl,k;l′,k′ with a cyclic shift by
∆k subcarriers, i.e., the covariance of Hl,(k+∆k)K ; l′,(k′+∆k)K

,
where (·)K is short for modulo K. We obtain

C∆k
H (l1, k1; l′1, k

′
1 ; l2, k2; l′2, k

′
2)

, E
{
Hl1,(k1+∆k)K ; l′1,(k′1+∆k)K

H∗
l2,(k2+∆k)K ; l′2,(k′2+∆k)K

}
= e−j2π N

K [(k′1+∆k)(l′1−l1)−(k′2+∆k)(l′2−l2)]

·
∞∑

m=−∞

∫ 1

0

∫ 1

0

BH(m, ξ1, ξ2) ej2π
[
(ξ1l1−ξ2l2)N−m

k′1−k′2
K

]
·A∗γ,g

(
m+(l′1−l1)N, ξ1 +

k′1−k1

K

)
·Aγ,g

(
m+(l′2−l2)N, ξ2 +

k′2−k2

K

)
dξ1dξ2 , (8)

where the relations (7), (4), and Aγ,g(m, ξ +1) = Aγ,g(m, ξ)
have been used.

Hereafter, we assume that the ISI is negligible, i.e.,

Hl,k;l′,k′ = 0 for l 6= l′.

Indeed, in the important special case of cyclic-prefix OFDM,
the ISI completely vanishes provided that the channel’s maxi-
mum delay is below the length of the cyclic prefix. More gen-
erally, it is shown in [15] that there exist perfect-reconstruction
pulses g and γ that are jointly well time-frequency localized,
i.e., Ag,g(m, ξ), Aγ,γ(m, ξ), and Aγ,g(m, ξ) are fast decaying,
yielding MC systems with almost vanishing ISI. We note
that our analysis remains valid even for strong ICI, i.e., for
rapidly time-varying channels. This is a difference from other
approaches which assume that both ISI and ICI are negligible
(e.g., [16]; note, however, that [16] does not assume that
channel state information is available at the receiver).

Negligible ISI means that C∆k
H (l1, k1; l′1, k

′
1 ; l2, k2; l′2, k

′
2) ≈

0 for l1 6= l′1 or l2 6= l′2, and therefore it suffices to consider
the case l1 = l′1 and l2 = l′2. Here, (8) simplifies to

C∆k
H (l1, k1; l1, k′1 ; l2, k2; l2, k′2)

=
∞∑

m=−∞

∫ 1

0

∫ 1

0

BH(m, ξ1, ξ2) ej2π
[
(ξ1l1−ξ2l2)N−m

k′1−k′2
K

]
·A∗γ,g

(
m, ξ1 +

k′1−k1

K

)
Aγ,g

(
m, ξ2 +

k′2−k2

K

)
dξ1dξ2 ,

which does not depend on ∆k. Hence, with our assumption of
negligible ISI, the statistics of the system channel are invariant
under cyclic shifts of the subcarriers.
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B. Mean Transmit Power

Next, we calculate the mean power of the transmit signal
s(n) in (5) averaged over a symbol period of length N . Let

Ca(l1, k1; l2, k2) , E{al1,k1a
∗
l2,k2

}

denote the covariance of the (zero-mean) data symbols al,k. As
before, we assume a pulse design that guarantees (almost) ISI-
free transmission. More specifically, we assume that the trans-
mit pulse g(n) is supported in [0, N−1], so that Ag,g(m, ξ)
= 0 for m outside [−N +1, N −1]. We then obtain the mean
transmit power in the lth symbol interval as

Ps(l) ,
1
N

N−1∑
n=0

E
{
|s(lN +n)|2

}
=

1
N

K−1∑
k1=0

K−1∑
k2=0

Ca(l, k1; l, k2)
N−1∑
n=0

g0,k1(n)g∗0,k2
(n)

=
1
N

K−1∑
k1=0

K−1∑
k2=0

Ca(l, k1; l, k2)Ag,g

(
0,

k2−k1

K

)
. (9)

For a cyclic shift of the data symbols al,k by ∆k subcarriers,
we obtain

P∆k
s (l) =

1
N

K−1∑
k1=0

K−1∑
k2=0

Ca

(
l, (k1+∆k)K ; l, (k2 +∆k)K

)
· Ag,g

(
0,

k2−k1

K

)
,

which is easily seen to be equal to Ps(l). Thus, the mean trans-
mit power is invariant under cyclic shifts of the subcarriers.

C. Noise Statistics

Finally, we calculate the statistics of the noise samples
zl,k = 〈z, γl,k〉 at the output of the system channel. Due to the
assumptions on z(n) made in Section II-A, the zl,k’s are zero-
mean, rotationally invariant, jointly complex Gaussian with
covariance Cz(l1, k1; l2,k2) , E{zl1,k1z

∗
l2,k2

} given by

Cz(l1, k1; l2,k2) = σ2
z

∞∑
n=−∞

γ∗l1,k1
(n)γl2,k2(n)

= σ2
z ej2π N

K k1(l1−l2)Aγ,γ

(
(l1−l2)N,

k1−k2

K

)
.

We again assume (almost) ISI-free transmission—more specif-
ically, that Aγ,γ(m, ξ) = 0 is zero for m outside [−N +
1, N−1]. Then Cz(l1, k1; l2,k2) = 0 for l1 6= l2, which shows
that noise samples zl,k for different l are uncorrelated. It thus
suffices to consider the case l1 = l2 = l, where

Cz(l, k1; l, k2) = σ2
z Aγ,γ

(
0,

k1−k2

K

)
.

From this expression, it is seen that the noise at the output of
the system channel is stationary and its statistics are invariant
under cyclic shifts of the subcarriers. We note that the same
statistical structure would be obtained with an orthogonal [15]
receive pulse even if it is not well concentrated.

IV. CAPACITY-ACHIEVING INPUT COVARIANCE

A. System Capacity

We will now consider the capacity of the system channel
consisting of the MC modulator, the US doubly selective chan-
nel, and the MC demodulator. Let L be a given time horizon.
We introduce the nonnegative definite input covariance matrix
of size (2L + 1)K × (2L + 1)K

Ca ,

C(−L,−L)
a · · · C(−L,L)

a...
. . .

...

C(L,−L)
a · · · C(L,L)

a


with the matrix blocks C(l1,l2)

a of size K×K given by(
C(l1,l2)

a

)
k1,k2

, Ca(l1, k1; l2, k2) , k1, k2 = 0, . . . ,K−1 .

In a similar way, we define the (2L+1)K×(2L+1)K channel
matrix H and noise covariance matrix Cz with K×K blocks
H(l1,l2) and C(l1,l2)

z given by
(
H(l1,l2)

)
k1,k2

, Hl1,k1; l2,k2

and
(
C(l1,l2)

z

)
k1,k2

, Cz(l1, k1; l2,k2), respectively. Due to
our assumption of ISI-free transmission and the results of the
previous section, H and Cz are block-diagonal, i.e.,

H = diag
{
H(−L,−L), . . . ,H(L,L)

}
Cz = diag

{
C(−L,−L)

z , . . . ,C(L,L)
z

}
.

If instantaneous channel state information is available at the
receiver but not at the transmitter, and if the channel statistics
are known at both sides, the (ergodic) capacity of the system
channel is given by (cf. [17]; see also [1, 2])

C = lim
L→∞

1
2L+1

max
Ca∈Ma

E
{
Ψ(Ca,H,Cz)

}
(10)

with

Ψ(Ca,H,Cz) , log det
(
HCaHH + Cz

)
− log det(Cz) ,

(11)
where it is assumed that the limit in (10) exists. Note that
E

{
Ψ(Ca,H,Cz)

}
depends on L through the dimension of

the matrices involved. The expectation in (10) is with respect
to H. The maximization is over the set Ma of all input
covariance matrices Ca such that the mean transmit power
function Ps(l), l ∈ Z at the input of the physical channel
satisfies a given constraint (whose exact nature is irrelevant
to our analysis). We recall that Ps(l) depends on Ca via
(9), which can be written as Ps(l) = 1

N tr
{
C(l,l)

a AT
g

}
where

(Ag)k1,k2
, Ag,g

(
0, k2−k1

K

)
and tr denotes the trace. In

contrast to classical OFDM systems where ICI is considered a
parasitic effect, our model makes use of all “cross-channels”
established by the ICI; these are represented by the off-
diagonal elements of the channel matrices H(l,l).

B. Block-Diagonal Structure

We shall now derive structural properties of the optimum
input covariance matrix (CAIC) Ca, i.e., of the Ca maxi-
mizing E

{
Ψ(Ca,H,Cz)

}
in (10). First, consider some input
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covariance matrix Ca and its block-diagonal version in which
all off-diagonal matrix blocks are zero,

C̃a , diag
{
C(−L,−L)

a , . . . ,C(L,L)
a

}
.

Note that C̃a corresponds to data symbols al,k that are
uncorrelated over time (l). Because Ps(l) in (9) depends only
on the diagonal blocks C(l,l)

a , it is clear that C̃a satisfies the
power constraint if and only if Ca does. Furthermore, consider
the covariance matrix of the system channel output xk,l

Cx = HCaHH + Cz =

C(−L,−L)
x · · · C(−L,L)

x...
. . .

...

C(L,−L)
x · · · C(L,L)

x

,

and note that (11) can be written as

Ψ(Ca,H,Cz) = log det(Cx)− log det(Cz) . (12)

Let C̃x , diag
{
C(−L,−L)

x , . . . ,C(L,L)
x

}
be the block-diagonal

version of Cx. We have C̃x = HC̃aHH + Cz , i.e., C̃x is
obtained when Ca is replaced by C̃a. Thus, in particular,

Ψ(C̃a,H,Cz) = log det(C̃x)− log det(Cz) . (13)

From Hadamard’s inequality1 det(Cx) ≤ det(C̃x), it follows
with (12) and (13) that Ψ(Ca,H,Cz) ≤ Ψ(C̃a,H,Cz) for
any given H and, thus,

E
{
Ψ(C̃a,H,Cz)

}
≥ E

{
Ψ(Ca,H,Cz)

}
. (14)

We conclude that for any Ca satisfying the power constraint,
we always find a block-diagonal C̃a that also satisfies the
power constraint and is at least as good (in the sense of (14))
as Ca. This holds for all L. Therefore, we can restrict the set
Ma of admissible input covariance matrices Ca in (10) to the
set of all block-diagonal covariance matrices.

C. Circulant Structure

We shall derive a further structural property of the optimum
Ca. Let al , [al,0 · · · al,K−1]T be the lth symbol vector,
and let the K × K matrix S∆k perform a cyclic shift by
∆k positions. When the data symbols al,k are cyclically
shifted by ∆k subcarriers, i.e., al 7→ S∆kal = [al,(∆k)K

· · · al,(K−1+∆k)K
]T, the input covariance matrix (which is

assumed block-diagonal as discussed above) becomes

C∆k
a , T∆kCaTT

∆k ,

with the block-diagonal (2L + 1)K × (2L + 1)K matrix T∆k

, diag
{
S∆k, . . . ,S∆k

}
. Note that C∆k

a is again block-diag-
onal. According to Section III-B, Ps(l) is invariant under
cyclic shifts of the subcarriers, and thus C∆k

a satisfies the
power constraint if and only if Ca does. Furthermore, consider

Ψ
(
C∆k

a ,H,Cz

)
= log det

(
HT∆kCaTT

∆kH
H + Cz

)
− log det(Cz) .

1This block version of Hadamard’s inequality can be shown by extending
the derivation in [18, p. 680], that is, by recursive application of the bound on
differential entropy h(X1, . . . , Xm, Xm+1, . . . , Xn) ≤ h(X1, . . . , Xm)+
h(Xm+1, . . . , Xn) to jointly Gaussian random variables X1, . . . , Xn.

Using the fact that det(C) = det
(
TT

∆kCT∆k

)
for any (2L+

1)K× (2L+1)K matrix C, it is straightforward to show that

Ψ
(
C∆k

a ,H,Cz

)
= Ψ

(
Ca,TT

∆kHT∆k ,TT
∆kCzT∆k

)
. (15)

As was demonstrated in Section III-C, the statistics of the
output noise zl,k are invariant under cyclic shifts of the
subcarriers. It then follows that TT

∆kCzT∆k = Cz , and hence
(15) becomes

Ψ
(
C∆k

a ,H,Cz

)
= Ψ

(
Ca,TT

∆kHT∆k ,Cz

)
. (16)

Furthermore, we have shown in Section III-A that the statis-
tics of Hl,k;l′,k′ are invariant under cyclic shifts of the
subcarriers. Hence, the statistics of TT

∆kHT∆k equal those
of H, which implies that E

{
Ψ

(
Ca,TT

∆kHT∆k ,Cz

)}
=

E
{
Ψ

(
Ca,H,Cz

)}
. From (16), we then obtain

E
{
Ψ

(
C∆k

a ,H,Cz

)}
= E

{
Ψ(Ca,H,Cz)

}
.

We conclude that if Ca maximizes E
{
Ψ(Ca,H,Cz)

}
, then

so does C∆k
a . Thus, the optimum input covariance Ca is only

defined up to an arbitrary cyclic shift of the subcarriers.
Let us next consider the average of all matrices C∆k

a =
T∆kCaTT

∆k

Ĉa ,
1
K

K−1∑
∆k=0

C∆k
a . (17)

This is again a block-diagonal matrix. Furthermore, due to
the construction (17), the diagonal blocks Ĉ(l,l)

a of Ĉa are
circulant matrices. Because Ps(l) is linear in Ca and invariant
under cyclic subcarrier shifts, Ĉa satisfies the power constraint
if and only if Ca does. Moreover, due to the concavity of the
mapping Ca 7→ E

{
Ψ(Ca,H,Cz)

}
[17], we have

E
{
Ψ(Ĉa,H,Cz)

}
≥ E

{
Ψ(Ca,H,Cz)

}
. (18)

Thus, for any Ca satisfying the power constraint, we always
find a Ĉa that is block-diagonal with circulant diagonal blocks,
that also satisfies the power constraint, and that is at least as
good (in the sense of (18)) as Ca. This holds for all L, and
hence also in the limit L →∞.

We have thus shown the following structural result: there
always is a CAIC of the form

Ĉa(l1, k1; l2, k2) = δ(l1−l2) c(l1)
a

(
(k1−k2)K

)
, (19)

with some l–dependent covariance function c
(l)
a (κ) that re-

mains to be optimized in the sense of (10). The form (19)
corresponds to transmit symbols al,k that are uncorrelated over
time (l) and “cyclically stationary” with respect to k.

V. CAPACITY-ACHIEVING PRECODING AND
PULSE DESIGN

Finally, we discuss ways of realizing the CAIC (19). The
transmit signal in (5) can be written as s(n) =

∑∞
l=−∞ sl(n)

with

sl(n) =
K−1∑
k=0

al,k g(n− lN)ej2π k
K (n−lN)

=
√

K
(
g � (QFHal)

)
n−lN

, (20)

ISIT2007, Nice, France, June 24 – June 29, 2007

2744



where (al)k = al,k and (g)n = g(n); F is the K ×K
discrete Fourier transform (DFT) matrix, i.e., (F)k,n =
e−j2πnk/K/

√
K; Q performs a K-periodic extension of a

K-dimensional vector; and � denotes elementwise vector
multiplication.

We have shown in the previous section that the capacity-
achieving covariance matrices Ĉ(l,l)

a are circulant matrices.
They can thus be diagonalized by the DFT, that is,

Ĉ(l,l)
a = FDlFH ,

where Dl is the diagonal eigenvalue matrix. The CAIC can
then be realized by using uncorrelated, unit-variance data
symbols ãl,k, from which the symbol vectors al used in (20)
are derived as

al = Pl ãl , (21)

with the precoder matrices

Pl , FD1/2
l FH . (22)

Here, D1/2
l is the diagonal matrix containing the square roots

of the eigenvalues of Ĉ(l,l)
a . Note that PlPH

l = Ĉ(l,l)
a .

We will now derive an interesting “pulse design” represen-
tation of the precoding operation. Inserting (21) into (20) and
using (22) as well as FHF = I yields

sl(n) =
√

K
(
g � (QD1/2

l FH ãl)
)
n−lN

.

This can be rewritten as

sl(n) =
√

K
(
g̃l � (QFH ãl)

)
n−lN

, (23)

with
g̃l , g � (Qdl) , (24)

where the vector dl is the diagonal of D1/2
l , consisting of

the square roots of the eigenvalues of Ĉ(l,l)
a . We observe that

(23) is of the form (20), except that g and al are replaced
by g̃l and ãl, respectively. This shows that the capacity-
achieving precoding can be equivalently realized by a time-
varying adaptation of the transmit pulse g according to (24).

If the physical channel is WSSUS, its statistics are station-
ary and thus Ĉ(l,l)

a is no longer time-dependent. The same
then holds for the adapted transmit pulse, i.e., g̃l ≡ g̃. Hence,
capacity-achieving precoding can be realized by a simple
“capacity-achieving pulse design.” For classical cyclic-prefix
OFDM, this means that a precoding can be avoided if pulse-
shaping MC transmission is used instead. We note that pulse-
shaping MC systems can be implemented efficiently by means
of fast Fourier transform and overlap-add techniques [15].

VI. CONCLUSION

We considered pulse-shaping multicarrier (MC) communi-
cations over a doubly selective fading channel with uncor-
related scattering. Classical cyclic-prefix OFDM systems and
WSSUS channels are special cases of our setting. A pulse de-
sign avoiding intersymbol interference was assumed; however,
intercarrier interference was not restricted, thus allowing for
rapidly time-varying channels. We showed that the transfer
and noise statistics of the system channel are uncorrelated

over time, and that the mean transmit power at the input
of the physical channel as well as the transfer and noise
statistics of the system channel are invariant under cyclic shifts
of the subcarriers. This statistical structure was then shown
to entail a characteristic structure of the capacity-achieving
input covariance, corresponding to input symbols that are
uncorrelated over time and cyclically stationary with respect
to the frequency (subcarrier) index. We also showed that this
statistical structure can be realized by an adaptation of the
transmit pulse that is time-invariant for a WSSUS channel. For
classical OFDM, in particular, precoding can be completely
avoided if pulse-shaping MC transmission is used instead.
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[15] G. Matz, D. Schafhuber, K. Gröchenig, M. Hartmann, and F. Hlawatsch,
“Analysis, optimization, and implementation of low-interference wire-
less multicarrier systems,” to appear in IEEE Trans. Wireless Comm.,
2007.

[16] G. Durisi, H. Bölcskei, and S. Shamai (Shitz), “Capacity of underspread
WSSUS fading channels in the wideband regime,” in Proc. IEEE ISIT-
06, (Seattle, WA), pp. 1500–1504, July 2006.

[17] I. E. Telatar, “Capacity of multi-antenna Gaussian channels,” Europ.
Trans. Telecomm., vol. 10, pp. 585–595, Nov./Dec. 1999.

[18] T. M. Cover and J. A. Thomas, Elements of Information Theory. New
York: Wiley, 2nd ed., 2006.

ISIT2007, Nice, France, June 24 – June 29, 2007

2745


