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Preface

The final report is the second document contributing to the MSc Graduation Work (Master Thesis) that will
be performed. This document consists also of a worked out literature review, which is used as a basis for the
Master Thesis research.
This MSc project is mainly focused on the behavior of pipes and ducts, located in the subsurface, under the
influence of vibration waves which occur as a result of vibratory sheet pile driving. Since my home is based
in Vienna the investigation took mainly take place here. The research is supported by BT Geoconsult bv.,
located in the Hague (the Netherlands), the Technische Universität Wien (TU Wien) and Delft University of
Technology (TU Delft).

Vienna,
May 2016

Geert Reuver
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Abstract

Urban areas in the Netherlands are expending rapidly and civilization is squeezed onto a decreasing space.
As a result building projects intent to be located very close to adjacent constructions leading to potential risk
damaging these structures. Especially structures that are constructed within the subsurface, like cables and
ducts, require extra care. A fundamental challenge in engineering of vibratory pile installation methods is to
quantify the vibration levels and wave propagation through the subsurface. Using empirical prediction meth-
ods, based on measured field data, the complexity of the problem lacks authenticity. No distinction between
different wave types or layered soil is taken into consideration. These crude methods are good "first predic-
tion methods", but lack the validly with respect to the impact on pipe structures present in the subsurface.
Cost expensive precautionary measurements or time expensive 3D Finite Element calculations are in directly
related to the complexity of the problem statement. The need for a reliable and simple to use prediction
method is the fundamental basis for this Master Thesis research project.
Basic dynamics is mandatory to retrieve knowledge about the complexity of the problem spectrum. Various
wave properties and behavior are therefore included in the investigation to obtain favorable judgment in
modeling choice. Massarsch and Fellenius [80] proposed a simple model for the prediction of vibration levels
at the surface induced by impact pile installation will be applied. This mothodology makes it possible to
investigsted layer soil compositions and makes a clear distinction between different wave types. Investigation
of vibratory pile installation problems, as carried out in this Master Thesis project, requires modification of
this model. To prove the validity of the modified research methodology, the Eurocode 3 [2] and the application
of an axis symmetric 2D Finite Element ABAQUS model is inserted as comparison method.
The pressure wave as modeled enforces the pipe to vibrate. Modeling the impact of this oscillations on pipe
structures by means of a 1D Finite Element approach is in accordance with the aim for simplification and
model authenticity. The constitutive behavior of the model is build on the Euler-Bernoulli beam theory and
applied to the equation of motion. A realistic soil damping representation is incorporated by means of the
Rayleigh-damping method.
A parameter sensitivity study is applied to test all individual model components on their behavior with re-
spect to condition changes. From the study can be concluded that the coupled modified vibration estimation
method of Massarsch and Fellenius [80] (named Wave Propagation Model in this research) to the proposed
pipe structure representation (named Pipe Structure Model in this research) made it possible to accomplish
the research goals of this Master Thesis project. The most important research goal achieved is the possi-
bility to predict the oscillatory behavior of the pipe to enforced vibration waves from vibratory sheet pile
installation. Although the comparison between the Wave Propagation Model and the ABAQUS model show
complementary results, due to the the lack of observation regarding field measurement data the authenticity
of the model is not yet confirmed.
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1
Introduction

Driving and vibrating are commonly used methods to install (sheet)piles (from now on named "piles") into
the subsurface. With the help of heavy equipment like a vibrator or a hammering machine (shown in Fig-
ure 1.1) sheet pile walls can be installed in a subsurface consisting of soils. When installed they will provide a
structure the necessary support by means of transferring the forces through the pile to the soil. Geo-technical
engineers will provide the design for the piles according to the applied standards. The soil characteristics,
type of construction, method of installation and the surroundings are the dominant factors studied in the
design process of piles.

(a) Vibratory sheet pile installation by means
of a free-hanging system

(b) Installation of prefabricated concrete piles by the process
of (impact) driving/hammering

Figure 1.1: Pile installation methods

Vibrations induced by a pile installation will result in a propagating wave through the subsurface and fur-
ther interact with structures present within the subsurface. The oscillating construction, generated by the
interaction between the fluctuation pulse in the soil and the structure, may lead to damage.

1.1. Problem statement
Urban areas in the Netherlands are expending rapidly and civilization is squeezed onto a decreasing space.
As a result building projects intent to be located very close to adjacent constructions leading to potential
risk damaging these structures. Especially structures that are constructed within the subsurface, like cables
and ducts, require extra care. Precautionary measurements and therefore an increase in costs are in direct
relation to the required care. "If vibration levels are overestimated, this leads to selecting more expensive
and time consuming construction methods than necessary. However, if vibrations levels are underestimated
they result in damaged structures, disturbed occupants and suspensions to the construction work." Deckner
[34]. Or as Massarsch [80] states: "Not having confidence in how to assess the risk of ground vibrations
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2 1. Introduction

during pile driving, regulatory authorities often feel compelled to impose restriction on the use of driven
piles and sheet piles or to choose alternative foundation solutions". Good understanding of the potential
risk is required. To fulfill this requirement a reliable model for the prediction of vibrations, induced by a
pile installation methods, is required. This Master thesis project is concerned with the development of that
prediction model and the influence of vibrations on cables and ducts in the subsurface.

1.2. Focus points literature review
Investigation of vibratory pile installation problems and their effect on adjacent structures requires extensive
knowledge. For that reason comprehensive research on the individual aspects associated with the research
question is carried out. The plan of work [103] states a list of all these individual aspects. Due to expended
knowledge and a better insight into the problem definition adjustment are made.

• Basic theory of soil dynamics

• Pile-soil interaction

• Soil-structure interaction

• Dynamic properties of soil and dynamic soil behavior

• Modeling of soil dynamic problems

• Existing software to investigate dynamic wave properties

• Existing similar research projects

• Defining governing equations and theories for model

• Dynamics of slender structures

1.3. Hypothesis
Every research has its roots related to the outcome expectations. Prospects lead to an investigation outline
and direction, since the aim is its prove. The following hypothesis is a guideline for this Master Thesis re-
search project:

The ground vibrations induced by vibratory sheet pile driving can lead to failure of the pipe structure.

1.4. Research questions
Favorable outcome of the Master Thesis research project obligates not only excellent focus points of the liter-
ature review, but also adequate research questions. Objectives such as focus points serve and encourage the
substantiation of the queries and vise-versa. Reuver [103] lists the main research questions. Modification as
a result of increased knowledge leads to:

1. What are the additional stresses in the pipe caused by the vibration wave?

2. What are the factors influencing the wave propagation through the soil and how do they influence this
process?

3. To what extend will damping influence the behavior of the pipe structure?

4. What will be the preferred method to solve the problem statement and to what extend do model as-
sumptions influence the reliability of the end result?

1.5. Research objectives
The research questions are directly related to the research objectives. The objectives are the basis of the in-
vestigation and steer the direction of development. Below the most important research objectives are stated:

• Aim for simplification to obtain a fast result.
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• Development of a model that describes pressure waves excited by vibratory sheet pile installation and
their progression through a soil body.

• Predict and describe the behavior of an embedded pipe structure excited pressure waves.

• Incorporation of a layer soil body.

1.6. Document outline
This literature review consists of different chapters outlining the entire research project:

• General theory of vibrations: Parameters and soil behavior governing vibration motions and propaga-
tion of waves are outlined in detail throughout this chapter.

• Vibration estimation methods: Comparison and detailed description of individual prediction models
for vibrations induced by pile installation are the fixation points of this chapter.

• Dynamics of the pipe structure: To acquire and comprehend the convoluted dynamics associated with
the superposition principle driving the damping of waves within the pipe structure, extensive literature
study is carried out in this chapter. Range of analytic modals are deliberated to retrieve a final suitable
model approach.

• Conclusion of literature review: To finalize the literature review conclusions in relation to further
study, carried out in conjunction with knowledge implemented in this analysis, are achieved. Reex-
amination of the plan of work [103] is mandatory and hence contained in the this chapter.

• Model description: To acquire research results, as carried out in Chapter 7, a model needed to be de-
veloped. The inner workings of the accomplished coupled Wave Propagation Model - Pipe Structure
Model is outlined in detail throughout the content of this chapter.

• Results: Model results are presented and analyzed. The individual model components are tested by
means of a parameter sensitivity study and compared with an ABAQUS radial symmetric model. Due
to the lack of measurement data, no model validation is satisfied.

• Limitations: Chapter 7 outlined the results of the research. The model outcome displays the limitations
of the developed approach. This chapter describes all the limitations in detail.

• Conclusion research: Judgment on the model results related to the research questions and objectives
finalizes the Master Thesis research. Specific observations and assessment on the practical application
of the developed method are considered important.

• Recommendations: Further development of the accomplished model is considered of high impor-
tance. Therefore suggestions for further research are carried out in this chapter.
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2
General theory of vibrations

A dynamic load on the surface or in the subsurface induces a dynamic wave to propagate in all directions
through the body. The force acting on a soil particle is converted to motion conform Newton’s second-law.
The action of the moving soil particle transmits the kinetic energy to adjacent particles. This process contin-
ues over time and results in a motion wave traveling through the soil medium. According to Deckner [34] the
wave propagation is the transportation of energy through a medium without the transportation of any ma-
terials. As a result of the dynamic wave, traveling through the medium, the particle undergoes deformation
and movement. The motions of the particles can be separated into:

• Propagation velocity c, which relates to the velocity of the wave traveling through a body.

• Particle velocity ν, that refers to the velocity of the particles oscillating around a reference position.

2.1. Basic dynamics
"Vibratory motion can be defined as an oscillatory movement around a state of equilibrium" [71]. According
to Liden [71] the movement can be described in three different ways:

• Displacement: from a particle or body in time, z (m)

• Velocity: from a particle, ż (m/s)

• Acceleration: from a particle, z̈ (m/s2)

Energy transportation appears during the oscillatory movement around a state of equilibrium, but no move-
ment of particles is involved in this process. The D’Alembert solution (1747), carried out by Equation 2.1
Metrikine [86], provides a good inside in the working of waves. Propagating waves are here represented by
f + and f −. f + refers to propagation waves in the positive x-direction and f − the opposite. Both waves travel
through the medium with the same wave speed c (mm/s). The initial shape of the waves remain the same
for both waves and therefore travel without distortion. The relation states that through excitation of a dis-
placement w(x, t ) (mm) two waves in opposite direction are formed. The principle of symmetric excitation
of waves, described by the D’Alambert solution, is used in many models by means of axis-symmetric model
representations.

w(x, t ) = f +(x − ct )+ f −(x + ct ) (2.1)

2.1.1. Harmonic waves
The most basic wave type can be described by a sine-function also known as a "Harmonic wave" (see Equa-
tion 2.2, Equation 2.3 and Equation 2.4). The relation that characterizes the harmonic motions correlates
time t (s) and displacement z (m). Equation 2.3 is the first-order derivative of Equation 2.2 and Equation 2.4
the second-order according to Liden [71] and Woods [127].

z = A si n(ωt +φ) (2.2)

ż = A ωcos(ωt +φ) (2.3)

Geert Reuver 4226178



6 2. General theory of vibrations

Figure 2.1: Harmonic motion according to Liden [71], Guillemet [47]

z̈ =−A ω2si n(ωt +φ) (2.4)

The angular frequency ω (rad/s) relates to the time period of a wave T (s) applying ω= 2 π
T (Hz) as well as the

frequency f (Hz or s−1) defined by f = 1
T . In the relations φ (rad) is specified as the phase angle of the wave,

A (m) the amplitude and t the time. The factors governing the harmonic motion are also shown in Figure 2.1.

2.1.2. Periodic waves
Waves composed of different sine waves and repeat itself after certain periods in time are called periodic
waves. These waves can take all sorts of forms, but always contain the characteristic of repeating itself after
certain time periods. Periodic waves are generated during as a result of vibratory sheet pile driving. "Vibra-
tory sheet pile drivers produce harmonic vibrations, but which during the propagation through the soil may
change in frequency, leading to periodic vibrations" [71]. An example of periodic waves is shown in Figure 2.2.

Figure 2.2: Periodic wave/motion according to Liden [71]

2.1.3. Transient waves
According to Liden [71] transient waves can be described by a sine starting with a high intensity (big am-
plitude) fading out quickly over time (decrease in amplitude). This type of wave motion induced by impact
driven pile driving is presented in Figure 2.3.

Figure 2.3: Transient wave/motion according to Liden [71]

2.1.4. Random waves
Unlike periodic waves random waves do not follow a certain repeating wave pattern over time. These ran-
domly created wave types (see Figure 2.4) are generated by for instance traffic induced vibrations (which do
not follow any repeated pattern).
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Figure 2.4: Random wave/motion according to Liden [71]

2.2. General wave equation
Whenham [124] describes the general wave equation for a compression wave in a pile generated by a vibrator.
Modification of this equation, for the application of waves traveling through a homogeneous isotropic elastic
solid medium, also named as ’Navier equations’, is described by Equation 2.5, Equation 2.6 and Equation 2.7
according to Verruit [119] and Olsson [94]. In this relation λ and µ represent the Lamé constants carried out
by Equation 2.11 and Equation 2.12 respectively and ρ (kg/m3) is representative for the soil density. These
parameters relate to the displacement vector u (m) and time t (s). The volumetric strain ε (-) is defined by
Equation 2.8.

(λ+µ)
∂ε

∂x
−µ 52 ux −ρ ∂2ux

∂t 2 = 0 (2.5)

(λ+µ)
∂ε

∂y
−µ 52 uy −ρ

∂2uy

∂t 2 = 0 (2.6)

(λ+µ)
∂ε

∂z
−µ 52 uz −ρ ∂2uz

∂t 2 = 0 (2.7)

ε= ∂ux

∂x
+ ∂uy

∂y
+ ∂uz

∂z
(2.8)

In addition to the relation described above another representation of the wave propagation though elastic
media, by means of the Helmholz’s equation, can be conducted. Cornejo [29] specifies this theorem by the
relation given in Equation 2.9. η= η(x, t ) is defined by Cornejo [29] as the disturbance traveling with the speed

of propagation c =
√

λ
ρ and x is a vector with three orthogonal components.

[Note: that η should not be confused with the viscosity term used to describe the viscous damping in a sys-
tem.]

52 η= 1

c2 ∂
2
t t η (2.9)

2.3. Wave types
For dynamic waves traveling through an elastic isotropic homogeneous half-space a variety of propagation
mechanisms are caused by different motions of the particles within a soil body. The types of waves including
their features, shown in Figure 2.6, are drawn out in this section. Distinction between propagation as well as
surface interactive behavior of the wave type are illustrated.

Figure 2.5: Distinction of body and surface waves, according to soil medium characteristics, carried out by Deckner [34], Nordal [91]

a P-wave: A push-pull motion in the traveling direction of the wave
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8 2. General theory of vibrations

b S-wave: Oscillation perpendicular to the traveling direction of the wave

c R-wave: Surface wave, a combination of P-waves and S-waves resulting in a ellipsoidal motion of the
particles

d Love-wave: A snake-like motion of the wave

The P-waves and S-waves can be categorized as so called body waves. These waves travel within a medium
instead of on the surface. The P-waves and S-waves don’t coincide with each other and propagate indepen-
dently through the medium. These waves can be applied to infinite mediums (so without any boundaries)
as shown in Figure 2.5. Davis [32] mentioned a combination between a compression wave in a fluid and in a
soil, named a Biot Wave.
The interaction of the boundary conditions and the body waves result in Surface waves. The boundary condi-
tion is represented by the planar-free surface of the elastic half-space (= infinite medium including boundary
condition at surface level as shown in Figure 2.5). The surface waves travel along the medium with the largest
wave amplitudes at the surface level. According to Kramer [69] these wave amplitudes roughly decrease ex-
ponentially with depth.

Figure 2.6: Wave propagation mechanisms within a homogeneous isotropic half-space a) P-wave, b) S-wave, c) R-wave and d) Love-wave
according to Deckner [34], Woods [127], Kramer [69]

2.3.1. P-waves/cylindrical waves
Deckner [34] states that P-waves are also known as primary, compression or longitudinal waves. Primary
compression behavior makes it possible to transit through solids as well as fluids. The particles in the soil
body undergo a compressive and dilative behavior, as the wave passes, resulting in a volume change within
the specimen. Furthermore P-waves correspond with the highest wave velocity from all the wave types
present in solids. The wave propagation velocity cP (m/s) can be calculated according to Kramer [69] and
Verruit [119]. By specifically solving the general wave equation for longitudinal waves Equation 2.10 is ob-
tained.

cP =
√

M

ρ
=

√
λ+2 µ

ρ
=

√
G(2−2ν)

ρ(1−2ν)
=

√
E(1−ν)

ρ(1−2ν)(1+ν)
(2.10)

To exemplify Equation 2.10 all individual components are stated: G (Pa) represents the shear modulus; M (Pa)
is the deformation modulus or also called the oedometer modulus; E (Pa) is the elasticity modulus; ρ (kg/m3)
the material density and ν (-) the Poisson’s ratio. The deformation modulus M is in correspondence with the
dilative and compressive behavior of the wave. The Lamé constants λ and µ (=G) according to Verruit [119],
Woods [127], Benz [19] can be resolved by Equation 2.11 and Equation 2.12, respectively.

λ= ν E

(1+ν)(1−2ν)
(2.11)
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2.3. Wave types 9

µ=G = E

2 (1+ν)
(2.12)

Characterization of cylindrical waves, as accomplished by Verruit [119] is epitomized in Equation 2.13. Verruit
aimed to investigate the propagation of these waves through a soil body in radial direction r with respect to
the cross-section of a pile.

∂2u

∂r 2 + 1

r

∂u

∂r
− u

r 2 − 1

c2
P

∂2u

∂t 2 = 0 (2.13)

Olsson [94] derived a solutions of Equation 2.5, where the propagation of waves through a isotropic elastic
solid medium is given, Equation 2.14.

∂ε

∂t
= c2

P ∆
2 ε (2.14)

2.3.2. S-waves/spherical waves
The S-waves can be described as secondary shear waves (or transverse waves) according to Deckner [34]. Due
to the fact that this wave results in a shearing motion within the specimen, it can only travel through solids.
Fluids can not take shear forces and therefore not deport shear waves.
The particle motion is perpendicular to the wave direction and involves no volume change within the medium.
According to Kramer [69] the horizontal and vertical oscillation motion of the particles can be described with
the SH and the SV-wave, respectively. The vector sum of these wave types form the corresponding S-wave.
The wave velocity of the S-wave can be calculated according Kramer [69] with Equation 2.15.

cS =
√

G

ρ
=

√
E

2ρ(1+ν)
(2.15)

As for cylindrical waves, spherical waves can also be described by a wave equation. According to Verruit [119]
this relation is described by Equation 2.16.

∂2u

∂r 2 + 2

r

∂u

∂r
− 2 u

r 2 − 1

c2
P

∂2u

∂t 2 = 0 (2.16)

[Note: As shown the propagation velocity of compression/cylindrical waves is used, so not the propagation
velocity of spherical waves described by Equation 2.15.]
Olsson [94] also described a more general form of spherical waves (Equation 2.17), which is the second solu-
tion of Equation 2.5. In this equationωx represents the rotation about the x-axis. Similar expressions exist for
the y and z-direction.

∂ωx

∂t
= c2

S ∆
2 ωx (2.17)

[NOTE: here the spherical propagation velocity is used.]

2.3.3. R-waves
Rayleigh-wave (R-wave), also known as surface wave, is a combination of P and S-waves interacting with the
surface of the medium. According to Kramer [69] the R-waves consist of both horizontal as well as vertical
retrograde ellipsoidal particle movement. Deckner [34] states that this movement changes in a pro-grade
direction at a depth of about 0.2 times the wavelength λR (m).
The wave velocity of the R-waves carried out by Deckner [34], Bodare [22], Holmberg et al. [54] is described
by the approximation formula according to Equation 2.18.

cR ≈ 0.87+1.12ν

1+ν cS (2.18)

Kramer [69] affirms that the influence on particle motion depends on the length of the wave. Longer wave
lengths relate to a lower frequency and vise-versa. Lower frequency waves have impact on particle motion at
greater depths than high frequency (shorter wave lengths). According to Whenham [124] the wave attenua-
tion and high percentage of vibration energy, conveyed by the R-wave, leads to a predominance of this wave
type, with respect to an increase in distance from the wave source. Comparison of wave vibration energies
are carried out later in this report.
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10 2. General theory of vibrations

Figure 2.7: Amplitude ratio vs. dimensionless depth for Rayleigh wave in a homogeneous halfspace, after Richart et al. [104]

The vibration amplitude of the Rayleigh wave is depth dependent according to the relation visualized in Fig-
ure 2.7. The decrease of the vertical amplitude relates to the right two lines and the horizontal amplitude to
the left two (as indicated in the figure). The x-axis symbolizes the ratio depth over wavelength (d/λ) (m/m),
whereas the y-axis represents the ratio amplitude at depth over horizontal surface amplitude. Depending
on the Poisson’s ratio (ν) (-) of the soil, different behavior is expected according to the figure. The vertical
amplitude is bigger than the horizontal amplitude and it decreases more rapidly with depth. Furthermore a
decrease in Poisson’s ratio dominates the vertical component more than the horizontal one.

2.3.4. Comparison waves
Different types of waves lead to different properties and behavior within a soil body. This paragraph out-
lines the most decisive differences of these wave forms. Comparison of propagation velocity with respect to
Poison’s ratio for compression, spherical and surface waves is carried out in Figure 2.8.

Figure 2.8: Relationship between propagation velocities of dynamic waves according to Whenham [124], Woods [127]

The wave propagation velocity is dependent on the Poisson’s ratio (ν) of a soil. Figure 2.8 presents the three
different wave types (S,P and R-waves), taking into account the ratio between the wave propagation velocity
(V ) (m/s) and the Poisson’s ratio (ν). The compressive-dilative P-wave propagation velocity in soils decreases
rapidly with an increase of the Poisson’s ratio. Table 2.1 conjugate a correlation between different soil ma-
terials and the corresponding estimated P-and S-wave propagation velocity. The difference in propagation
velocity of the soil types can be declared by Figure 2.8 and relates to material behavior of soils. Soils react in a
stiffer manner to compression than to shear resulting in faster traveling rates for P-waves (primary compres-
sion waves), through a soil, than S-waves (shear waves) [69]. A typical Poisson’s ratio of clay is in the range of
0.4-0.5 and for sand in the order of 0.2-0.4. This relates to a factor 1.0 and 1.9, obtained from Figure 2.8, for
clay and sand, respectively.
Values for total input energy among the three elastic waves: "cP = 7 %, cS = 26 % and cR = 67 % with Poisson’s
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2.4. Damping of waves 11

ratio of ν = 0.25. Thus the Rayleigh wave is the primary cause of structural movement on the surface or for
shallow foundations" Olsson [94] as stated by Miller and Pursey [89]. In contradiction to this finding, stating
from 1955, Wolf [126] discovered that this only counts for low frequency rates. High frequency rates relate to
a high input energy by P-waves.

Material VP [m/s] VS [m/s]
Clay 1500 150
Sand 480 250
Gravel 750 180

Table 2.1: Range of velocity values P and S-waves according to Whenham [124]

Application of wave theory to pile driving results in Figure 2.9. Compression waves, that are a result of the ki-
netic energy in the downward direction as a result of the vibrating hammer or impact hammer, travel through
the pile, to the tip and reflect back as a dilative wave. This process leads to downward movement of the pile
together with the hammer. According to Ekanayake [41] a volume displacement at the pile tip, as a reaction to
this instant movement of the pile, results in spherical waves traveling through the soil (also called P-Waves).
"Shear waves are first generated from the upper contact point and propagated out in a conical shape with
a very shallow angle" Ekanayake et al. [41]. The P-and S-waves are reflected at the surface and are partly
reflected back as P-and S-waves. The rest of the wave energy is converted into R-waves, which as explained
by Figure 2.7 decrease in amplitude with depth.

Figure 2.9: Wave propagation by pile driving modified after Woods [127], Deckner [34], Attewell and Farmer [13], Martin [76]

2.4. Damping of waves
The magnitude of wave strength, at a point within a specimen, dependents on the degree of damping that
takes place. As mentioned by Reuver [103] and Dym [49] there are two different types of damping processes
influencing the magnitude of the wave (plus a combination of the two), namely:

• Material damping

• Geometric damping

• Total damping

Kim [65] explains that the material damping is a phenomena compelled by physical parameters of the soil
medium. Geometric damping involves the attenuation of waves through expansion of the wave front asso-
ciated with the increasing distance from the source. Total damping involves both material and geometric
damping (is the combination of both phenomena). Damping phenomena, as mentioned, are explained in
further detail in the following sections.
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12 2. General theory of vibrations

2.4.1. Geometric damping
Geometric damping is related to the attenuation of a stress wave with distance. This means that the wave
amplitude decreases proportional to the distance of the source. According to Deckner [34] this is on grounds
of the energy spread of the wave, over an increasing surface area, as the distance from the source increases.
Woods [127], Nordal [91] described the amplitude of the wave related to the distance of the source by Equa-
tion 2.19.

A2 = A1

(
r1

r2

)n

(2.19)

The relation adopts the amplitude of motion, A1 (m), at a distance r1 (m) from the source and A2 (m) at dis-
tance r2 (m), respectively. The n (-) factor is related to the type of wave and holds a value of: 0.5 for R-wave; 1.0
for body-waves; 2.0 for body-waves at the surface. The phenomena of energy spread happens in the form of
expanding rings. Surface waves have less area to spread their energy, therefore they experience less damping
than body waves. On the other hand, body waves at the surface boundary experience an even higher damp-
ing than within the confines. Figure 2.10 illustrates how different wave types behave to geometric damping.
The blue line in the figure symbolizes the geometric damping of R-waves, experiencing less damping than
body waves expressed by the red and blue line.
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Figure 2.10: Geometric damping of R-waves (n = 0.5, blue line), body waves (n = 1, red line) and body waves at the surface (n = 2, yellow
line)

2.4.2. Material damping
As a wave passes through a soil body, particle movement will take place as consequence. Internal friction of
the particles, produce heat. The production of heat results in loss of kinetic energy (in the form of thermal
energy). The loss of energy leads to a reduction in amplitude of the wave as the distance from the source
increases. This type of damping mechanism is called material damping.
Kramer [69], Holmberg et al. [54], Attewell and Farmer [13] describe material damping as the loss of energy
due to internal energy dissipation in the material as the soil particles are moved by the propagating wave.
This type of behavior can be described, comprehensive with the distance of the source, in a similar way as
geometric damping according to Dowding [39] by Equation 2.20.

A2 = A1e−α(r2−r1) (2.20)

The material absorption parameter isα (m−1) and the distances 1 and 2 outlined in the equation are comple-
mentary to the distances used in Equation 2.19. On the other hand this equation is related to an exponential
function describing the amplitude degradation. Material damping, exhibited in Figure 2.12, correlates to dif-
ferent damping behavior as geometrical damping. In Figure 2.12 distinction is made between soft and harder
materials to outline the influence of the material absorption parameter α.

α= 2πD f

c
(2.21)

Outlining the factors influencing the absorption parameter, the estimation formula is given by Equation 2.21.
The bigger the value ofα the greater the damping of the material is. Estimate ranges of the absorption param-
eter are demonstrated by Table 2.2. The ranges are sorted by weak, competent and hard soil. In agreement
with Deckner [34], Equation 2.21 substantiates that a wave with a low frequency f (Hz) is damped less than
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2.4. Damping of waves 13

Soil type α [m−1]
Weak or soft 0.08 - 0.26
Competent 0.026 - 0.08
Hard 0.0026 - 0.026

Table 2.2: Absorption/attenuation coefficient according to the classification of soil materials, after Deckner [34], Woods [127]

a wave with a high frequency. Other factors influencing the absorption factor (and therefore also material
damping) are material damping parameter D (H z−1 s−1) and wave propagation factor c (m/s). A high veloc-
ity leads to a small attenuation coefficient (absorption parameter) and therefore also to a small magnitude of
material damping. The graphical lines carried out in Figure 2.12 are based on frequency rates of 40 Hz waves.
Since pile vibrators in the Netherlands in most cases work at approximately the same frequency (36 Hz). Due
to correspondence of frequency this methodology gives a good estimation of the material damping caused
by the different soil types can be made. Not only does the frequency influence the absorption parameter α,

Figure 2.11: Relationship between material damping, shear strain and plasticity index (PI), modified after IVA [58] and Whenham [124],
after Vucetic and Dobry [121], Deckner [34]

also the size of deformation that results from the wave. Figure 2.11 shows that the magnitude of the strain,
together with the Plastic Index (PI), influence the material damping parameter D and therefore also the ab-
sorption parameter. Amick and Gendreau [8] stated that the magnitude of the material damping depends on
vibration amplitude, soil type, moisture content and temperature.
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Figure 2.12: Material damping of waves with 40 Hz waves in soft soil (α = 0.15, yellow line), competent soil (n = 0.045, red line) and hard
soil (n = 0.008, blue line)

2.4.3. Total damping
Both geometric and material damping occur at the same time, as why considering them independently is
irrelevant when deliberating total damping of a wave. The change in amplitude can be considered according
to Deckner [34] and Athanasopoulos [12] by Equation 2.22. Independent material and geometric damping
(also named radiation) amplitudes are combined into one equation named the Bornitz equation.

A2 = A1

(
r1

r2

)n

e−α(r2−r1) (2.22)
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14 2. General theory of vibrations

Figure 2.13 gives an inside in the influence of material and geometric damping combined. The material
damping is varied by the different lines in every figure. Each figure separately contains a different wave type
so that every separate graph shows another wave behavior. From these graphs can be acknowledged that
body waves at the surface, no matter what type of soil, are damped very fast compared to the other two wave
types. Therefore body waves at the surface are not of interest for this thesis. Also can be expected that body
waves have less impact on adjacent structures as R-waves unless the structure is placed very close to the
source.

Distance

W
a
v
e
 e

n
e
rg

y

α = 0.15
α = 0.045
α = 0.008

(a) R-waves, n = 0.5
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(b) Body waves, n = 1.0
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(c) Body waves at the surface, n = 2.0

Figure 2.13: Total damping of dynamic waves

2.5. Peak Particle Velocity (PPV)
Terminology very often used in engineering to quantify the magnitude of the wave velocity is the Peak Particle
Velocity (PPV). PPV quantifies the magnitude of the wave with respect to the damage cause to the structure.
The definition of the PPV is of high importance. Below are four definitions of PPV stated, as most commonly
used in engineering practice according to Deckner [34], Athanasopoulos [11], Hiller [52] and Head [51]:

1. SRSS: Square root of sum of squares defines the simulated vector sum of the peak particle velocities in
three mutually perpendicular directions [34] given by Equation 2.23.

2. Uni directional peak: The peak value of a particle velocity in any mutually perpendicular direction
described by Equation 2.24.

3. Vertical peak value: The peak value in the z-direction calculated with Equation 2.25.

4. Instantaneous (true) resultant: The true vector sum of all mutually perpendicular directions described
by Equation 2.26.

νSRSS =
√
ν2

x,max +ν2
y,max +ν2

z,max (2.23)

νx,max,y,max or z,max = νx,max ,νy,max ,νz,max (2.24)

νmax,z (2.25)

νmax(t ) =
√
ν2

x(t ) +ν2
y(t ) +ν2

z(t ) (2.26)

Ekanayake [41] states three codes of conduct with respect to the maximum Peak Particle Velocity, namely:
the Eurocode 3 [2]; American Association of State Highways and Transportation Officials (AASHTO) [10]; the
Swiss standard, SN640312 [59]. The most frequently applied standard in Europe is the Eurocode 3 and there-
fore stated in Table 2.3. For this thesis the buried structures are of importance (with a maximum allowable
PPV of 25 mm/s).

2.6. Soil Impedance
Time dependent behavior is a dominant factor involved in the concept impedance. According to Massarsch
[80] this phenomena is the ratio between the force applied and the acceleration integrated over the velocity.
It is describes how force of an object is converted into wave energy and therefore describes the wave prop-
erties involved in this process. This means for instance that the response of, in case of this thesis, the pile
penetration into the soil will be different (in this case stiffer) when it will be pushed with a high rate into the
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2.7. Reflection and refraction 15

Building type PPV (mm/s)
Architectural merit 2
Residential area 5
Light commercial 10
Heavy industrial 15
Buried structures 25

Table 2.3: Eurocode 3: Maximum acceptable vibration levels to prevent structural damage according to Ekanayake [41] and Eurocode 3
[2]

soil compared to a slow rate, leading to a higher wave velocity within the material compared to the slower
velocity. Low density (ρ) material can lead to a lower transgression of energy from the pile to the soil com-
pared to a high density material, where the opposite is true. The soil impedance ZP (KNs/m) for P-waves is
described by Equation 2.27, Massarsch [80]. This relation depends on the cross-sectional area of the pile tip
Api l e,t i p (m2), the propagation velocity of the P-wave cP (m/s) and the density of the soil ρsoi l (kg/m3).

ZP = Api l e,t i p cPρsoi l (2.27)

In agreement with Massarsch [80] the absence of any pile resistance, when penetrated into the subsurface, the
force F equals the impedance Z times pile velocity c. Since soil resistance is present, these two parts are not
equal and more complex analysis is necessary. Impedance captures the pile-soil interaction and therefore is
of influence on the wave propagation from the pile to the soil. As Massarsch [80] concludes: "The impedance
of the pile and of the soil are the single most important parameters for calculating ground vibrations as these
govern the transfer and propagation of vibrations in the pile, along the pile-soil interface, and in the sur-
rounding soil". Deckner [34] describes the relation between the particle velocity of a propagating wave and
the compressive stress. Product of wave velocity and material density describes this relation and is denoted
as specific impedance z (kNs/m3) (also called z lower case). The specific impedance can be calculated for P
as well as S-waves and is described by Equation 2.28 and Equation 2.29, respectively.

zsp = cPρsoi l =
M

cP
=√

Mρsoi l (2.28)

zss = cSρsoi l =
G

cS
=√

Gρsoi l (2.29)

Equation 2.27 has similarities to these equations, but does not take the pile into consideration, as it describes
the impedance of a soil body itself. Dependency on deformation/oedometer modulus M (MPa) for P-waves
and shear modulus G (MPa) for S-waves, can be worked out with help of the specific impedance relationships
described. Pile impedance is an important factor in relation with pile induced vibrations. Woods [127] exerted
ranges of pile impedance magnitudes with respect to the type of pile shown in Figure 2.14 and the influence
on the k-factor (all of the parameter terminology not explained here is described in Chapter 3).

2.7. Reflection and refraction
In a layered medium the waves are conducted from one layer to the other searching for the path with the
least resistance resulting in the least traveling time and is called the ’Ray-path’. According to Kramer [69]
the direction of the so called ’Ray-path’ is described by a vector named a ’Ray’. "A wavefront is defined as
a surface of equal travel time" Kramer [69]. As a result an isotropic material (no layering) the ’Ray-path’ is
perpendicular to the ’wavefront’. For a layered body this ’Ray-path’, for different waves including different
wave velocities ν, can be described according to Snell with the use of Fermat’s principle (Equation 2.30). Both
the isotropic wavefront and the layered wavefront are illustrated in Figure 2.15. In line with Kramer [69], in
Equation 2.30 i (degrees) indicates the angle between the Ray-path and the normal to the interface; v (m/s)
is the wave velocity of the P or S-wave that is calculated.

si n(i )

ν
= const ant (2.30)

Kramer [69] explains that the relationship can be used for both reflected and refracted (transmitted) waves
and when the wave propagation velocities of both layers differ the wave will be refracted (except when i =
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16 2. General theory of vibrations

Figure 2.14: Influence of pile impedance on transmission of vibration energy from pile to soil according to Woods [127]

Figure 2.15: Ray-path, ray and wavefront for a) isotropic material b) layered medium according to Kramer [69]

0). Particle motion perpendicular to the interface is not produced by SH-waves (horizontal component of S-
wave), but is involved for both P and SV-waves (vertical component of S-wave). The P and SV-waves produce,
as a result of the impact with a layered interface, reflected and refracted P and SV-waves, which is not the case
for SH-waves (see Figure 2.16). Richter uses a notation, drawn out in Table 2.4 (and carried out by Kramer

Figure 2.16: Refracted and reflected Ray’s as a result of incidental a) P-waves b) SV-waves c) SH-waves according to Kramer [69]

[69]), that is used to describe the relation between the incidental wave and the reflected and refracted waves
from Figure 2.16. This notation is then applied to Equation 2.30 resulting in Equation 2.31. Direction of the
incidental wave is related to the reflected and refracted waves resulting from the impact with the layered
interface is resolved with this relation. From the equation it can be noticed that the angle of incident for both

Wave type Velocity Amplitude Angle with Normal
Incident P U A a
Incident S V B b
Reflected P U C c
Reflected S V D d
Refracted P Y E e
Refracted S Z F f

Table 2.4: Richter’s notation for wave impacts with layered interface according to Kramer [69]

P-and S-waves is equal to the angle of reflection (a = c and b = d), since the velocity of the material is equal. On
the other hand the angle of refraction is different from the angle of incident, as there is a change in material
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2.8. Soil resonance 17

and therefore a change is material velocity ν.

si n(a)

U
= si n(b)

V
= si n(c)

U
= si n(d)

V
= si n(e)

Y
= si n( f )

Z
(2.31)

According to Kramer [69] Snell’s law, described in Equation 2.31, relates to the fact that waves traveling from
a higher-velocity material to a lower-velocity material are refracted closer and closer with respect to the di-
rection of the normal to the interface of the layers (Figure 2.17). "Note from the figure that the orientation of
the Ray-path becomes closer and closer when ground surface is approached" Kramer [69]. In agreement with

Figure 2.17: Refraction of SH-wave Ray-path through series of successively softer (lower vS ) layers according to Kramer [69]

Brekhovskikh [24] there exists a relation between the angle of impact with the surface, the Poisson’s ratio and
the wave type. The influence factor for the magnitude of the reflective wave (so the percentage of reflected
energy) is described by the relations given in Figure 2.18 and Figure 2.19 for cylindrical and spherical waves
respectively.

Figure 2.18: Dependence of the reflection coefficient, of cylindrical waves at the free surface of a solid, on the angle of incidence for
different values of Poisson’s ratio according to Brekhovskikh [24]

2.8. Soil resonance
The vibrator hammers produce a steady-state vibration wave which does not depend on the soil conditions.
According to Deckner [34] when the wave length produced by the vibrator is the same as the thickness of the
body a standing wave is produced. Resonance (when vibrations waves are in ’phase’) occurs only when the
natural frequency is equal to the vibration frequency. "For optimum efficiency, the pile and the soil should
not be vibrating ’in-phase’, or no penetration occurs" Woods [127]. Ranges of natural frequencies are stated
in Table 2.5, taking into account that Deckner [34] states that soils and rocks don’t have natural frequencies,
although vibrations that they transmit can be observed. Woods [127] states that there are three important
frequencies affecting vibratory pile driving:
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18 2. General theory of vibrations

Figure 2.19: Dependence of the reflection coefficient, of spherical waves at the free surface of a solid, on the angle of incidence for
different values of Poisson’s ratio according to Brekhovskikh [24]

Soil type Typical ’natural’ frequency
Very soft silt and clay 5-20
Peat 10-13
Clay 10-25
Sand and gravel 30-40
Weak rock 30-80
Strong rock >50

Table 2.5: Natural frequencies of soils according to Deckner [34], Liden [71]

• Driver-pile resonant frequency: This relates to the most optimum frequency for the pile-driver re-
lated to pile penetration rate. According to Woods if the mass of the driver and pile and the vibration
frequency combine to produce a driver-pile resonance, then the process is most efficient. This phe-
nomena is only applicable when the frequency of the driver-pile resonance is different from that of the
soil or any nearby structure, since otherwise damage could occur.

• Soil-pile-driver system resonant frequency: This type of resonance frequency system will cause maxi-
mum ground vibrations near the pile and is depended on the type of soil that is penetrated. The magni-
tude of the vibrations, defined by the amplitude A of the wave, are depended on the mass of the system,
the force applied by the vibrator and the dynamic stiffness of the soil. This resonance frequency will
cause the system to be ’in-phase’ and is dangerous for large vibrations in the vicinity.

• Soil stratum resonant frequency: Large ground vibrations are the result of the soil stratum being in
resonance. Woods states that at this resonance frequency, the stratum resonates, resulting in very large
ground vibrations that can move very efficiently through the soil and effect nearby buildings. Deter-
mining the lowest natural frequency fn (Hz or s−1) is important since this determines the frequency
boundary at where the pile and the soil will vibrate ’in phase’. According to Woods [127] Equation 2.32
relates the lowest natural frequency to the height of the soil layer H (m) and the shear wave velocity νS

(m/s) or the compression wave velocity νP (m/s).

fn = ν

4 H
(2.32)

Liden [71] and Woods [127] state that it is important to fully understand the consequences related to
this phenomena. Therefore Equation 2.32 can help to get a better understanding of the parameter
influences and within what ranges the vibrations will be in resonance, which can lead to no penetration
of the pile and very high vibrations in the surrounding area. According to Liden with a layer thickness
of 1-5 meters and the fact that the shear wave velocities of soils are in the order of 120 - 600 m/s there
will be a danger for resonance (since the operating vibrator has a frequency in the order of 20-30 Hz).
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2.9. Working of vibratory-driven piles 19

2.9. Working of vibratory-driven piles
A good understanding of the workings of a vibrator are necessary to make predictions of vibratory pile in-
duced vibrations. Counter-rotating-mass vibrators driven by heavy electrical engines is an old-fashioned ma-
chine for installing (sheet)piles. Nowadays the machines work according to a similar principle, only driven by
hydraulic-powered engines, which makes it possible to operate at a wide range of frequencies and amplitude.

2.9.1. Type of vibrating systems
According to Viking [120] there are two types of vibratory systems:

• Free-hanging: These systems are most commonly used in the Netherlands and Belgium since it is a
cost beneficial method and due to the relative low weight of the system can be used on building sites
containing soft soils. This system is shown in Figure 2.20 and build up out of:

1. Hydraulic pump

2. Power-transmission system

3. The vibrator itself

4. Hydraulic clamp or clamps

5. Carrier for the vibrator unit

Figure 2.20: Free-hanging vibrator system for installing (sheet)piles according to Deckner [34]

The hydraulic pump of the system is most commonly a diesel-powered hydraulic pump, but in some
cases, where noise and environmental emission should be minimized on the site, electrical-powered
hydraulic pump’s are used. The vibrators itself can weigh within a range of 150-16000 kg, which requires
a mobile crane as a carrier. Due to the use of a mobile crane and the free-hanging system difficulties
with the positioning of the object, regulating the surcharge load Fo is simply only possible by putting
more tension of the cable of the clamp, which in case lowers the surcharge load (the surcharge load is
depended on the weight of the vibrator and can only be increased by choosing a higher weight of the
vibrator).

• Leader-mounted: In Germany the most preferred method, since with this method surcharge loads
can be regulated by the telescopic leader to the vibrator and therefore making it possible to vibrate
(sheet)piles into hard soils. This method works according to the same principles as the free-hanging
system with only the mounting system as a difference. Despite the higher cost with respect to the free-
hanging system, this method claims for better and more precise positioning of the (sheet)pile. Due to its
high system weight application of this method on sites with soft soils could be problematic. Figure 2.21
gives a representation of a leader-mounted vibratory system for installing (sheet)piles.

Viking hands out a table where the most common 5 types of hydraulic-driven vibrators are drawn out. The 5
categories, shown in Table 2.6, are based on the driving frequency fd (Hz or s−1) and results in their range in
adjustment related to the unbalanced moment Me (kgm) (terminology is explained later in this section).
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20 2. General theory of vibrations

Figure 2.21: Leader-mounted vibrator system for installing (sheet)piles according to Viking [120]

Type of vibrator Range of fd (Hz) Range of Me (kgm)
Standard frequency 21-30 >230
High frequency 30-42 6-45
Variable eccentricity 40 10-54
Excavator mounted 30-50 1-13
Resonant driver >100 50

Table 2.6: Vibrator types according to Viking [120], Liden [71]

2.9.2. Counter-rotating masses (Woods)
Counter-rotating-masses used in vibrator systems is shown in Figure 2.22 and consists of a mass m (kg) which
is placed at an eccentricity radius re (m) from the rotating axis. A product of the two results in a static moment
M (kNm) Equation 2.34 [127]. The peak centrifugal force Q (kN) can then be determined from ?? [127], where
ω (rad/s) the velocity in radial direction represents.

M = m re (2.33)

Q = M ω2 (2.34)

Figure 2.22: Forces produced by two counter-rotating masses according to Woods [127], Deckner [34]

2.9.3. The modern vibrating machines
According to Viking [120] the mechanical action of a modern vibrator is governed by the driving force Fd (kN)
and consist of two parts:

• Static surcharge force: Is the stationary part F0 (kN)

• Sinusoidal vertical force: Is the vibratory part Fv (kN)

Combined they form the driving force of the vibrator (Fd = F0 +Fv ) also named the theoretically-generated
driving capacity. Viking [120] states the most important theoretical parameters that govern the behavior of
the modern vibrators:

• Surcharge force F0 (N)
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2.9. Working of vibratory-driven piles 21

• Excentric moment Me (kgm)

• Driving frequency fd (Hz)

• Dynamic mass md yn (kg)

• Free-hanging (single) displacement amplitude S0 (mm)

• Theoretical power Pt (kW)

All of these individual parameters are explained in detail in the following sections. Relations between the
parameter and the inner workings of the vibrator will be explained. Different techniques (explained later
on in this section) can result in different driving forces Fd applied by the vibrator to the (sheet) pile (see
Figure 2.23).

Figure 2.23: Adjustments to the eccentric moment of a vibrator according to Guillemet [47]

Surcharge force
The roots of the force are in case of a leader-mounted method related to the surcharge force applied and in
case of a free-hanging system the weight of the bias mass (vibrator as a whole). "The stationary action (static
surcharge force) is applied to the vibrators exciter block via the elastomer dampers that couple and isolate the
suppressor housing to and from the exciter block" [120] (see Figure 2.24 for explanation of the terminology).
The static surcharge force F0 (N) for free-hanging vibrators is depending on the weight of the bias mass m0

Figure 2.24: The main parts of modern hydraulic vibrators. Free-hanging vibrator (left), leader-mounted vibrator (right) according to
Viking [120]

(kg) related to the gravitational acceleration coefficient g (m/s2) and the suspension force of the carrier T (N)
(crane) and is described by Equation 2.35 [120]. The suspension force of the crane has a negative contribution
to the surcharge load, since the crane can only lower the magnitude and not apply a positive load onto the
vibrator through the flexible cable.

F0 = m0 g −T (2.35)

For the leader-mounted surcharge load is a similar relation shown in Equation 2.36 [120]. The difference here
is that the weight is different due to the fact that a different housing for the vibrator is used (suppression
housing), named the suppression housing weight msp (kg). The force applied to the suppression housing
to the leader mast is generated by hydraulic-pre-stress pressure P0 (N/m2). Together with the area of the
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hydraulic cilinder Ac yl (m2) this generates a force onto the vibrator, which gives a positive contribution to the
surcharge load.

F0 = msp g +P0 Ac yl (2.36)

Eccentric moment
The eccentric moment is defined by Viking [120] in Equation 2.37 a similar way to the method described
by Woods [127] in Equation 2.34, only Viking defines the eccentric moment with the symbol Mei (kgm), the
weight of the eccentric mass as mei (kg) and the eccentric radius as rei (m).

Mei = mei rei (2.37)

The modern vibrator uses more eccentric masses resulting in a specified eccentric moment Me (kgm) (see
Equation 2.38), which is the sum of each individual eccentric moment Mei (see Figure 2.25). In this relation
N indicates the number of individual eccentric moments applied for the vibrator.

Me =
N∑

i=1
mei rei (2.38)

Figure 2.25: Individual eccentric mass vibrator according to Viking [120]

Driving frequency
According to Viking [120] the number of revolutions of the eccentric masses per second, sometimes also ex-
pressed as rotations per minute (rpm) or expressed as the angular frequencyω (rad/s) is specified as the driv-
ing frequency fd (Hz). The three are terminologies combined in Equation 2.39 relating the angular frequency
ω to the rotations per minute n (rpm) or to the driving frequency fd (Hz).

ω= 2 π fd = 2 π n

60
(2.39)

Unbalanced force
Within the exciter block the individual counter-rotating-eccentric masses cause centrifugal forces Fc (N). The
vertical component of these forces Fv (N) causes the vibratory action. The centrifugal acceleration aci (m/s2)
of a single eccentric mass can be found by application of Newtons Second Law (

∑
F = m a) and is drawn out

in Figure 2.26 and described by the relation in Equation 2.40.

aci = rei ω
2 (2.40)

When the angular frequency is kept constant, there will be no acceleration and therefore the tangential com-
ponent of the centrifugal acceleration at i (m/s2) will be zero. According to Viking [120] the radially-directed
centrifugal force Fc (N) (also called the maximum unbalanced centrifugal force of the vibrator) can be calcu-
lated applying Newtons Second law and results the relation described by Equation 2.41.

Fc = mei aci = mei rei ω
2 = Mei ω

2 (2.41)

The vibrator won’t move in horizontal direction since both horizontal forces Fh (N), resulting from the cen-
trifugal force (of the two eccentric rotating masses) are in balance with each other (taking into account that
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Figure 2.26: The unbalanced forces generated by the counter-rotating eccentric masses according to Viking [120]

both masses are equal). The vertical component Fv,vi br (N) of the centrifugal force can be calculated accord-
ing to Equation 2.42. θ (degrees) in the equation relates to the angle between the centrifugal force and the
vertical force. The vertical force can be adjusted by the crane operator by changing the maximum eccentric
moment Me or/and the driving frequency fd of the vibrator. These two parameters change the eccentric force
Fc and therefore also the vertical component Fv,vi br (also named the vertical unbalanced driving force).

Fv,vi br = Fc si n(θ) = Me ω
2 si n(θ) (2.42)

Driving capacity
According to Viking [120] the theoretical driving force applied to the head of the vibrator Fd (N), described
by the relation in Equation 2.43, is the sum of the static surcharge load F0 and the unbalanced vertical load
Fv,vi br .

Fd = F0 +Fv,vi br (2.43)

The theoretical driving force Fd in relation to the angular frequency ω is drawn out in Figure 2.27. Lines for
different maximum percentages of the driving force of the vibrator are shown, crossing the y-axis at a height
of F0.

Figure 2.27: Vertical driving force amplitude as a function of the vibrator’s static surcharge force, unbalanced moment, and angular
frequency according to Viking [120]

Dynamic mass
The dynamic mass md yn is the mass of the vibrator that will contribute to the dynamic force Fd . This dynamic
mass is simply the sum of the masses that contribute: the weight of the exciter block meb (kg); the weight of
the clamping device mcl (kg); the weight of the (sheet)pile mp (kg). This relation is shown in Equation 2.44.

md yn = meb +mcl +mp (2.44)

Free-hanging (double) displacement amplitude
The maximum specified displacement amplitude Ssp (mm) (see Figure 2.28) is often listed in the specification
of the vibrator and corresponds, according Viking [120], to the total (double) amplitude of the movement of
a free-hanging vibrator S0 (mm). Viking states that the relation of Ssp is described by the quotient of the
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maximum specified unbalanced moment Me (kgm) and the dynamic mass md yn (kg) and is described in
Equation 2.45. In this equation the specific single displacement amplitude is defined as s0 (mm).

Ssp = 2 s0 = 2
Me

(meb +mcl )
(2.45)

The actual double-displacement amplitude S0 (mm) is decreased by means of an increase in weight (the

Figure 2.28: Definition of double amplitude, free-hanging displacement according to Viking [120]

(sheet)pile) and due to soil and clutch resistance that take place during driving compared to the calculated
double-free-hanging-displacement amplitude S0P (mm) (see Equation 2.46).

S0P = meb +mcl

meb +mcl +mp
Ssp (2.46)

Theoretical power
According to Viking [120] the power applied by the hydraulic motor to the vibrator is depending on the driving
condition and therefore also the power consumption. Viking however describes the theoretical power Pt (kW)
by means of Equation 2.47. In this relation the amplitude of the dynamic motion of the vibrator Z (mm) is
described by Equation 2.48.

Pt = 1

T

∫ T

0
F (t ) v(t ) d t =

1

T

∫ T

0
[F0 + (Me ω

2 +M Z ω2)]Z ω cos(ω t ) d t =

Z [4 F0 +2 (Me ω
2 +M Z ω2)]

(2.47)

Other parameters used in Equation 2.47 and Equation 2.48 are: period of time T (s); net force acting on
the vibrator F (t ) (kN); vertical velocity of the vibrator v(t ) (mm/s); time t (s); static surcharge force F0 (kN);
unbalanced moment Me (kgm); angular frequency ω (rad/s); weight of the exciter block M (kg); the natural
angular frequency ωn .

Z = ω2 Me

M (ω2
n +ω2)

(2.48)

2.10. Conclusion
Essential wave behavior in elasto-dynamics is delineated by means of consequence and origin assessment. As
main topic "pile installation effects on adjacent pipe structures in the elasto-dynamics", distinctive literature
investigation is worked out to a chapter of the report. Finally advise from the collected literature review can
be contrived.
All wave movements can find their base in the D’Alambert solution. P-waves contain the most input energy
(of P, S-and R-waves), according to Wolf [126], and exist of the highest propagation velocity. As both factors
have great impact on the nearby pipe construction, great care needs to be taken when P-waves are the dom-
inant wave types. Situations where body waves progress near the surface, their wave energy is quickly paved
out making them irrelevant to consider in this thesis. Circumstances where pipe constructions place fur-
ther than the critical distance, where emergence of Rayleigh waves takes place, application of the graphical
relation proposed by Richard et al. [104] should be applied (over the depth).
Total damping of waves arises from both a materialistic role as well as a geometric damping process. Restric-
tions of buried constructions, by the Eurocode 3 [2] with a maximum allowable PPV of 25 mm/s, are strongly
correlated to the quantity of the damping process. Supplementary components that control this process are:
the method of installation; soil properties; layering; whether or not resonance occurs.
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Vibration estimation methods

Development of estimation methods for vibrations induced by pile driving, with the aim to get a better insight
into the problem, are practiced for centuries (as presented by by Deckner et al. [35]). The complexity of the
problem is associated with the difficulty to include all aspects of the situation into a model, what can lead
to uncertainties. According to Waarts [122] aspects like model parameters as well as the mechanism of wave
propagation lead to these uncertainties with factors of uncertainty for the models differing between 3-15 for
(sheet)pile driving. This chapter outlines the most relevant models (related to this thesis) developed for the
prediction of waves induced by vibratory pile driving (see Figure 3.1) leading to the model choice.

Figure 3.1: Focus of the chapter in conjunction to the total master thesis research model: Vibration estimation methods, modified after
Deckner [34]

3.1. Empirical methods
Organizationally the energy-based empirical methods were developed to predict vibrations caused by blast-
ing. They were modified to predict the vibration pollution caused by pile installations. This section outlines
empirical methods most commonly used in practice.

3.1.1. Attewell and Farmer method
The method developed by Attewell and Farmer [13], mentioned in Massarsch and Fellenius [80], is a very
conservative energy-based method that relates the vibration velocity ν (mm/s) to an empirical factor k (m2/sp

J ) obtained from field results and is described by Equation 3.1. The results of the field test for the k-factor
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26 3. Vibration estimation methods

are shown in Figure 3.2. This figure shows a very scattered plot of the measuring results and therefore leads
to no direct correlation.

ν= k

p
W

r
(3.1)

In the relation described by Equation 3.1 W (J) relates to the energy input at the source and r (m) the distance
from the pile. One of the limitations of this method is that the distance r used in Equation 3.1 is not defined
properly. Meaning that it can be either the distance from the pile toe to the receiver or the direct distance from
the pile to the measuring equipment. Most used in practice is the direct distance from the pile to the receiver

Figure 3.2: Results obtained from field measurements for the empirical k-factor according to Massarsch [80]

leading to very conservative results. Visualized by Massarsch and Fellenius [80] in Figure 3.3 is the distance
from the pile toe (the source) to the receiver giving a more realistic representation of the method. Massarsch
and Fellenius state that: "Consequently, the horizontal distance at the ground surface is often chosen for the
predictions, neglecting the fact that in most cases the source of vibrations is either located along the pile shaft
and/or at the pile toe" Massarsch and Fellenius [80]. From Figure 3.3 can be concluded that the method gives
consistently lower results than the measured data, but shows a more or less similar line shape. Note that the
data used for the comparison are driven piles and therefore NOT vibratory driven piles. A downside of this
method is then also that it does not make a distinction for the method of pile installation or pile type. Attewell
[14] showed that this method relates to a 31% chance of exceeding the predicted vibration level, requiring an
additional safety factor to be applied on the predicted level moving the prediction towards the upper limit.

Figure 3.3: Comparison of ground vibrations at 3 different distances from the pile between measured ground vibrations and calculation
of ground vibrations (according to Equation 3.1 with k = 0.75) according to Massarsch [80]

3.1.2. Wiss method
A revised version of the relation drawn out in Equation 3.1, Woods [127] is made by Wiss [125]. The relation
shown in Equation 3.2 proposed by Wiss relates the wave velocity ν (mm/s) the same empirical factor K (m2/sp

J ) as used in Equation 3.1, but an extra attenuation rate factor n (-) is added. In the equation E is equal to
W (of Equation 3.1) and D equal to r. The lack of description of the driving energy E and the definition of
the distance D are also present in this relation. "Equation 3.2 is ambiguous as the value of the exponent, n,
affects K. This makes the comparison of the K-values impossible for different attenuation rates" Massarsch
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3.1. Empirical methods 27

and Fellenius [80]. Another downside of this method, which also holds for the method of Attewell and Farmer
[13], is that it only takes account for one source for the wave development, whereas real wave development
comes from the toe of the pile as well as the shaft.

ν= K

(
Dp

E

)−n

(3.2)

The results of the calculation are compared with the same measurements as drawn out in Figure 3.3 and are
shown in Figure 3.4. From these results can be concluded that the vibrations near the pile are better predicted
than with the method used by Attawell and Farmer [13] (shown in Equation 3.1). The other two locations, 20
meters and 40 meters from the pile respectively, show a similar performance. [Note that for both Figure 3.3
and Figure 3.4 the shortest distance from the pile TOE is taken and so not the shortest distance on surface
level (this would only give a strait line and is not the correct distance in comparison with the measured data)].
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Figure 3.4: Comparison of ground vibrations at 3 different distances from the pile between measured ground vibrations and calculation
of ground vibrations (according to Equation 3.2 with k = 0.75 and n = 1.5) modified after Massarsch [80]

3.1.3. Handboek damwanden model (CUR 166)
The "Sheet pile handbook" CUR publication 166 presents a method based on 250 vibration measurements
located all over the Netherlands. By definition of 7 zones across the Netherlands all different soil profiles
are categorized. The method is valid for vibratory pile driving as impact driven pile driving and includes
adjustments for the eccentric driving force F (kN) of the vibrating hammer.

u(r ) = u0

√
r0

r
e−α(r−r0)e0.7βV0 (3.3)

The empirical relation is shown in Equation 3.3 and relates the vibration velocity u (mm/s) (in the rest of
this thesis defined as ν) to the reference distance r0 (m) set at 5 meters, the measurement distance from the
source r (m), the reference velocity u0 described by Equation 3.4 and empirical factors α (m), β (-) and V0 (-).

u0 = u0.350 +0.002(F −350) (3.4)

The vibration measurements taken at 250 sites in the Netherlands resulted in the values for the empirical
factors used in the equations and are shown in Table 3.1 and Table 3.2.

Advantages of this method are the application to vibratory pile driving (instead of just installation by means
of driving) and the fact that the vibration predictions are based on practice (in the form of vibration measure-
ments gather from 250 sites across the Netherlands). On the other hand this also enlightens the downside
of the method regarding the application to sites outside the Netherlands. This is simply not possible (unless
prove to similar ground conditions can be made, what still leads to a low safety guarantee/high risk). Accord-
ing to the extensive study applied by Ramkisoen [100] this method of vibrating prediction is a very conserva-
tive method for vibration predictions (in the case of the study applied by Ramkisoen [100], predictions were
a factor 8 higher than the measured data).
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Soil Profile u0 (mm/s) α (m) V0

Vert Hor Vert Hor Vert Hor
1. (Amsterdam) 1.1 1.6 0 0 0.9 1.5
2. (Eindhoven) 1.9 2.6 0 0 1.1 0.8
3. (Groningen) 1.7 0.9 0 0 1.8 0.5
4. (The Hague) 1.9 2.6 0 0 1.1 0.8
5. (Maasvlakte) - - - - - -
6. (Rotterdam) 1.1 1.6 0 0 0.9 1.5
7. (Tiel) 1.1 1.6 0 0 0.9 1.5

Table 3.1: u0, α and V0 obtained from field tests for hammers up to 350 kN according to CUR 166 [1]

Probability of exceedance β-value
0.5 0.0
0.1 1.18

0.05 1.64
0.01 2.32

0.005 2.57
0.001 3.09

Table 3.2: β obtained from field tests and related to the probability of exceedance according to CUR 166 [1]

3.1.4. Attewell’s renewed method
In the paper published in 1992 by Attewell [14] a new method describing an empirical method based on field
measurements is made. Here with the help of a statistical analysis a quadratic regression curve is made to de-
scribe vibrations as a results of vibratory pile driving. According to Attewell [14] a quadratic regression curve
rather than a linear regression curve provides a better visual fit to the several data sets. The linear regression
curve Attewell [14] is referring to, is the method described by Attewell and Farmer [13] and also explained in
detail in the paper by Massarsch [80]. "By assuming a normal distribution of the data points this reduction of
risk can be quantified in terms of a probability of occurrence. The distribution of substantial sets of data for
both impact hammers and vibro-drivers has shown quite clearly the shortcomings of a linear regression fit
over a range of scaled distance" Attewell [14]. Due to the shape of the scattered field data measured of vibra-
tions caused by vibratory pile driving Attewell [14] suggests to use the quadratic regression curve to make a
good estimation of the vibrations at particular distance from the pile. The three lines shown in Figure 3.5 and
Figure 3.6 represent the mean regression curve (the middle line) fitting to the data, the lower limit (the bot-
tom line) and the upper limit (the upper line). The two most outward lines are to be defined by the contractor
since they define the limits of risk to be taken in a prediction. The middle line on the other hand has 31% of
the data higher then the line and resulting data are lower (this is for both the quadratic and linear regression
curve). This implies that the half-standard deviation line is used. For the so called ’best fit line’ (relating to the
line that fits the data best) 50% lies above and below the line and with the use of the one-standard deviation
line 16% lies above the line. Attewell [14] states that the one-standard deviation line should be used with con-
struction works implying high risk, the half-standard deviation line should be used for normal construction
works.

l og (ν) = x1 +x2 log

(p
W0

r

)
+x3 log 2

(p
W0

r

)
(3.5)

The quadratic regression curve can be expressed by a relation drawn out in Equation 3.5. This formula relates
the vibration velocity ν (mm/s) to the input energy W0 (J), the distance between the source and an arbitrary
point r (m) and three constants of proportionality x1, x2 and x3 (-) expressed in Table 3.3. This method

Curve fit x1 x2 x3

Best fit -0.464 1.64 -0.334
Half a standard deviation -0.213 1.64 -0.334
One standard deviation 0.038 1.64 -0.334

Table 3.3: Values of x1, x2 and x3 for vibratory pile driving according to Attawell [14]

Doc: "G.Reuver - MSc Thesis- 05:2016"



3.2. Engineering methods 29

implies not to contribute in lower risk, since this is to be determined by the contractor, but assumes to be a
better estimation for the prediction of vibrations caused by vibratory pile driving.

Figure 3.5: Quadratic regression curve fitted for field data measurements of vibratory pile driven vibrations [14]

Figure 3.6: Linear regression curve fitted for field data measurements of vibratory pile driven vibrations [14]

3.2. Engineering methods
Empirical methods are based on measured data and build up on that to predict the result. This method on the
other hand, developed by Massarsch and Fellenius [80], uses an analytic approach to describe the contribut-
ing factors in wave propagation by means of impact pile driving. Hammer-pile as well as pile-soil interaction
are taken into account resulting in nearly the only method who accounts for hammer impact forces on the
pile (related to wave propagation within the pile). Other methods, like the method described by Equation 3.1,
use only one wave origin (namely the pile toe or just the pile at surface level). According to Massarsch and
Fellenius [80] waves originate from the pile toe as well as the pile shaft. Therefore they included the wave
contribution from the pile toe as well as the pile shaft in their method by means of separatism (meaning
that at the source the origin of the wave can be determined). In this way a good understanding of the wave
propagation through the pile to the soil body as well as the wave propagation through the soil body itself is
possible. This method on the other hand is only applicable for impact pile driving. Whenham [124], Deckner
[34] described the same method but then also applicable for vibratory pile driving. One other downside of this
method is that reflection and refraction in between layer interfaces as well as amplification effects (superpo-
sition of waves or frequency cancellation of waves) are not taken into account. To underline the importance

(a) Vibration wave produced by impact pile driving (b) Vibration wave produced by vibratory pile driving

Figure 3.7: Wave signals produced by pile driving methods, modified after Deckner [34]
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30 3. Vibration estimation methods

of the differences between wave signals resulting from impact and vibratory pile driving Figure 3.7 is given.
Clearly the signals produced by impact pile driving differ very much from the repetitive cycle produced by
vibratory pile driving.

3.2.1. Massarsch and Fellenius method
"It is shown that the energy-based, empirical approach, which is still widely used by practicing engineers,
is too crude for reliable analysis of ground vibrations and can even be misleading" Massarsch and Fellenius
[80]. According to Massarsch and Fellenius [80] the development of a new method based on the three wave
types produced by piles when installed by impact hammering gives a better and more reliable estimation on
vibrations.
The three wave types produced by pile installation are:

• Spherical waves: Also called P-waves, produced by the pile toe.

• Cylindrical waves: Also known as S-waves, occur by means of the pile shaft friction with the soil.

• Surface waves: Also known as R-waves, when body waves come in contact with the surface refraction
will produce R-waves at a critical distance from the pile (see further on for more detailed explanation).

According to Massarsch and Fellenius [80] impedance, for each component involving wave propagation, is
the most important factor in the analysis of ground vibration related problems. The impedance of the ham-
mer, pile and soil are therefore included in the model and interact with each other to describe the wave
propagation from the hammer to the pile into the soil. Figure 3.8 gives a schematic representation of the
hammer-pile and pile-soil interaction scheme used as a guideline for the model buildup.

Figure 3.8: Schematic representation of hammer-pile and pile-soil interaction scheme according to Massarsch and Fellenius [80]

Hammer impact force on pile
According to Massarsch and Fellenius [80] the impact force of the hammer Fi on the pile is describe by Equa-
tion 3.6 and represents the relation between the pile impedance Z P (see Equation 3.7) and the pile velocity
νP (mm/s) at the time of impact. The cross-sectional area AP (m2), use in Equation 3.7, relates to the speed
of stress wave in the pile cP (m/s) and the material density of the pile ρP (kg/m3).

Fi = Z P νP (3.6)

Z P = AP cP ρP (3.7)

The impact velocity ν0 of the hammer with the pile is described by Equation 3.8 [80] and depending on the
height h (m) it is dropped from and the gravitational acceleration g (m/s2).

ν0 =
√

2 g h (3.8)
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At the moment of impact a stress wave is generated in the pile and in the hammer itself. The hammer velocity
νH will decrease as the pile will accelerate resulting in a velocity νP . The forces at the moment of impact are
in equilibrium meaning that the force in the hammer, described in a similar way as Equation 3.6, equals the
force in the pile. Equation 3.9 [80] describes the equilibrium relation between the hammer and the pile.

Z H νH = Z P νP (3.9)

The impedance of the hammer Z H is different for every hammering machine and is known by the producers
of the machine. νH represents the particle velocity moving back up the hammer on the moment of impact
and is used to describe the particle velocity within the pile as a result of the impact described by Equation 3.10.
In agreement with Massarsch and Fellenius [80] this relation results from the fact that the decrease of velocity
of the hammer is equal to the increase in velocity of of the pile.

ν0 −νH = νP (3.10)

When substitution of Equation 3.9 and Equation 3.10 are performed the pile velocity vP can be expressed in
terms of the pile impedance Z P , the hammer impedance Z H and the hammer velocity at impact ν0 and is
described by Equation 3.11.

νP = ν0

1+ Z P

Z H

(3.11)

The length of the wave is influenced by the impact time of two objects. In this case the impact time of the
hammer t H (s) with the pile (Equation 3.12). According to Massarsch and Fellenius [80] the impact time of the
hammer equals the time the wave travels from the top of the hammer to the bottom and back up (meaning
the wave travels a distance of two times the length of the hammer LH (m)) and is therefore also dependent on
the stress-wave velocity in the hammer c H (m/s). When the wave is reflected at the bottom of the hammer it
will be converted to a tension wave, resulting in an upward movement of the hammer.

t H = 2 LH

c H
(3.12)

Pile wave propagation
The pile, that acts as an elastic rod where the longitudinal stress wave can pass through, reacts to the impulse
given by the hammer. According to Deckner [34] depending on the boundaries of the pile i.e. pile head, pile
toe and pile shaft behavior and the cross-sectional area the stress wave is influenced. The wave will travel as a
compression wave down the pile where it is reflected at the pile toe and converted to a tension wave upwards.
The travel time t P (s) of the wave through the pile and back up is exerted in Equation 3.13. This relation is
similar to Equation 3.12 describing the travel time t H (s) of a wave trough the hammer. In this equation the
stress-wave velocity cP (m/s) within the pile relates to the length of the pile LP (m).

t P = 2 LP

cP
(3.13)

Pile-soil wave transitivity
The soil will absorb wave energy from the hammer impact as result of the vibration wave traveling through the
pile. Deckner [34] explains that the energy from the hammer impact is partially converted into kinetic energy,
resulting in pile movement/penetration and dissipation of energy to the boundaries of the pile (meaning the
soil body). Whenham [124] states that the energy dissipation to the surrounding soil is in the order of 50 to
60%. The energy dissipation of pile installation is depending on:

• Shaft and toe vibration transmission efficacy: In agreement with Massarsch and Fellenius [80] the
dynamic soil resistance of the soil, depending on the soil impedance adjacent to the pile shaft, governs
a big part of the energy transmitted to the surrounding soil. The ratio of the dynamic soil resistance to
the force applied by the hammer is called ’vibration transmission efficacy’ ES (-) (Equation 3.17) for the
shaft and ET (-) (Equation 3.18) for the toe of the pile.

• The hammer: A longer hammer will result in a longer wave propagating through the pile. The length
of the wave, so the contact surface from the pile to the soil SP (Equation 3.15), governs by itself the
transmission efficacy of vibration waves from the pile shaft to the surrounding soil (see Equation 3.17
for the relation describing this phenomena).
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Figure 3.9: Strain softening factor/shear wave speed reduction factor, Rc as function of plasticity index, IP , for different conditions of
penetrations resistance according to Massarsch and Fellenius [80]

Dynamic behavior of soil, as a result of pile installations with an impact or vibration hammer result in a
dynamic reaction force of the soil governed by the dynamic soil resistance along the shaft RS (kN) described
by Equation 3.14 and the dynamic soil resistance RT (kN) at the toe of the pile (see also Figure 3.8).

RS = Rc RR zs ν
P SP (3.14)

This soil property is dependent on the specific soil impedance for shear waves zs (kNs/m3) (Equation 2.29),
the particle velocity of the pile νP (m/s) (Equation 3.11) and the contact area between the pile and the shaft
SP (m2) (Equation 3.15), which depends on the length of the stress wave propagating through the pile LW (m)
(Equation 3.16) and the pile diameter bP (m). Both Rc (-) (see Figure 3.9) and RR (-) are reduction factors
related to soil behavior, representing the reduction factor accounting for strain softening and the remoldia-
tion/disturbance of the soil (the disturbance of the soil due to pile installation), respectively. "A typical upper
range of reduction factor for disturbance or remolding (which will provide conservative estimates of ground
vibrations) is in the range 0.2 to 0.4" Massarsch and Fellenius [80].

SP =π bP LW (3.15)

LW = t H cP (3.16)

The travel time t H (s) for the wave through the hammer relates to the wave length in the pile LW (m) through
Equation 3.16, since the contact time of the hammer with the pile is equal to the travel time t H and governs
the wave length LW .

ES = RS

Fi
= 2 Rc RR

cs

cP

ρsoi l

ρP

LW

bP
= 2 Rc RR

zs

zP

LW

bP
(3.17)

The pile-soil energy transmission ratio at the pile toe is described by Equation 3.18, also known as ’vibration
transmission efficacy’ of the toe ET (-) and for the shaft ES (-) (described by Equation 3.17.

ET = RT

Fi
= 2 RR

cP

cP

ρsoi l

ρP
= 2 RR

zP

zP
(3.18)

The dynamic resistance of the pile toe RT (kN) (Equation 3.21) is governed by a remoldiation/disturbance
factor RR (-), just like the pile shaft is, but different values are assigned to this factor (course-grained soils
undergo compaction disturbance and relate to RR = 2, in over-consolidated clay the stiffness will gradually
decrease and therefore RR = 0.2 - 0.5 is applied).

Jc = 2
ZP

Z P
= 2

zP

zP
(3.19)

Here the soil impedance for P-waves at the pile toe ZP (kNs/m) is calculated with the use of Equation 3.20.
The cross-sectional area of the pile toe AP (m2) relates to the velocity of the P-wave in the soil cP (m/s) and
the specific weight of the soil ρsoi l (kg/m3).

ZP = AP cP ρsoi l (3.20)
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Furthermore the dynamic resistance of the pile toe is dependent on a damping factor Jc (-) described by Equa-
tion 3.19 relating the pile and (specific) soil impedance. An other factor of influence is the particle velocity of
the pile νP (m/s) drawn out in Equation 3.11.

RT = RR Jc Z P νP (3.21)

"[Note, the two impedance symbols, Z P and ZP , the pile impedance and the soil impedance, respectively,
can easily be confused with each other]" Massarsch and Fellenius [80].

Propagation of waves through the soil
As indicated earlier in this chapter three type of waves propagate through the soil specimen: spherical waves
(P-waves) emitted from the toe of the pile, cylindrical waves (S-waves) developed by the pile shaft and surface
waves (R-waves) due to refraction of P and S-waves at the surface level. Massarsch and Fellenius [80] state

Figure 3.10: Illustration of vibrations emitted during pile driving at the pile toe and along the pile shaft as stated by Massarsch and
Fellenius [80]

that there is a critical distance dcr i t (m) (Equation 3.23) from the pile where the spherical waves developed
by the pile toe will be transformed into surface waves due to refraction.

Θcr i t = ar csi n

(
cS

cP

)
(3.22)

This critical distance is depending on the critical angle Θcr i t (degrees) (Equation 3.22) and the penetration
depth of the pile D and is visualized in Figure 3.10. The factors cS (m/s) and cP (m/s) drawn out in Equa-
tion 3.22 represent the S-wave and P-wave velocities respectively.

dcr i t = t an(Θcr i t ) D (3.23)

As stated earlier in this chapter the material coefficient k, used in Equation 3.1 influences the particle velocity

of the waves. This parameter can be worked out for spherical waves kS (
√

m2

kg ), relating to Equation 3.24 and

cylindrical waves kc (
√

m
kg ) worked out in Equation 3.25.

kS = 1√
2 π ρ λ

(3.24)

kc = 1√
π ρ λ hc

(3.25)

The difference in units between the parameters, making it not entirely possible to compare them not one-
to-one, is related to the source of the wave. The spherical waves are related to a ’point-source’ (the pile
toe), whereas the cylindrical waves are produced by a ’line-source’ (the pile shaft). Therefore the parameter
indicating the cylinder height hc (m) is not included in the formula determining the k-factor for spherical
waves. In both relations describing the k-factor ρ (m3/kg) relates to the unit weight of the soil.

λ= c

f
(3.26)
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The length of the wave λ (m), described by Equation 3.26 according to Wersall [123], is incorporated in both
equations as well and relates to the frequency of the wave f (Hz) and the wave propagation speed c (m/s). As
explained earlier in this literature review, when waves impinging with a free surface (in most cases the ground
surface) they will be reflected and refracted. Massarsch and Fellenius [80] describe a simplified method for
P-waves (coming from the pile toe), after Bodare (2005) where the amplification factor in vertical direction Fv

(-) as well as in horizontal direction Fh (-) can be determined according to Equation 3.27 and Equation 3.28
respectively. "When waves are reflected at a surface, vibration amplification depends on dynamic characteris-
tics of the wave, angle of reflection and shape of the surface. On a plane, free surface, the vibration amplitude
is doubled if the incident angle is perpendicular to the surface" Wersall [123].

Fv = 2
cos(θP ) cos(2 θS )

s2 si n(2 θP ) si n(2 θS )+ cos2(2 θS )
(3.27)

Fh = 2
cos(θP ) si n(2 θS )

s2 si n(2 θP ) si n(2 θS )+ cos2(2 θS )
(3.28)

These relations are related to the angle of incidence for the P-wave θP (degrees) as well as the S-wave θS

(degrees), since the angle of incidence influences the reflection and refraction process at the surface interface.
The incident angle is the angle with respect to the vertical. The factor s (-) is the ratio of sines for angles of
incidence of the P-wave and the S-wave and is described by Equation 3.29. This ratio can either be described
by the ratio between the angles of incidence or by a relation according to the Poison’s ratio of the soil ν (-)
(which by itself influences the angle of incidence of the waves). Both the vertical and horizontal amplification
factors are shown in Figure 3.11 and Figure 3.12 with a variable incident angle for the P-waves and Poisson’s
ratios 0.25, 0.30, 0.35 and 0.49 respectively.

s = si n(θS )

si n(θP )
=

√
1−2ν

2 (1−ν)
(3.29)

From these figures can be concluded that the Poisson’s ratio ν has a significant influence on the horizontal
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Figure 3.11: Variation of vibration amplification factor Fv with respect to the angle of incidence θP for P-waves modified after Massarsch
and Fellenius [80]

amplification factor, but not so much on the vertical. From this fact can then also be concluded that for clays
with a Poisson’s ration of about ν = 0.50 the horizontal amplification factor can be neglected. Further more
the horizontal amplification factor only accounts for impact angles θP between 30-85 degrees and for the
vertical component this is in the range of 0-60 degrees.
Finally the vertical components of the wave velocities for spherical νSv (mm/s) as well as cylindrical νC v

(mm/s) waves can be determined according to Equation 3.30 and Equation 3.31 respectively.

νSv = ks Fv ET

√
F H W0

rr
cos(θP ) (3.30)

νC v = kc ES

√
F H W0p

rc
(3.31)
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Figure 3.12: Variation of vibration amplification factor Fh with respect to the angle of incidence θP for P-waves modified after Massarsch
and Fellenius [80]

In these formulations the material coefficients kS (
√

m2

kg ) and kc (
√

m
kg ) are determined according to Equa-

tion 3.24 and Equation 3.25 respectively; the vertical amplification factor Fv (-) with use of Equation 3.27; the
vibration transmission efficacy for the toe ET (-) and for the shaft ES (-) are determined by Equation 3.18 and
Equation 3.17; the hammer efficiency factor F H can be determined according to table 7 of Massarsch and
Fellenius [80]; the total energy W0 (J) can be calculated with Equation 3.33; the radial distance from the pile
rr (m) as well as the horizontal distance rc (m) both have a big impact on the outcome of the wave velocities
calculated.

W0(t ) = ρ (ν0 si n(ω t ))2 (3.32)

Equation 3.33 hands out a energy distribution over time, t (s). As the importance of the time aspect is not
relevant when considering the maximum energy applied, a different approach method should be enforced.
As the total energy consists of a combination of potential and kinetic energy, both equal to Wki n = Wpot =
0.5 m v2 (J) (where the mass is indicated by m (kg) and the velocity with v (m/s)), the total energy will be
calculated according to ??. The mass used in this equation relates to the mass of the impact hammer, mH

(kg).

W0 = 0.5 mH v2
0 (3.33)

3.2.2. Application to vibratory pile driving
"During vibratory driving, the whole system of vibrator and pile moves simultaneously up and down with the
same displacement amplitude and acceleration. This means that the vibrator-pile system can be assumed to
be a rigid body and that the wave propagation in a vibratory driven pile/sheet pile can be neglected" Viking
[120]. The pile plus vibrator move simultaneously up and down, resulting in the same frequency and no
need to integrate hammer-pile impedance analogy. Due to this fact Equation 3.17 and Equation 3.18, for
the calculation of the vibration transmission efficacy of the shaft and the toe of the pile ES (-) and ET (-)
respectively, will be adjusted to Equation 3.34 and Equation 3.35 respectively, with the use of the vertical
component of the centrifugal force Fv,vi br (N) calculated with Equation 2.42.
[NOTE that when the relation stated in Equation 3.36 and Equation 3.37 is not true (resulting in no rigid body)
the impact force to the pile and therefore also the vibration transmission efficacy’s are calculated according to
the method of Massarsch and Fellenius [80]. Furthermore care needs to be taken to the choice of disturbance
factor RR (-) and the factor taking account for strain-softening Rc (-). The method of installation is different
(different vibration frequencies used) so that exes-pore water pressure can play a role in soil behavior and
therefore also in the wave propagation behavior.]

ES,vi br =
RS

Fv,vi br
(3.34)

ET,vi br =
RT

Fv,vi br
(3.35)

The wave length and amplitude can be determined from all the formulations presented in Chapter 2. Deckner
[34] and Whenham [124] present two more relations regarding the definition of a rigid body (see Equation 3.36
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and Equation 3.37). Since earlier in this section is stated that wave propagation within the (sheet)pile as a
result of this can be neglected.

T

4
= 1

4 fd
≥ t = 4 LP

cP
(3.36)

"The rule of thumb is that one-fourth of the time period T (s) for the chosen driving frequency, fd (Hz), should
be equal to or greater than the time, t , it takes for the stress wave to travel 4 Lp (m) of the pile" Deckner [34].
A similar relation is given by Whenham [124], where fn (Hz) is the longitudinal natural frequency of a free
slender bar and cP (m/s) the longitudinal wave velocity in the pile.

fd ≤ 0.1 fn = cP

20 Lp
(3.37)

3.3. Theoretical Methods
The aim for a better insight in the prediction of vibrations has led to the development of theoretical models.
These models use advanced computer software to solve dynamic problems related to wave propagation and
all sorts of other dynamic related problems. This section outlines the most relevant models developed for the
estimation of wave induced vibrations by pile driving.

3.3.1. Influence zone around a closed-ended pile during vibratory driving
Ekanayake [41] investigated the effect of wave propagation on the surrounding soil when installing closed-
ended steel piles with a vibratory hammer. The aim of the investigation was to underline the soil and vi-
brator properties influencing the wave propagation. The research was performed using an elastic-perfectly-
plastic soil model and performed by the commercial software ABAQUS/Explicit finite element program [3]
(see model in Figure 3.13). In this program an explicit central difference time integration is used to model a
dynamic analysis of the vibratory pile installation. With the use of Hermite cubic shape functions the con-
stitutive material behavior is applied to the entire grid and integrated in the general equation of motion (see
Equation 4.53). "The numerical modeling technique adopted for the analysis takes into account the large soil

Figure 3.13: ABAQUS model results in a visual format according to Ekanayake [41]

deformations around the pile during driving and is based on the Arbitrary Lagrangian Eulerian technique"
[41]. This method preserves the quality of the mesh during pile driving by the so called adaptive meshing
technique. According to Ekanayaka [41] and ABAQUS Inc. [3] this techniques makes sure that the same num-
ber of elements in the initial mesh is preserved throughout the analysis but elements are readjusted to avoid
the distortions otherwise inherent in small strain finite element procedures. Linear four-node axisymmetric
elements with reduced integration (CAX4R) in the ABAQUS/Explicit are used to model the soil around the
pile.
A combination of the two makes it possible to model dynamic problems without having to model a sufficient
large domain to overcome the disturbance caused, at the point of interest, by the reflection of the waves at the
boundaries. Ekanayaka [41] explains that the boundaries of the model are according to the principle carried
out by Zienkiewicz [132] and Lysmer [74] as shown in Figure 3.14. This boundary condition was compared
with the boundary condition carried out by Deeks [36]. Due to the fact that the boundary condition proposed
by Deeks does not show rigid body motion and therefore makes it possible to reduce the ground settlements
at the boundary to zero making this the condition choice for the final model. Du and Zhao [40] proposed a
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Figure 3.14: Boundary conditions used in the ABAQUS model carried out by Ekanayaka [41], a) infinite element principle according to
Zienkiewicz [132], b) the viscous wave transmitting boundaries according to Lysmer [74]

Figure 3.15: Boundary conditions used in the ABAQUS model carried out by Ekanayaka [41], the principle carried out by Deeks [36] a)
Shear boundary, b) dilation boundary

wave transmittive boundary like Deeks, but then with the use of negative masses for the dilative boundary.
Since ABAQUS can’t handle negative boundaries for explicit calculations, this boundary is not an option.
An extensive parameter study was carried out, listed below, to investigate the different factors influencing the
wave propagation.

• The driving force: investigate the influence in the far field by varying the amplitude and frequency of
the waves applied by the vibrator.

• Rigidity index: Changing the shearing stiffness G of the soil with no change in void ratio ν (rigidity
index G/su).

• Material damping: Verification of the magnitude of the material damping of the soil by comparison
with field data carried out by [11], [65] and the effect on wave propagation.

Two different types of vibratory pile driving were used in this case study. Vibratory pile driving with frequen-
cies of 28 and 40 Hz respectively named (normal) vibratory pile driving and driving frequencies of 80 and
150 Hz also known as resonant pile driving (according to the specifications given by ABI GMBH [5] and Res-
onance Technology International [56] respectively). Resonance pile driving is used when adjacent structures
are highly sensitive to vibrations. This advanced form of vibratory pile driving uses high frequencies and re-
duced operating forces. These high frequencies, with low amplitudes, cause less damage in certain situations
to adjacent structures. To give good predictions of these magnitudes and to investigate in what situations
these vibratory rigs should be used, this study is performed.
From the study could be concluded that for (normal) vibratory pile driving the more critical situation is when
driving the pile tip close to surface level compared to situations where the pile tip is deeper located within
the soil body. Resonance vibratory pile driving relates to a higher influence zone compared to the (normal)
vibratory pile driving, but with a lower amplitude of the Peak Particle Velocity (PPV). Ekanayaka [41] there-
fore concludes that resonance vibratory pile driving is a better suited method when dealing with vibration
sensitive adjacent structures.
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Since the stiffness of the soil varies with location a good insight into the influence, governed by this soil prop-
erty, is mandatory. Ekanayaka [41] concludes that at lower frequencies, radial influence zone is governed by
the lower rigidity indexes giving larger influence zones but for higher frequencies, radial influence zone is
governed by PPVs extracted for higher rigidity indexes. For lower frequencies a high soil rigidity index relates
to high PVVs near the pile and the attenuation of the PVVs is high with respect to the distance of the pile and
vise-versa for low rigidity indexes of the soil. For the high frequencies there is no clear correlation discovered
with respect to the influence zone.
"Rayleigh damping is applied to the soil domain in order to introduce material damping, as described in
ABAQUS Inc. [3]" [41]. The model deals with both low and high frequency waves, induced by the vibratory
rigs, and therefore the Rayleigh wave damping is used. In agreement with Ekanayaka [41] its properties con-
sist of both stiffness (dealing with forces generated by strain rates of the model) and mass proportional damp-
ing (dealing with forces generated by velocities of the model). For the model carried out by Ekanayaka [41]
only material damping was used, applied as damping stress σd (kPa) calculated according to Equation 3.38
and Equation 3.39.

σd =βR Del ε̇ (3.38)

The damping stress is proportional to the viscous damping parameter βR (s) (see Equation 3.39), the elastic
stiffness matrix Del and the strain rate ε̇. A parametric study was carried out varying 2-20% of the critical
damping, described by the fraction of the critical damping ξ (%).

βR = 2 ξ

ω1
(3.39)

Equation 3.39 describes the viscous damping parameter relating the fraction of the critical damping ξ (%) to
the first frequency mode of vibration ω1 (Hz) (explained further on in this report). In comparison with field
measurement data Ekanayaka [41] concluded that 2% material damping was a sufficient amount. Relations
for the prediction of the Peak Particle Velocities (PPVs) were drawn out for different frequency rates described
in Equation 3.40, Equation 3.41 and Equation 3.42 accounting for 40, 80 and 150 Hz respectively. Here r (m)
describes the distance from the pile and D (m) the diameter of the pile. These equations are according to
Athanasopoulos [11] and modified for the high frequency rates (80 and 150 Hz) by Ekanayaka [41].

PV V = 32 r−1.5 (3.40)

PV V = 34
( r

D

)−1.5
(3.41)

PV V = 25
( r

D

)−1.5
(3.42)

3.3.2. Dynamic soil-structure interaction formulation (EDT-model)
Masoumi [77], [78], [79] and [106] developed a method for the prediction of free-field vibrations (in the far
field) due to impact and vibratory pile driving. A coupled sub-domain made it possible to simulate plastic
strains developed around the pile and linear elastic behavior for the soil domain further from the pile. "Dur-
ing pile driving, the transmitted energy through the soil is very high and causes plastic deformations in the
near field. In the far field, however, reported data show that the induced vibrations cause deformations in
the elastic range" Kim [65]. A sub-domain formulation for dynamic soil-structure interaction, developed by
Aubry [15], is used for the model build up. The model is build up by a coupled Boundary Element Method
(BEM) model (see also Kirup [66], Pyl [99], Francois [43], Costabel [30]) Finite Element Method (FEM) model
(see also Mackerele [75], Smith [108], Serarogle [107]) representing each a part of the sub-domain. The BEM
model is used for the soil domain (also named far field) and the FEM model is used to simulate the pile plus
the soil near the pile (also named near field) (see Figure 3.16). In the program the general equation of mo-
tion is solved to obtain the solution spectrum (see Equation 4.53). Masoumi [77] states three general points
causing ground motions due to pile driving:

1. The source parameters: The method of driving governs the energy released plus the depth of the pile
is of influence.

2. Interaction: The interaction between the driving equipment, the pile and the soil (this is also what
Massarsch and Fellenius [80] used in their approach).
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Figure 3.16: (a) Geometry of the sub-domains and (b) the scattered wave fields according to Masoumi [77]

3. Propagation: The propagation of the wave through the pile and the soil respectively.

The soil and pile impedance govern the dynamic soil-structure behavior and are therefore very important
factors in the determination of the vibration response. According to Masoumi [77] the dynamic impedance
of the soil is calculated by means of a boundary element formulation based on the Green’s function of a hori-
zontally stratified soil. The impedance of the pile is incorporated in the determination of the soil impedance
by means of the program MISS (see [77]). Masoumi [77] made some model hypothetical assumptions as
stated below:

• The soil medium is elastic with frequency independent material damping (hysteresis damping).

• No separation is allowed between the pile and soil medium.

• All displacements and strains remain sufficiently small.

• The soil stratum, used for the calculation model is horizontally layered.

From the results of the model, shown in Figure 3.17, could be concluded that the highest intensity of the waves
(marked with the black color) is due to Rayleigh waves, when the wave propagates further from the pile. This
is what could be expected, since Rayleigh waves experience the least damping as shown in Figure 2.13 in
Chapter 2. The shear waves generated by the shaft of the pile propagate in radial direction and the cylindrical
waves caused by the pile toe propagate in spherical direction what could be expected from the theory carried
out by Woods [127] and shown in Figure 2.9 from Chapter 2.

Figure 3.17: The norm of the particle velocity in a homogeneous half space due to vibratory pile driving at 20 Hz for penetration depths
(a) 2 m, (b) 5 m and (c) 10 m according to Masoumi [77]

3.3.3. Nonlinear analysis of pile driving using the finite element method
Serdaroglu [107] investigates the effect of soil plasticity pile penetration length and hammer energy on ground
induced vibrations due to pile installation by means of a numerical Finite Element Method (FEM) analysis
with the use of ABAQUS software [3]. By including factors like stated below, he claims to improve the precision
of the model simulation with respect to the real vibrations. With the use of Hermite cubic shape functions the
constitutive material behavior is applied to the entire grid and integrated in the general equation of motion
(see Equation 4.53).

• Geostatic stresses prior to the dynamic analysis

• Elasto-plastic behavior of soil

• Shear slip at the pile-soil interface
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Serdaroglu [107] uses the same boundary elements as proposed by Ekanayaka [41] to minimize the calcula-
tion time needed and to convert the boundaries into non-reflective boundary elements. Also modification of
the boundary conditions proposed by Liu [72] are investigated (and used as the final choice).
From the study can be concluded that the embedded length of the pile has a big influence on the area close to
the pile, but no influence in the far field (as shown in Figure 3.18). The study concludes that the amplitudes

Figure 3.18: Peak particle velocity vs. scaled distance from the pile for different pile embedded lengths according to Serdaroglu [107]

in softer soils (lower stiffness) are higher than in soils with higher stiffness’s, but the Peak Particle Velocity is
lower for a low stiffness soil compared to high stiffness soils.
The energy transmitted from the hammer has a big impact on the PPVs of the waves generated. The higher
the wave energy the bigger the magnitude of the PPV is (higher the force the higher the wave energy).
Figure 3.19 shows a graph including the magnitude of the PPVs at different depth related to different dis-
tances from the pile. This graph is of interest related to this master thesis, since it can give an insight into the
magnitude of the waves at depth (from the pipe structure). It can be concluded from this figure that the PPV
is highest near the pile for all depths and that the deeper you go, with respect to the toe of the pile, the higher
the impact is for this particular case (where the pile toe is embedded at -18 m from surface level).

Figure 3.19: Peak vertical velocity vs. distance from the pile at different depths according to Serdaroglu [107]

3.3.4. Finite Element Method (Plaxis)
Whenham [124] made a comparison between measured data, he obtained from field tests for vibratory sheet
pile driving and calculations performed with the commercial FEM software Plaxis [25]. This model is shown
in Figure 3.20 and consists of non reflective boundaries on the bottom and right hand side of the model.
These boundaries can only deal with compression waves and not with shear waves (which will be reflected
back). Therefore Whenham [124] used large model dimensions, with respect to the problem geometry, so
that reflection of waves would have no significant influence on the model results. Assumed is that the force
is equally distributed along the pile length. The hysteretic material behavior is used to solve the general
equation of motion (see Equation 4.53). In the model, plastic material behavior, with the incorporation of the
hysteresis, leads to energy loss within the soil body. Due to this phenomena, non-linear material behavior
is included within the constitutive behavior of the material model. This assumption is made since the main
focus of the study relates to the attenuation profile of the wave in the soil. "For this kind of study, it may be
expected that the error made by simulating the shaft friction by point loads is smaller than the error made by
neglecting the nonlinear degrading behavior of soil at the pile-soil interface" Whenham [124]. The calculation
is not only compared with the measurements carried out, but also with the model proposed by Masoumi [77]
(see Figure 3.21) and therefore also consists of linear elastic soil behavior. Damping of the system is drawn
out by the use of Rayleigh damping properties of the soil. From Figure 3.21 could be concluded that both
models have a good agreement with the measured field data. Both numerical models show a similar model
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Figure 3.20: Plaxis model according to Whenham [124]

performance with respect to the field data. A down point of the Plaxis calculation is the mesh size needed to
perform the calculations without reflection disturbance in the calculation. [NOTE that all results are drawn
out in a dimensionless manner. This is performed to graphically compare the results with each other]

Figure 3.21: Comparison between Plaxis model, EDT-model and field measurements at surface level according to Whenham [124],
Masoumi [77]

3.4. Conclusion
In this chapter numerous models for the evaluation of vibrations induced by pile installations are carried out.
The models are divided into three categories: 1) Empirical models; 2) Engineering models; 3) Theoretical
models. Empirical models exist of relations between empirical factors obtained by laboratory or field tests.
These methods mostly require a good engineering judgment and experience for application. Engineering
models are developed for the application by engineers. They apply physical laws and translate them into a
simplified model, which is easy to use (necessary for a quick engineering judgment).
The method carried out by Attewell and Farmer [13] describes the relation between the energy W as an input
of the system to the wave velocity ν as a result of the energy. Although this is a very quick method for the
estimation of the wave velocity the method is very inaccurate (there is a 31% of under-estimating the wave
velocity according to Attewell [13]) and can only be applied for impact pile driving. Also no distinction is
made related to the distance r that need to be used in the relation. This will lead to inaccuracies as well
since the vibration estimations would not be related to the depth of the pile toe with respect to the surface
level. Most commonly used in the direct distance from the pile to the source (but application of the distance
between the pile toe and the source is also be a correct approach).
The method proposed by Wiss [125] shows a similar relation as model proposed by Attewell and Farmer [13].
By addition of an extra attenuation factor n a better model performance was obtained with respect to field
measurements. On the other hand, the down points connected to the Attewell and Farmer model [13] are of
similar manner, since addition of an extra parameter does not change to limitations of the original model.
CUR 166 [1] used field measurements from all over the Netherlands to develop an empirical method for vibra-
tion predictions. This method is only applicable for the Netherlands, since the empirical factors, used in the
descriptive relation, only relate to regions in the Netherlands with similar soil conditions. Another imperfec-
tion of this method is its conservative manner. Due distribution of the Netherlands in regions, safe empirical
factors needed to be considered to ensure low risk.
Two decades after the proposed method by Attewell (1973) [13] a renewed method was proposed by Attewell
[14]. This method build up on the existing model, but modifications by means of quadratic regression curves
(instead of linear regression curves) were implemented to overcome the shortcomings of the linear regression
curves used in the old model. Implementation of risk assessment led to three model regression curves related
to levels of probability:
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1. Best fit: The best fit/mean of measured field data. 50% of the data lie below/above this regression curve.

2. Half-standard deviation: Used for normal construction works and includes 69% of the field data.

3. One standard deviation: Regression curve involves 84% of the field data and is used when high risk
structures are involved.

Model limitations are identical to the model proposed by Attewell [13] in 1973. Model improvement on the
other hand is obtained by implementation of risk related probability factors.
By the use of physical laws Massarsch and Fellenius [80] achieved a method capable of handling spherical
waves produced by the pile tip; cylindrical waves arising from the pile shaft friction with the soil and sur-
face waves originating when body waves come in contact with the surface. Integration of vibrator-pile and
pile-soil interaction schemes in combination with formulation of the wave propagation within the soil led
to realistic model results. The use of simple physical laws including known model parameters make it pos-
sible to obtain model results without the use of empirical factors (accept the use of the remoldiation factor,
which is a limitation of the model). The implementation of the critical distance, which describes the distance
from the pile where Rayleigh/surface waves are developed translates into pragmatic model outcomes. "An-
other uncertainty is the superposition of ground vibrations during pile penetration, as the wave propagation
process from different depths and sources (at different frequencies) can lead to superposition or canceling
of vibration amplitudes" Massarsch and Fellenius [80]. Furthermore the effect of reflection and refraction
within the soil layers is not incorporated into the model, what effects the outcome. Although this model rep-
resents a simplified approach, it gains its strength in usability and reliability due to the possibility to recognize
the effect of different input parameters and their response on ground vibrations. Impact pile driving is the
only application for which this model is applicable, making it not possible to use it for vibratory pile driving
without modifications.
Application of the method proposed by Massarsch [80] to vibratory pile driving is suggested by Whenham
[124]. The modification is applied to the vibration transmission efficacy of the shaft and the toe of the pile
respectively. Care need to be taken in the choice of remoldiation/strain-softening factor since exes-pore water
pressure build-up plays a role in the soil behavior related to vibratory pile driving (longer duration of the
applied force leads to less dissipation of exes-pore water pressure, especially in soils with low permeability
properties like clays and peaty soils). Furthermore two boundaries are stated correlating the length of the pile
to the rule of a rigid body and the application to the vibration transmission efficacy. Similar limitations can
be expected from this model as the method proposed by Massarsch [80].
Theoretical models use numerical techniques, applied to a geometric representation of the problem, to ap-
proximate the solution. Reliability of these models can be low since approximation of the solution with nu-
merical methods leads to a truncation error (which in most cases is very small and does not play a role). The
number of required unknown parameters can lead to unreliable model outcomes as well. Therefore a good
understanding of the meaning of the parameters and their consequences on the model behavior is required
to sustain reliable solutions.
Wave propagation effects on the surrounding soil caused by installation of closed-ended steel piles by means
of vibratory hammering was investigated by Ekanayaka [41]. With the help of the commercial Finite Element
Software ABAQUS/Explicit [3] an elastic-perfectly plastic soil model could be incorporated. Hardening and
softening laws lead to a better representation of soil behavior, but are not incorporated in the model due to
complexity. The application of non-reflective boundaries led to a reduction of the disturbance from reflective
waves and their effect on the model results. Extensive parameter studies were carried out to investigate the
sensitivity of the model to different factors (the driving force; rigidity index; material damping). The study car-
ried out entails good understanding of the individual parameters and their sensitivity concerning the model
outcome. Relations for the Peak Particle Velocity (PPV) are obtained correlated to the direct distance between
the pile and the point of interest.
A coupled Boundary Element Model (BEM) Finite Element Model (FEM) approach for the investigation of
wave propagation as a result of vibratory pile driving was proposed by Masoumi [77]. By using a sub-domain
formulation for the dynamic soil-structure interaction both linear-elastic soil behavior in the far field and
elasto-plastic soil behavior around the pile was incorporated. Model results showed the development of
body waves near the pile and domination of Rayleigh wave in the far field near the surface. Furthermore the
essence of the method of driving, interaction between the soil and the pile; depth of the pile and propagation
of the wave through the soil were outlined as the most important factors governing the vibration emission
due to pile driving.
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Serdaroglu [107] developed a similar model in ABAQUS as Ekanayaka [41]. By incorporating geo-static stresses
prior to the dynamic analysis and shear slip at the pile-soil interface he claims to improve the precision of the
model simulation. Comparison with field data show a good similarity between the modeled and measured
data. The study showed that the embedded length of the pile as well as the energy transmitted by the hammer
have a big impact on the magnitude of the PVV at the point of interest.
Comparison of a non-linear material behavior of the Plaxis model and the linear material behavior of the EDT-
model with field data was carried out by Whenham [124]. The study showed that both the Plaxis and EDT-
model fit the measured data well and have a similar model performance related to the field data (although
the Plaxis model includes non-linear material behavior). Due to the conclusions made by Whenham [124],
the more simple linear material behavior can be used as constitutive material behavior in this Master Thesis
research project.
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4
Dynamics of the pipe structure

Simplification of a model without reduction of performance is what every scientific technical research is aim-
ing for. Awareness of the consequences linked to the model reductions is of great importance. In this Master
Thesis project the effects of propagating pressure waves on buried pipe structures are investigated by means
of analytic and numerical methods. Finding a suitable method for modeling the pipe structure is aimed for
in this chapter. Important is that the pipe structure model should be developed in such a way that direct
coupling with the model calculating the Peak Particle Velocity is possible. The pipe structure model will be
represented in accordance with the general equation of motion as described by Equation 4.1. This chapter
applies the simplification principle on the build-up of a model for a pipe in the subsurface exposed to ground
vibrations. The vibrations are induced by pile installation what leads to a coupling of a vibration estima-
tion model with the proposed models for the pipe summarized in this chapter as visualized in Figure 4.1 and
Figure 3.1

Figure 4.1: Focus of the chapter in conjunction to the total master thesis research model: Dynamics of the pipe structure, modified after
Deckner [34]

4.1. System representations
The general equation of motion, according to Clough [28], Metrikine [86], Dijk [117], Spijkers [109], Hilster
[53] and de Brabander [33] is (including viscous damping) described by Equation 4.1. Single Degree Of Free-
dom systems (SDOF), Multiple Degree Of Freedom systems (MDOF) as well as a Continuous System (CS),
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explained in further detail in this chapter, use this relation as the basis.

m ẅ(t )+ c ẇ(t )+kw(t ) = q(w, t ) (4.1)

In the solution spectrum, of the system considered, the imaginary part of the eigenvalues corresponds to the
frequency of the vibration and the real part to the decrements/increments of the vibration. Instability of a
linear system of vibrations is reached if at least one of the eigenvalues has a positive real part.

4.1.1. Single Degree Of Freedom system (SDOF)
The most straightforward model representation is in the form of a Single Degree of freedom system (SDOF).
This type of model representation quantifies its characteristic behavior with the use of Equation 4.1. As the
name states, only one degree of freedom (related to the movement of the system) is possible. Clough [28]
states that a SDOF system can be characterized with a single lumped mass that is constrained so that it can
move only in a single fixed direction and its response may be expressed in terms of a single displacement
quantity w(t ).

4.1.2. Multiple Degree Of Freedom system (MDOF)
Multiple Degree Of Freedom systems (MDOF) is a system representation existing of N-degrees of freedom.
This system can exist of a coupled or an uncoupled structure.

• Coupled system structure: When an element is coupled to another element; an element of the system
influences more than one degree of freedom. The matrices are not symmetric and therefore solving the
system as a whole is mandatory.

• Uncoupled system structure: Every element of the system refers to one degree of freedom. The sys-
tem can be solved as multiple (N x) SDOF systems, since there is no coupling between the structures
present.

Exhibition of the general representation of the equation of motion for MDOF systems is ensured by Equa-
tion 4.2. Here the displacement vector {w(t )} is influenced by individual system matrices [M ], [C ] and [K ].

[M ] {ẅ(t )}+ [C ] {ẇ(t )}+ [K ] {w(t )} = {
q(w, t )

}
(4.2)

4.1.3. Continuous system (CS)
Embodiment of a 1D-structure scheme with continuous properties throughout the entire system is entitled
as a Continuous System (CS). Due to the correspondence between the system properties and their linked
internal activity patterns, simplification in the form of one system of equations can be accomplished. The
solution spectrum, in the form of displacement, depends both on space and time. The spacial part is linked
to the position in the system affiliated to the requested answer (see Figure 4.12). Accomplishment of these
type of system depictions is achieved further on in this chapter.

4.2. Modeling of damping
Kinetic and potential energy are involved in the process of an oscillatory deformation according to Jia [60].
This process will in any case lead to dissipation of energy in the form of thermal energy, also known as the
process of damping. "Damping is the energy dissipating property of materials and members undergoing time
dependent deformations and or displacements" [44]. Material behavior involves elastic and plastic behavior
depending on the force applied. The proposed damping mechanisms in this section coincide with elastic
material behavior used for the pipe structure itself as well as the support material, the soil. Plastic material
behavior is not taken into account throughout this thesis. Dissipation of energy is the main process involved
in damping and is therefore the main driving force for the models proposed in this section. Jia [60] categorized
the main damping mechanism by means of physical processes involved (see Figure 4.2).

4.2.1. Viscous damping
"This form of damper dissipates energy by applying a resisting force over a finite displacement through the
action of a piston forced through a fluid-filled chamber for a completely viscous, linear behavior" Kareem
[63]. Damping with the use of the viscosity principle, named viscous damping, is conducted in case of purely
elastic deformation limits. Kramer [69] and Jia [60] state that in case in-elastic material behavior, reached after
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Figure 4.2: Categories of damping modeling according to Jia [60]

Figure 4.3: Figurative representation of a viscous damping element (also named dashpot) modified after Jia [60]

larger deformation has occurred, the determination of a variation in damping coefficient, which depends
on the deformation amplitude, can be established by approximating a damping value corresponding to the
expected deformation amplitude level at the deformation close to the linear elastic limit. Viscous damping
can be used to model the response behavior of soil undergoing cyclic loading.

Figure 4.4: Responds of the system to viscous damping according to Metrikine [86]

Linear viscous damping
Linear relation for the viscosity term c, established by Clough [28], is expressed in terms of the specification
procedure of Equation 4.3. The expression relates the mass m (kg), damping coefficient ξ (%) and the natural
frequency ωn (Hz) to the viscosity term c.

c = 2 m ξ ωn (4.3)

Conclusions related to linear damping can be made by the parameter sensitivity of the model projected by
means of Figure 4.5. This figure shows that without damping ξ = 0 the frequency ratio β = ω̄

ωn
(where ω̄

is the frequency of the load working on the system) will tend to infinity when β = 1 (so when the system
reaches the resonance frequency ω̄ = ωn). "The ratio of the resultant harmonic response amplitude to the
static displacement which would be produced by the force is called the dynamic magnification factor D"
Clough [28]. It is impossible to reach an infinitive large increase of frequency by resonance when applying
viscous damping in the system, since the system will tend to converge to a certain equilibrium situation (see
Figure 4.6).

Rayleigh viscous damping
Determination of the viscosity term c, related to the dashpot principle, can be applied with the use of the
Rayleigh viscous damping method. Lanzo [70], Youssef [129], Jia [60], Oller [93], Clough [28], Rao [101] state
all that the definition of Rayleigh damping is the linear combined effort of mass proportional αR [M ] and
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Figure 4.5: Variation of dynamic magnification factor with damping and frequency according to Clough [28]

Figure 4.6: Response to resonant loading, β= 1 for at-rest initial conditions after Clough [28]

stiffness proportional βR [K ] damping described by Equation 4.4.

[C ] =αR [M ]+βR [K ] (4.4)

The relation multiplies the Rayleigh damping parametersαR andβR with the mass-matrix [M ] and the stiffness-
matrix [K ] to obtain the Rayleigh damping-matrix [C ]. The physical definition of the Rayleigh damping-
matrix is implemented in graphical form displayed in Figure 4.7.

Figure 4.7: Variation of viscous damping as a function of period and frequency using Rayleigh damping formulation modified after
Clough [28]

[Note that in Figure 4.7 the stiffness proportional part is frequency depended but follows a linear relation
proportional to the frequency, whereas the mass proportional part does not.]
According to Youssef [129] both the mass αR and stiffness proportional βR Rayleigh damping parameters
can be obtained by solving the system of equations described by Equation 4.5. (when the damping ratio ξ is
frequency depended). In these relations different frequencies (modes) are used, characterized by m and n.

1

2

[
1

ω(m)
ω(m)

1
ω(n)

ω(n)

]{
αR

βR

}
=

[
ξ(m)

ξ(n)

]
(4.5)
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Figure 4.8 outlines the capability of the Rayleigh damping method and delineates the frequency depended
inner workings of the system described in Equation 4.4. Important to underline is, that here not only the
mass proportional part is frequency dependent but also the stiffness proportional part. Youssef [129] explains
that care needs to be taken in the choice of the frequency depended modes. "The Rayleigh viscous damping
formulation represents an approximate solution and has some important features and limitations" [129],
[28]. Caution is required since frequency values outside the domain chosen (in the case of Figure 4.8 is this
(D | 0.1 ≤ ω ≤ 1.0)) will result in significantly high damping and therefore ground motion content can be
filtered out. The lower limit, in the case of pile driving, corresponds with the natural frequency of the soil
ωn,soi l (Hz) and the upper limit of the domain to the excitation frequency ωex (Hz) resulting in (D |ωn,soi l ≤
ω≤ωex ). Higher frequencies than the excitation (as a result of resonance in the system) and lower values than
the natural frequency may occur in the system, but are not significant since they will be damped out due to
the corresponding high value for ξ. Clough [28] states that information of the frequency dependent damping

Figure 4.8: Variation of viscous damping as a function of period and frequency using Rayleigh damping formulation modified by Youssef
[129] after Clough [28]

ratio is seldom available, the frequency dependent damping ratio’s ξ(m) and ξ(n) are assumed to have the same
control sequence leading to: ξ(m) = ξ(n) ≡ ξ. Assuming the assumed simplification the resulting frequency
independent Rayleigh damping parameters can be obtained by the system described in Equation 4.6.{

αR

βR

}
= 2 ξ

ω(m) +ω(n)

{
ω(m) ω(n)

1

}
(4.6)

Extended Rayleigh viscous damping
Clough [28] specifies that the mass and stiffness matrices used to formulate Rayleigh damping are not the only
matrices to which the free-vibration mode-shape orthogonality conditions apply; in fact, it can be shown that
an infinite number of matrices have this property. This leads to a general relation for the estimation of the
proportional damping matrix build up out of any combination of these matrix’s (see Equation 4.7).

c = m
∑
b

ab [m−1 a]b ≡∑
b

cb (4.7)

For stiffness proportional damping a similar system of equations can be obtained for four natural frequency
modes (m, n, o and p) as drawn out by Clough [28] (see Equation 4.8) corresponding to four arbitrary chosen
Rayleigh damping parameters (αR ,βR , γR andλR ). The resulting variation of viscous damping corresponding
to the frequency applying the Rayleigh damping formulation is drawn out in Figure 4.9.

1

2



1
ω2

(m)

1
ω2

(m)
ω(m) ω3

(m)
1

ω2
(n)

1
ω2

(n)
ω(n) ω3

(n)
1

ω2
(o)

1
ω2

(o)
ω(o) ω3

(o)
1

ω2
(p)

1
ω2

(p)
ω(p) ω3

(p)



αR

βR

γR

λR

=


ξ(m)

ξ(n)

ξ(o)

ξ(p)

 (4.8)
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50 4. Dynamics of the pipe structure

Figure 4.9: Extended Rayleigh damping after Clough [28]

[Note that: "To simplify the figure it has been assumed here that the same damping ratio, ξx , was specified for
all four frequencies; however, each of the damping ratios could have been specified arbitrarily" Clough [28].
This also outlines the down-point of the application of this method, namely the complexity in the use (due to
the difficulty in parameter determination) and the model implementation.]

4.2.2. Hysteretic Damping

Figure 4.10: Figurative representation of a hysteretic damping element modified after Jia [60]

In a linear hysteretic damping consideration no accumulation of strains is considered. The accumulation of
strains are related to non-linear non-elastic small-strain stiffness principle as proposed by Benz [19]. Elastic
behavior is adopted to model the stiffness response of the soil, to the dynamic waves induced by pile driving
and the non-linear small-strain stiffness is therefore not further considered. Tatsuoka [110] outlined the rela-
tion of the shear-strain modulus G (kPa) to hysteretic damping and the determination of the damping ratio η
(-) (see Equation 4.9).

η= 1

2 π

∆W

W
= 2 K1

π

(
1− G

Gmax

)
(4.9)

Tatsuoka [110] relates the damping ratio to the dissipation of energy by the shear modulus G and the max-
imum shear modulus Gmax (related to elastic strains). The constant K1 influences the size of the area ∆W ,
as shown in Figure 4.11, which represents the energy dissipated per cycle. The stored energy (or also called
elastic energy) in the soil per cycle is defined as W . Jia [60] defined a figurative representation of a hyster-
atic damping element used for modeling hysteretic damping of soils. Cornejo [29] studies the phenomena
hysteretic damping extensively in the reaction of a moving sinusoidal load by the model representation of an
elastic half-space.

4.3. Models of continuous systems (CS)
For systems with similar properties throughout the 1D-domain Continuous system (CS) representation is
beneficial (as explained earlier in this chapter). In this section various Continuous System models are dis-
cussed including their broad potentials as well as argument outlines are accomplished.
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Figure 4.11: Stress-strain hysteresis loop for reverse loading according to Tatsuoka [110], Benz [19]

4.3.1. Euler-Bernoulli Beam model
Basis for most of the beam models is the Euler-Bernoulli beam approach, or also named the bending-beam
approach. This theory assumes that deformations from the beam are generated by a bending motion as stated
by van Dijk [117]. Boundary-conditions are essential for the beam’s behavior and are therefore extensively
considered in the model assumptions and initial conditions. According to Spijkers [109] these boundary-
conditions will be introduced in the solution manner of the differential equations applied.

Model assumptions
Derivation of the Euler-Bernoulli beam model is carried out by van Dijk [117], Spijkers [109] and de Brabander
[33] including the following model assumptions:

1. Perpendicular plane cross-sections, with respect to the neutral axis of the beam, in initial state will
remain a plane cross-section and perpendicular to the neutral axis of the beam.

2. Only small deformations can occur.

3. A linear elastic isotropic material is adopted ignoring the effect of the Poisson’s ratio of the material.

Derivation of the equations

Figure 4.12: Sign convention of the prismatic beam modified after Spijkers [109]

Derivation of the equations start with understanding the basics of the system. Therefore the normal force
N (N), moment M (Nmm) and the shear force V (N/mm2) are displayed in Equation 4.10, Equation 4.11
and Equation 4.12 respectively. The stress in the direction of the positive normal force is described by σ11
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(N/mm2) and the stress in the upward direction is the positive shear stress σ12 (N/mm2). All the forces and
stresses in the outward direction of the paper are assumed to be zero. The situation is displayed in Figure 4.12,
were the negative direction of X2 and the positive direction of X1 are shown.

N =
∫
σ11 d A (4.10)

M =−
∫

X2 σ11 d A (4.11)

V =−
∫
σ12 d A (4.12)

From the equations above can be concluded that the normal force N is the stress in the normal direction
integrated over the entire cross-sectional area. The moment is the stress in the normal direction multiplied
by the distance X2 (the eccentric distance the stress has with respect to the central line of the beam) and then
integrated over the entire cross-sectional area. And the shear force is calculated in a similar way as the normal
force, but then with the use of the shear stress (see Figure 4.13). Under the assumption that the shear force
and the moment are continuous and smooth along the entire beam the equilibrium of a two closely space
cross-sectional areas can be made. The equilibrium equations are stated for the normal force Equation 4.13,

Figure 4.13: Sign convention of the prismatic cross-section modified after Spijkers [109]

the moment Equation 4.14 and the shear force Equation 4.15 were the left side of the equation represents
the left cross-section and the right side of the equation the right cross-section of the beam. Since the cross-
sections are very closely space by a distance d X1 the left and right side are nearly equal to each other.

N ≈ N + ∂N

∂X1
d X1 (4.13)

M ≈ M + ∂M

∂X1
d X1 (4.14)

V ≈V + ∂V

∂X1
d X1 (4.15)

With the use of the assumptions made in 1) and 2), stating that only small deformations will occur and the
planes stay perpendicular to the neutral axis, the following relations can be obtained:

θ = t an(θ) = si n(θ) = d y

d X1
(4.16)

cos(θ) = 1 (4.17)

x1 = X1 −X2 si n(θ) = X1 −X2
d y

d X1
(4.18)

x2 = y +X2 cos(θ) = y +X2 (4.19)

The small deformation of the beam, with respect to the neutral axis, is represented as y ; x1 and x2 are the
new positions of the beam and X1 and X2 the old positions respectively; the rotation of the beam element
is described by the angle θ. Due to the assumption made in 2), related to small deformations Equation 4.20
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states the use of the small deformation matrix ¯εsmall . Further more the deformation matrix w̄ and the deriva-
tive of the deformation matrix 5w̄ , that are used to express the small deformation matrix, are carried out in
Equation 4.21 and Equation 4.22 respectively.

ε̄small =
1

2

[5w +5wT ]=
−X2

d 2 y
d X 2

1
0 0

0 0 0
0 0 0

 (4.20)

w̄ =
x1 −X1

x2 −X2

x3 −X3

=

−X2
d y

d X1

y
0

 (4.21)

5 w̄ =


∂w1
∂X1

∂w1
∂X2

∂w1
∂X3

∂w2
∂X1

∂w2
∂X2

∂w2
∂X3

∂w3
∂X1

∂w3
∂X2

∂w3
∂X3

=


−X2

d 2 y
d X 2

1
− d y

d X1
0

d y
d X1

0 0
0 0 0

 (4.22)

The constitutive law stated in point 3) of the assumptions states that the entire beam consists of a linear
elastic isotropic material. Therefore Hooke’s law, as stated by Ainola [7], of isotropic behavior can be applied
relating to a linear stress and strain distribution along the cross-section of the beam (see Equation 4.23).

σ11 = E ε11 =−E X2
∂θ

∂X1
=−E X2

d 2 y

d X 2
1

(4.23)

Equation 4.23 uses the fact that in Equation 4.20 only the first entry of the matix, namely ε11, consists of a
non-zero term. From this relation the moment M can be expressed by means of Equation 4.24 with the use
of Equation 4.25 describing the moment of inertia I (mm4).

M =−
∫

X2 σ11 d A = E
d 2 y

d X 2
1

∫
X 2

2 d A = E I
d 2 y

d X 2
1

(4.24)

I =
∫

X 2
2 d A (4.25)

The derivation of the shear force can be made with the use of the equilibrium of moments around a point
(
∑

M = 0):

M − (M + ∂M

∂X1
d X1)+ (V + ∂V

∂X1
d X1)−q d X1

d X1

2
= 0 (4.26)

V = ∂M

∂X1
(4.27)

Using Newton’s Second law stating the equilibrium of forces (
∑

F = m a) and ρ (kg/m3) as the material den-
sity of the beam this leads to the final relation describing the Euler-Bernoulli-beam equation of motion(see
Equation 4.32). In this representation the internal self-weight of the structure is neglected (in the final repre-
sentation of the equation) and the external force q(x, t ) is stated with a relation depending on position x and
time t . ∑

Fy = m a (4.28)

V +q(x, t ) d X1 − (V + ∂V

∂X1
d X1)+Fz = ρ A d X1

∂2w

∂t 2 (4.29)

q(x, t )+ρ A(X1) g − dV

d X1
= ρ A

∂2w

∂t 2 (4.30)

q(x, t )+ρ A(X1) g = ρ A
∂2w

∂t 2 + ∂2

∂X 2
1

(
E I

d 2 y

d X 2
1

)
(4.31)

When making X1 equal to x and working out the equation the final equation of motion for an Euler-Bernoulli
beam is obtained.

ρ A
∂2w

∂t 2 +E I
d 4 y

d x4 = q(x, t ) (4.32)

The generalized Euler-Bernoulli beam model considered no material damping, assuming an idealized linear
elastic spring as material behavior.
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4.3.2. Kelvin-Voigt model
When steel is considered as the construction material of the pipe, assuming a visco-elastic solid material,
the Kelvin-Voigt model is a good model choice. The model represents a linear elastic perfectly plastic behav-
ior that coincides well with the material behavior of steel. Taking into consideration that a concrete pipe is
modeled, this model approach would only be valid dealing with no cracks within the material.
The model builds up on the knowledge declared by the Euler-Bernoulli beam model and extends it with a vis-
cosity term. According to Meyers [87] and van Dijk [117] the stress-strain relation for this model is expressed
the relation in Equation 4.33. Hooke’s law is extended with an additional viscosity term, the Dynamic Modu-
lus of Elasticity E∗, that is dependent on a time-related strain term. The model approach can be characterized
by a parallel spring-dashpot system, representing the material damping.

σ(t ) =σel ast i c +σvi scous = E ε(t )+E∗ dε(t )

d t
(4.33)

The equation of motion can be derived in a similar manner as performed for the Euler-Bernoulli model and
is stated in Equation 4.34.

ρ A
∂2w

∂t 2 +E I
d 4 y

d x4 +E∗ I
∂

∂t

d 4 y

d x4 = q(x, t ) (4.34)

Specification of the Dynamic Modulus of Elasticity is given by the relation in Equation 4.35. This relation
consists of a real part, the Elasticity modulus E and an imaginary part directly proportional to the frequency
ω and the viscosity index η.

E∗ = E + i η ω (4.35)

To emphasize the inner workings of the model recall of the basic principles for damping mechanisms is re-
quired. In addition to elastic behavior, this model applies viscous damping. The viscous damping mechanism
is specified by the Dynamic Modulus of Elasticity E∗. This parameters contains a real part emphasized by the
elasticity modulus E and a frequency dependent imaginary part. The principle used in this model is similar
to viscous Rayleigh damping (conducting the same frequency dependent imaginary part) described by Lanzo
[70], Youssef [129], Jia [60] and also carried out earlier this chapter.

4.3.3. Timoshenko beam model
In addition to the disadvantages of the model assumptions made for the development of the Euler-Bernoulli
beam model, Timoshenko [113] established a model named Timoshenko beam model (see also Chen [27],
Ross [105] and Kocaturk [67]). The concept of perpendicular plane cross-sections, with respect to the neutral
axis of the beam, do not necessarily stay in plane after deformation has occurred (see Figure 4.14). Therefore
shear and rotational deformation phenomena are included within this model. Accumulation of shear and

Figure 4.14: Deformation of a Timoshenko beam (blue) compared with that of an Euler-Bernoulli beam (red) after Banerje [16]

rotational deformation spectra results in an additional term to the existing Euler-Bernoulli beam equation of
motion.

Quasi-static application
The supplementary discrete description of the equation of motion for a Timoshenko beam model is pre-
sented by Equation 4.36 and Equation 4.37, finally leading to the general equation described by Equation 4.38.

d 2

d x2

(
E I

dφ

d x

)
= q(x, t ) (4.36)
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d w

d x
=φ− 1

κ A G

d

d x

(
E I

dφ

d x

)
(4.37)

Leading to the general equation of motion for quasi-static Timoshenko beam model:

E I
d 4w

d x4 + E I

κ A G

d 2q

d x2 = q(x, t ) (4.38)

The displacement w (mm) is here proportional to the rotationφ (degrees); A (mm2) is the cross-sectional area
of the beam; E (N/mm2) is the Young’s or elasticity modulus of the material (of the beam); G (N/mm2) is the
shear modulus of the material (of the beam); I (mm4) the moment of inertia; κ is named Timoshenko’s shear
coefficient and can be determined, according to Timoshenko [114], for round solid pipes by Equation 4.39
with the use of the void ratio of the material ν.

κ= 6(1+ν)

7+6ν
(4.39)

Dynamic application
Thomson [112] derived with use of the quasi-static equation, the dynamic relationship describing the Timo-
shenko beam model. Similar to the quasi-static case the model can be represented as a time depended system
of equations determined by Equation 4.40 and Equation 4.41. The final relationship, for the dynamic appli-
cation of the Timoshenko beam model, is therefore captured by Equation 4.42. Numerical application of the
sophisticated model requires skilled computational knowledge and a large simulation time for the computer
to obtain the solution of the system.

ρ A
∂2w

∂t 2 −q(x, t ) = ∂

∂x

[
κ A G

(
∂w

∂x
−φ

)]
(4.40)

ρ I
∂2φ

∂t 2 = ∂

∂x

(
E I

∂φ

∂x

)
+κ A G

(
∂w

∂x
−φ

)
(4.41)

E I
∂4w

∂x4 +ρ A
∂2w

∂t 2 −
(
ρ I + E I P A

κ A G

)
∂4w

∂x2 ∂t 2 + ρ2 A I

κ A G

∂4w

∂t 4 − ρ I

κ A G

∂2q

∂t 2 +− E I

κ A G

∂2q

∂x2 = q(x, t ) (4.42)

4.4. Methods for linear systems
Main characteristics of linear systems are symbolized by linear independent systems of equations. In strait
conjunction with the linear independent systems are the symmetric matrices of the model, which are straight-
forward for a computer to solve. Methods to get solutions for these systems are drawn out in this section.
Eigen-frequencies and mode shapes, depending on the material properties, geometry of the structure and
the boundary conditions, are used in most methods to achieve the solution spectrum. Each mode-shape
depends on the number of degrees of freedom in a system and corresponds to its own natural frequency.
A very important principle holds only for linear systems: the superposition principle. The net response at
a given place and time of a system to individual induced forces is equal to the response of the system to all
forces combined as stated in Equation 4.43, Illingworth [55].

F (x1, x2, ..., xn) = F (x1)+F (x2)+ ...+F (xn) (4.43)

4.4.1. Modal superposition approach
The Modal analysis corresponds to a solving algorithm that uses natural vibration modes to determine the
solution spectrum of a vibrating system. "Rayleigh showed that if the damping matrix is a linear combination
of the stiffness and inertia matrices, the damped system will have classical normal modes" Caughey [26]. He
derived the relation of the normal modes to a linear system of equations including damping. "The essence
of Modal Analysis is the assumption that the response can be represented as a summation of eigenvectors
or mode shapes multiplied by an unknown time function" Metrikine [86]. The determination method, for
a system without damping, reveals the eigenvector x̂ corresponding to the eigenvalues of the matrices. The
system of equations solved will be:

Mü +Ku̇ = 0 (4.44)
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In order to find the natural frequencies of the system the determinant of the following system should be
solved:

det [−ω2M+K] = 0, (−ω2M+K)x̂ = 0 (4.45)

The solution of the solved system of equations is the matrix E (see Equation 4.46), consisting of all the eigen-
vectors of the system.

E = [x̂1 x̂2.....x̂n] (4.46)

According to van Dijk [117] the solution to the homogeneous, forced or damped system is found in the form
of a summation of the eigen-frequencies and the modes. The solution of the system is determined for each
mode, corresponding to a natural frequency and thus to an eigen-vector, by means of uncoupled equations
with use of the orthogonality principle applied to the modal mass and stiffness matrices of the system.
Down points of the method are related to the linearity properties of the system linked to the solution ob-
tained by summation of natural modes of the system. Non-linear matrices, comprehensive with frequency
dependent damping and leading to coupled natural modes, will not be solvable using Modal Analysis. "This
deviates from reality where increasing or decreasing damping ratios for higher natural frequencies are pos-
sible" Metrikine [86]. Rayleigh damping uses a proportional modal damping matrix related to the modal
stiffness and modal mass matrix to describe the damping in all modes Spijkers [109].

4.4.2. Fourier transform
The Fourier transform, also known as the discrete Fourier transform, emphasizes a determination method
of a system by means of solving the scheme within the frequency domain, Loof [73]. The general Fourier
transform is defined by Equation 4.47 according to Ratzkin [102].

F ( f )(ω) = f̂ (ω) = 1p
2π

∫ ∞

−∞
e−i xω f (x) d x (4.47)

Fourier transformation is a method, using a finite sum of small intervals, to describe a function (in the so-
lution spectrum) by means of harmonic functions (with different amplitudes), corresponding to these small
intervals. With other words an infinite sum of harmonic functions to approximate an existing function in
the frequency domain (see Equation 4.48, Loof [73]). "Here u is an integer for the Fourier coefficients and
j is an integer for the spatial domain of the input" Loof [73]. "The Fourier series of a vector with length n
results in a sum of sinusoidal terms, because terms of the form e i ax for real valued a can be decomposed into
cos(ax)+ i si n(ax), so a sine and cosine part" Loof [73].

F (x) =
n−1∑
u=0

[
n−1∑
j=0

v[ j ]e−i 2π
n u j

]
e i 2π

n ux for n = 0,1, ...,n −1 (4.48)

When the response signal contains various frequencies and therefore time dependent, obtaining a solution of
the system in the frequency domain with help of the Fourier transform is mandatory. The method is also very
powerful, in combination with numerical approximation methods, when dealing with non-linear systems of
equations as used in Itoh [57]. The solution can then be approximated within the frequency domain and
thereafter be transformed back to get the result.

4.5. Methods for non-linear systems
In contradiction with linear systems, non-linear systems of differential equations include coupled processes
that makes Modal Analysis (using the general solution approach) inaccessible. Modal Analysis defines the
general solution of the system to obtain the answer. Non-linear systems provoke an undetermined number
of outcomes, where no general solution exists.
Approximation methods for non-linearity use a linear viscous dashpot approach to model the combined
damping of the system to avoid complex mathematical analysis, van Dijk [117], Jia [60]. There are various
factors influencing the non-linearity of a system and the response. According to van Keulen [118] and van
Dijk [117] there are four main factors:

1. Non-linearity in the boundary conditions: Independent of the nature of the system itself, the bound-
ary conditions can result in a non-linear response of the system.

2. Geometrical non-linearity’s: The buckling of rods is an example that leads to a non-linear relationships
between deformation, displacement and forces and thus a non-linear response of the medium.
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3. Interaction with the environment: When construction material properties, like stiffness and strength,
change due to interaction with the surrounding environment this leads to non-linear behavior of the
system (related to time non-linearity characteristics of the material). An example of such a coupled
material behavior is investigated by Zhou [131], where the investigation of degradation of sheet pile
walls due to chemical processes in the subsurface was investigated.

4. Physical non-linearity: A system relates to linear behavior when the material behaves elastic. So in
case of small deformations due to induced vibrations, linear system behavior can be expected. But
when larger deformations occur, in for instance soil material, plastic or elasto-plastic non-linear be-
havior of the system takes place. Elasto-plastic soil behavior leads to hardening or softening of the
material and therefore influences the material stiffness that leads to non-linear stress-strain relation-
ship of the system. Benz [19] delineates an extensive study to non-linear soil behavior associated with
small strain stiffness.

4.5.1. Galerkin Method
The Galerkin method is categorized in the so called heuristic techniques, that approximate the solution with
periodic spectra. According to van Dijk [117] the accuracy of these methods is unknown and stability of the
solution spectrum obtained should be carefully considered.
Rao [101] states that the Galerkin Method is also classified as a weighted residual method, that works directly
with the governing differential equation and boundary conditions of a problem. The approximation method
needs a trial solution φ̄, that in general does not have to satisfy the general solution, to obtain a result. This
results in a measure of error defined by Equation 4.49 (for a one-dimensional problem). A and B are linear
operators of the general differential equation AW =λBW ; λ is the corresponding eigenvalue.

R(φ̄, x) = Aφ−λBφ (4.49)

Equation 4.49 shows that if the trial solution ¯phi (x) is exactly the eigenfunction Wi (x) and λ the eigenvalue
λi , the residual equals zero.
The Galerkin Method can be described, according to Rao [101], as a method where the solution of the eigen-
value problem is assumed in the form of a series of n comparison functions which satisfy all the boundary
conditions of the problem and is described by Equation 4.50.

φ̄(n)(x) =
n∑

i=1
ci φi (x) (4.50)

The individual coefficients of the zth eigenvector, c(z)
i , that need to be determined to relate the known com-

parison functions, φi (x). The Galerkin Weighted Residual is obtained by substitution of Equation 4.50 into
the general differential equation and results in Equation 4.51. In this residual λ(n) associates with eigenvalue
of the nnt trial solution. "The Galerkin Method is applicable to both conservative and non-conservative sys-
tems" Rao [101].

R = A φ̄(n) −λ(n) B φ̄(n) (4.51)

Pesheck et al. [96], Devulder et al. [38] and Rao [101] define a procedure where assuming the error of the
system goes to zero is allowed (as described by Equation 4.52). The procedure exists of: multiplication of the
Galerkin Weighted Residual with the comparison functions φ1(x),φ2(x), ...,φn(x); integrating over the entire
domain; setting the obtained answer to zero.∫ l

0
R(φ̄(n)) φi (x) d x = 0, i = 1,2, ...,n (4.52)

4.5.2. Numerical approach
Powerful numerical tools are nowadays available to approximate the solution of complicated systems of
equations and are therefore the most frequently used approach. Van Dijk [117] states that due to the complex-
ity of the non-linear systems, the quality of the obtained solution spectrum is hard to determine and therefore
validation by means of analytic or physical approaches is mandatory to verify the validity. "Exact/analytical
solutions to equations of motions are usually not possible if the excitations vary arbitrarily with time or if the
system is nonlinear" Kramer [69]. A more simplified non-linear approach of the system, serving as validation
model, is therefore required.
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The Direct Time Integration Method (DTIM) is a step-by-step numerical procedure to solve convoluted sys-
tems of equations. "In DTIM the general equations of motion are integrated using a numerical step-by-step
procedure, the term direct meaning that prior to the numerical integration, no transformation of the equa-
tions into a different form is carried out" Bathe [18]. Obligatory for the system is that all individual compo-
nents, including the excitation function, are deterministic (time-dependent), since the excitations varying
with time must be defined at every time step, Jia [60]. According to Jia [60] there are generally three types of
time-stepping procedures available for obtaining the responses:

1. Interpolation (normally linearly) of the excitation input between two adjacent time instants ti and ti+1.
This method is only applicable for linear systems.

2. Finite difference expression of acceleration and velocity. Non-linear systems can be solved with this
method.

3. Variation of accelerations. Applicable for non-linear systems.

"The most commonly used methods are the central difference method, the Houbolt method, the Wilson-θ
method, and the Newmark method" Bathe [18]. Numerical methods exist in two categories, namely explicit
and implicit numerical approach methods. These two categories are explained with the use of the general
equation of motion, taking place at time ti carried out in Equation 4.53 and with the use of ∆ti = ti+1 − ti .
[Note: The size of the time step ∆ti chosen can NOT exceed the critical time step of the system ∆tcr ]

M Ẅ ti +C Ẇ ti +K W ti = F ti (4.53)

Explicit Numerical Method
Central difference method:
The central difference method adopts a linear approximation, for the value of time ti , in the middle of the
two points ti−1 and ti+1 (between one calculation point earlier and one calculation point further in time
complementary with the time step ∆ti ). The first-and second order derivatives are estimated, according to
Bathe [18], with use of Equation 4.54 and Equation 4.55, respectively. Substitution of both approximations
and solving thereafter the system leads to the final solution of the general equation. The error made by the
estimation method is defined of the second-order (O(h2).

Ẇ ti = 1

2∆ti

(
W ti+∆ti −W ti−∆ti

)
(4.54)

Ẅ ti = 1

∆t 2
i

(
W ti−∆ti −2W ti +W ti+∆ti

)
(4.55)

Implicit Numerical Method
The Houbolt method:
Similar to the Central difference method, this method uses displacement components to determine the ve-
locity and acceleration terms. The difference here is that the method is implicit, meaning that it does not
determine the result at time ti but at ti +∆ti . Equation 4.56 and Equation 4.57, according to Bathe [18], com-
prise approximations for the velocity and acceleration terms at time ti +∆ti with use of the Houbolt method.

Ẇ ti+∆ti = 1

6∆ti

(
11W ti+∆ti −18W ti +9W ti−∆ti −2W ti−2∆ti

)
(4.56)

Ẅ ti+∆ti = 1

∆ti

(
2W ti+∆ti −5W ti +4W ti−∆ti −W ti−2∆ti

)
(4.57)

Newmark Method:
Depending on the choice of the value α and δ the Newmark method is either an extension of the linear accel-
eration method (α= 1

6 and δ= 1
2 ) or the trapezoidal rule (α= 1

4 and δ= 1
2 ). The method is visually represented

in Figure 4.15, were the terminology is outlined in detail. The approximation method consists of an error of
order two (O(h2)), relating to an average accurate estimation method.

W ti+∆ti =W ti +Ẇ ti∆ti +
[

(
1

2
−α)Ẅ ti +αẄ ti+∆ti

]
∆t 2

i (4.58)
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Figure 4.15: Newmark method/trapezoidal rule, modified after Bathe [18]

Ẇ ti+∆ti = Ẇ ti
[
(1−δ)Ẅ ti +δẄ ti+∆ti

]
∆ti (4.59)

Implicit Euler Method:
Closely related to the Newmark method and the Central difference method, the implicit Euler method es-
timates the value of the next time step W ti+∆ti by means of a linear extrapolation of the present value (see
Equation 4.60) and consists of an error of order one (O(h)), relating to a low accurate estimation method.

W ti+∆ti =W ti +∆t1 f
(
ti ,W ti

)
(4.60)

Runge-Kutta Method:
The general approximation approach of the Runge-Kutta method is described by Equation 4.61 and consists
of an error of order four (O(h4)), relating to a highly accurate estimation method.

W ti+∆ti =W ti + ∆ti

6
(k1 +2cot (k2)+2k3 +k4) (4.61)

Four different components are used to determine the displacement value of the next time step W ti+∆ti .
The four components of the approximation equation are carried out by Equation 4.62, Equation 4.63, Equa-
tion 4.64 and Equation 4.65.

k1 = f
(
ti ,W ti

)
(4.62)

k2 = f

(
ti + ∆ti

2
,W ti + k1∆ti

2

)
(4.63)

k3 = f

(
ti + ∆ti

2
,W ti + k2∆ti

2

)
(4.64)

k4 = f
(
ti +∆ti ,W ti +k3∆ti

)
(4.65)

4.6. Soil structure interaction
Comprehensive proficiency about the soil-structure interaction (soil-pipe interaction) is requisite to evolve
model boundaries that symbolize the wave transmission from the soil to the structure. Simplicity is aimed
for without reduction in model performance. The following section exhibit two possible model boundaries
that symbolize the soil-structure interaction for wave transmission related problems.

4.6.1. Direct force or displacement
The most simplified approach is the addition of a displacement or force, induced by ground vibrations in
the soil, directly on the pipe structure by means of a force or displacement vector, F̄ (x) or w̄(x), respectively,
depending on x (as represented in Figure 4.16). Assumption of direct transmission of forces/displacements,
from the soil to the pipe, is made to obtain this simplified approach. No soil-structure interaction effects are
hereby taken into account.

4.6.2. Indirect force or displacement
The indirect force or displacement method, to account for soil-structure interaction effects, is the extension
of the direct force/displacement model. The extension accounts for the delayed and damped effect caused
by the soil during transmission of the force/displacement. A higher accuracy can be reached when precise
soil conditions around the pipe structure are known. This fact directly relates to the down-side of the model,
were uncertainties of soil variation, soil contact area between the pipe and the soil and uncertainties in soil
properties lead to lower model accuracy compared with the direct force/displacement model.
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Figure 4.16: Direct force or displacement on pipe structure using Klevin-Voigt Foundation, modified after Metrikine [86]

Figure 4.17: Indirect force or displacement on pipe structure using Klevin-Voigt Foundation, modified after Metrikine [86]

4.7. Conclusion
Focus on the investigation of dynamic motion accompanying slender structures has been completed with the
aim for a simplified model approach. Modeling the pipe structure with the help of a structural dynamics ap-
proach and coupling this with the wave properties from the wave propagation model will satisfy the research
aim and the intention for simplification without a decrease in prediction performance.
System representations are revealed by three different descriptions: The Single Degree Of Freedom system
(SDOF); Multiple Degree Of Freedom system (MDOF); Continuous system (CS). As the pipe structure is an
embodiment for a CS likewise a MDOF system, the SDOF system is not further studied. The MDOF system as
well as CS can both be considered as model build up system representations.
To accomplish pipe structure modeling various approach methods for continuous system representations
are carried out. The Euler-Bernoulli method discussed is based on three model assumptions to retrieve a
continuous derived equation, that directly relates to the configurations down points. Shear forces within
the beam model can not be taken into account due to the fact that perpendicular plane cross-sections stay
in plane related to the neutral axis. On the other hand, the pipe will not only experience small oscillating
deformations induced by the dynamic wave, but also exist of a homogeneous material (steel). Both point
2) and point 3) of the model assumptions, mentioned in this chapter, are therefore not down points related
to this problem case. The Kelvin-Voigt model has the Euler-Bernoulli theory integrate with an additional
frequency dependent material damping as also used in the Rayleigh damping methodology. As complexity
of the theory is higher than Euler-Bernoulli’s theory and in this case complexity does not necessarily improve
model quality, this model is not recommended in further research.
Timoshenko [113] developed an improved model for the Euler-Bernoulli beam model. Shear forces in the
beam are incorporated by means of rotational capability of the planar cross-sections. Situations where shear
forces play a role this model fits the choice. As for the circumstances examined in this thesis (the pipe struc-
ture in the subsurface exposed to vibration waves) does not necessarily involve shear forces within the pipe
structure, Timosheko’s beam model is too evolved and sophisticated as a model choice.
Pipe structures susceptible to oscillations induced by vibration waves undergo a damped motion as the soil
retains the structure in place. The soil reaction to the oscillating pipe structure can be described by numerous
damping representations. Rayleigh damping and hysteretic damping both deliberate predilection. Rayleigh
damping is frequency depended and can lead to model stability with a variety of forced frequencies. Hys-
teretic damping on the other hand comprise of mainstream "easy to use" geo-technical parameters, what
could be a great benefit.
To obtain a solution spectrum, the differential system of equations need to be solved. As frequency dependent
damping or hysteretic damping will be applied, the system of equations will not be linear and numerical
solution methods are mandatory. To gain calculation speed, the Fourier analysis can be applied prior to
numerical utilization. A simplified model approach should be used as a numerical investigation to obtain the
most efficient numerical method practiced.
To finalize the chapter, a direct force/displacement soil-structure interaction scheme should be applied to
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the Euler-Bernoulli beam representation of the pipe structure. Since the aim for simplification is a required
matter combined with the fact that limited knowledge on the subsurface conditions adjacent to the pipe is
present, this will gain the best model outcome.
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5
Conclusion literature review

The Master Thesis project Literature Review will be completed in this chapter. Reexamination of the plan of
work [103] is mandatory and hence contained in the conclusion.
Essential wave behavior in elasto-dynamics is delineated by means of consequence and origin assessment. As
main topic "pile installation effects on adjacent pipe structures in the elasto-dynamics", distinctive literature
investigation is worked out. Finally advise from the collected literature review can be contrived.
All wave movements can find their base in the D’Alambert solution. P-waves contain the most input energy
(of P, S-and R-waves), according to Wolf [126], and exist of the highest propagation velocity. As both factors
have great impact on the nearby pipe construction, great care needs to be taken when P-waves are the dom-
inant wave types. Situations where body waves progress near the surface, their wave energy is quickly paved
out making them irrelevant to consider in this thesis.
Total damping of waves arises from both a materialistic role as well as a geometric damping process. Restric-
tions of buried constructions, by the Eurocode 3 [2] with a maximum allowable PPV of 25 mm/s, are strongly
correlated to the quantity of the damping process. Supplementary components that control this process are:
the method of installation; soil properties; layering; whether or not resonance occurs.

Range of vibration evaluation and estimation methods are accomplished within the literature study. Exten-
sive review and specification of the approach schemes led to conclusions concerning the research goals as
stated in the Plan of Work [103] and Chapter 1.
High performance analytic approach as accomplished by Jongmans [62] shows a high model performance,
but complexity is a draw-back of the model. As the model structure is too complex it is irrelevant for this
Mater thesis.
By the use of physical laws Massarsch and Fellenius [80] achieved a method capable of handling spherical
waves produced by the pile tip; cylindrical waves arising from the pile shaft friction with the soil and surface
waves originating when body waves come in contact with the surface. Integration of vibrator-pile and pile-
soil interaction schemes in combination with the formulation of the wave propagation within the soil led to
realistic model results. The use of simple physical laws including known model parameters make it possi-
ble to obtain model results without the use of empirical factors (except the use of the remoldiation factor,
which is a limitation of the model). The implementation of the critical distance, which describes the distance
from the pile where Rayleigh/surface waves are developed translates into pragmatic model outcomes. "An-
other uncertainty is the superposition of ground vibrations during pile penetration, as the wave propagation
process from different depths and sources (at different frequencies) can lead to superposition or canceling
of vibration amplitudes" Massarsch and Fellenius [80]. Furthermore the effect of reflection and refraction
within the soil layers is not incorporated into the model, what affects the outcome. Although this model rep-
resents a simplified approach, it gains it strength in usability and reliability due to the possibility to recognize
the effect of different input parameters and their response on ground vibrations. Impact pile driving is the
only application on which this model is applicable, making it not possible to use it for vibratory pile driving
without modifications. By simple model modifications, vibratory pile driven methods can be implemented
in this methods as well. Due to its strength and simplified approach, this method is advised in the application
of the research to predict vibration propagation waves through the subsurface.
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The pipe structure is not build at the surface level. As the model proposed by Massarsch and Fellenius predicts
vibrations at surface level, model modifications need to be applied. Circumstances where pipe constructions
are placed further than the critical distance, where emergence of Rayleigh waves takes place, application of
the graphical relation proposed by Richard et al. [104] should be applied (over the depth).
The engineering methods as achieved in the literature review are over-simplified methods regarding the com-
plexity of the problem spectrum. As comparison methods they can be applied to parts of the model build for
the project investigation. Another method that can be practiced in a similar manner is the use of the program
ABAQUS. Verification of the vibration propagation through the soil specimen can be modeled by elastic as
well as elasto-plastic soil behavior. The program performance is entailed by Pichler [97] and reveals its strong
and weak points. Care with boundary implementation is required to obtain compatible results.

Finite Element Method (FEM) approach for the pipe structure makes it possible to couple the boundaries of
the model with the wave properties obtained with the wave propagation model. Masoumi [79] used a coupled
Boundary Element Method - Finite Element Method (BEM-FEM) approach to model a similar problem. As
stated in the Plan of Work [103], the approach can be applied to the investigation of pipe structures. As the aim
of the investigation is to simplify the approach, the complicated BEM-FEM concept does not satisfy the aim
for simplification and will therefore not by applied. Furthermore the FEM approach can be applied to SDOF
systems and couple them to a MDOF system to justify the pipe structure behavior. In the further research this
approach should be considered as a model application method.
The Euler-Bernoulli method discussed is based on three model assumptions to retrieve a continuous derived
equation, that directly relates to the configuration’s down points. Shear forces within the beam model can
not be taken into account due to the fact that perpendicular plane cross-sections stay in plane related to the
neutral axis. On the other hand, the pipe will not only experience small oscillating deformations induced
by the dynamic waves, but also exist of a homogeneous material (steel). Both point 2) and point 3) of the
model assumptions, mentioned in this chapter, are therefore not down points related to this problem case.
As simplification is mandatory in the master thesis investigation project, the Euler-Bernoulli approach should
be considered as model choice for the pipe structure.
Pipe structures susceptible to oscillations induced by vibration waves undergo a damped motion as the soil
retains the structure in place. The soil reaction to the oscillating pipe structure can be described by numerous
damping representations. Rayleigh damping and hysteretic damping both deliberate predilection. Rayleigh
damping is frequency dependent and can lead to model stability with a variety of forced frequencies. Hys-
teretic damping on the other hand comprise of mainstream "easy to use" geo-technical parameters, what
could be a great benefit.
To obtain a solution spectrum, the system of differential equations need to be solved. As frequency depen-
dent or hysteretic damping will be applied, the system of equations will not be linear and numerical solution
methods are mandatory. To gain calculation speed, the Fourier analysis can be applied prior to numerical
utilization. A simplified model approach should be used as a numerical investigation to obtain the most
efficient numerical method practiced.
To finalize the conclusion, a direct force/displacement soil-structure interaction scheme should be applied
to the Euler-Bernoulli beam representation of the pipe structure. Since the aim for simplification is a required
matter combined with the fact that limited knowledge on the subsurface conditions adjacent to the pipe is
present, this will gain the best model outcome.
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Prediction of dynamic problems by means of any approach method is a big engineering challenge. The cor-
rectness and uncertainties of the approximation method used, plus the unpredictability and spread of the
model and material parameters (representing the material and therefore model behavior), control the devel-
opment a proper simulation method.
Massarsch and Fellenius [80] developed an analytic approach method that forms a base for the wave attenu-
ation model used in this Master thesis research project. Application of this method enhance the possibility to
obtain the magnitude of vibration, on surface level, as a result of impact pile driving can be estimated. As this
model is developed for impact pile driving, modification of the enforcement method into vibratory pile driv-
ing is mandatory. The approach proposed by Massarsch and Fellenius [80] retrieves a prognoses values for
the amplitude and frequency of waves at any distance from the pile on surface level. These prognoses values
will serve as forced values for the pipe structure model. Modification of the predicted amplitude and fre-
quency rates on surface level (which results from the calculation method) is required since the pipe structure
is located at depth and not at surface level.
Verification of the new approach methodology for wave propagation modeling (after modifications have been
applied) is required to prove the effectiveness of the methodology applied. Verification on the other hand can
only be accomplished by field measurements or laboratory executed simulations (also known as physical
modeling). Due to the lack of research time within this project, comparison with numerical (by means of
ABAQUS) as well as empirical methods (codes of conduct as well as other empirical methods) will be made.
All methods are used to replicate the wave propagation during vibratory pile driving. Important to note is
that the implementation of S-waves, related to shaft friction of the pile, is not taken into account in any
model throughout this Master Thesis research project. The reason refers to the magnitude of the S-waves as
a result of the pile shaft friction, which is very small with respect to the P-waves and R-waves resulting from
the toe impact with the soil. This makes consideration of this process for wave development irrelevant. Wolf
[126] also stated a similar conclusion for the application of "high frequency rates: as used for pile installation
by a vibrating hammer". In the literature study of this Master Thesis the development of P-waves at the pile
toe was related to the volume change under the pile toe due to downward pile toe movement. The downward
pile toe movement by itself is induced by the compression wave (reflected back as a dilative wave at the pile
toe) caused by the kinetic energy of the vibrating hammer. This process enhances that the development of
P-waves indicates big energy transfer as the vibrating hammer excites its energy in the same direction.
The simulation of the pipe structure in the subsurface, induced by vibrations of the pile installation, is the
second part that will be converted into a model. Resulting from the conclusion of the literature study: Euler-
Bernoulli’s beam method is used as governing equation for the model. The pipe structure is supported by
the surrounding soil and hence included in the model behavior. Gunakala et al. [48], Desai [37], Thomas and
Abbas [111] and the University of Colerado [116] implemented beam theory into a Finite Element approach by
means of Galerkin’s weighted residual method with the application of Green’s theorem. A similar approach is
used in this Thesis to implement the governing equation’s into a Finite Element approach with use of Hermite
cubic interpolation (or cubic spline) functions. According to Fereira [42] a cubic interpolation polynomial
satisfies the requirement to be thrice differentiable, which is required for the fourth-order Euler-Bernoulli
differential equation.
The constitutive behavior is implemented by means of the general equation of motion (see Equation 6.68).

Geert Reuver 4226178



66 6. Final Model Choice

The mass matrix, [M ], and stiffness matrix, [K ], are obtained by applications of Galerkin’s weighted residual
method. Damping behavior, represented by the damping matrix, [C ], is modeled by Rayleigh-damping: The
damping matrix is calculated according to the method described in Chapter 4. Hysteretic damping on the
other hand could be a choice of implementation as well: The dynamic soil behavior could be represented
by spring-and-dashpot supports of the beam model. The damping behavior of the dashpot is then calcu-
lated according to Equation 4.9 and Equation 4.35. The damping behavior is strain and frequency dependent
(meaning it relates to strain and frequency dependent stiffness of the soil), which is typical for real soil be-
havior. Due to the lack of time within this Master Thesis Project, implementation of the hysteretic damping
approach is not applied. The force acting on the structure, F , is linked (coupled) to the output of the modified
wave propagation model of Massarsch and Fellenius [80]. The Galerkin’s weighted residual method with use
of Greens theorem is also used to convert the force vector into Finite Element form.
A numerical approach is used to resolve the solution of the system of Ordinary Differential Equations (ODE).
The Fourth-order Runge-Kutta (RK4) numerical approach has an order 4 truncation error and is therefore
chosen technique to gain the solution spectrum. This technique is implemented in the Ode-Solver of Matlab
and therefore chosen as numerical solving method. The strains within the pipe structure are obtained as
a function of time and are used to calculated the corresponding stresses and momentum within the pipe
structure as a function of time.

6.1. Total program
The model description of a coupled approach for the prediction of vibratory pile induced vibrations and the
effects on buried pipe structures, used for this Master Thesis research project, is carried out in this chapter.
In addition the model properties regarding the small-strain soil behavior are accomplished. Furthermore,
different verification methods used in the model are entailed and explained in detail.

Model definition
This section is to clarify and underline the total coupled program and the verification with the different ap-
proach methods. All of the individual components of the approach include verification as shown in Figure 6.1.
The wave propagation program is verified by the codes of conduct and by a model build with the commercial
software ABAQUS [3]. Furthermore the pipe structure Finite Element Model is studied by a sensitivity analysis
in the form of a parameter study.
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Figure 6.1: Model flow for the total program

Material properties
The wave propagation model is defined according to linear elastic and elasto-plastic material laws and there-
fore linear elastic wave propagation behavior as well as non-elastic wave propagation behavior will be taken
into account. To verify the calculations carried out by the Wave propagation model (WPM), linear elastic
material behavior is used for the ABAQUS model. In addition to the purely elastic model an elasto-plastic
(linear elastic - perfect plastic) material model in ABAQUS is used to compare its results with the linear elastic
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material model. This comparison is made with a smaller excitation pressure amplitude (pressure as a result
of the impact force of the pile toe) to reduce calculation time and to reduce the large plastic strains occurring
under the pile toe, which can lead to local failure of the material.

Figure 6.2: Mohr-Coulomb’s material model for soils, after Midas Information Technology Co., Ltd. [88]

The linear elastic - perfect plastic model includes Mohr-Coulomb’s criterion of failure as this is one of the most
suited criterion of failure for soils (the entire plasticity model adopted is also know as the Mohr-Coulomb
model, see Figure 6.2). The material properties for the ABAQUS Finite Element Model are stated in Table 6.1
and are chosen according to Geotechdata [45] and Benz [19]. The dilatation angle ψ is calculated with Equa-
tion 6.1 according to Bartlett [17]. The cohesion c for the medium dense sand is 0, but is held 1.0 for numerical
purposes.

ψ=φ−30, for φ> 30 (6.1)

The correlation for the small-strain stiffness for all soils, E0 (kPa), can be determined according to Benz [19],
Biarez and Hicher [21] by Equation 6.2. In this formulation the void ratio, e (-), relates to the predefined
reference pressure, pr e f = 100 kPa (equal to the atmospheric pressure), and the mean effective pressure,
p ′ (kPa). In the case of this Master Thesis Project, the small-strain stiffness is chosen equal to the reference
stiffness (according to Benz [19]) and is therefore not depth dependent. A well graded sand is assumed leading
to a Poisson’s ratio of ν = 0.23 (-), according to Biarez and Hicher [21]. According to Benz [19] the range
of Poisson’s ratio for small-strain applications is 0.1 ≤ ν ≤ 0.3. For all wave propagation models considered
in this Master Thesis project 5% material damping, ξ (%), is considered. For the pipe structure model, a
sensitivity analysis related to material damping is carried out.

E0 = 140

e

√
p ′

pr e f
(6.2)

Heinoord Tunnel small-strain parameters
Material properties Sand, medium dense Clay
γ [kg/m3] 2000 1600
E0 [kPa] 240000 210000
ν [-] 0.23 0.40
φ [◦] 35.0 -
ψ [◦] 5.0 -
c [kPa] 1.0 -
α [-] 0.7020 0.8815
β [-] 2.9963 10−3 1.8762 10−3

ξ [%] 5.0 5.0

Table 6.1: Material properties for the ABAQUS Finite Element Model and the wave propagation model, Geotechdata [45] and Benz [19]

6.2. Wave propagation model (WPM)
Massarsch and Fellenius [80] developed a method for the prediction of wave speed at surface level, at a prede-
fined distance from the pile. Chapter 3 defines a detailed model description and its inner workings according
to the paper of Massarsch and Fellenius [80].

6.2.1. Model definition
This section entails an adopted strategy with respect to the paper carried out by Massarsch and Fellenius
[80]. Model modifications related to the enforcement method and Rayleigh-wave correction (with respect to
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68 6. Final Model Choice

the depth of the pipe) are required to attain comprehensive model results. Swapping from an impact pile
driving method, as used by Massarsch and Fellenius [80], to a vibratory pile driving method, as adopted in
this Master Thesis research project, modification related to this changed enforcement method are mandatory.
Conversion from retrieving wave speeds at the surface level (at a predefined distance from the pile) to an at
depth situation requisite Rayleigh-wave magnitude adjustment with respect to the embedded depth of the
pipe.
Pile depth progression in the subsurface, associated with the induced force of the vibrator machine, is sim-
ulated by a semi-static calculation. The arithmetic scheme uses a one-dimensional grid equally distributed
over the depth profile associated with the pile trajectory. For every individual grid point, relating to the depth
of the pile toe, the dynamic load of the vibrating hammer is applied and the corresponding wave velocity at
the pipe is calculated.
The program is developed with the commercial software Matlab [82] and undertakes all the calculation steps
for wave predictions at depth. Since the Finite Element Model for the pipe structure is developed using the
same software package, the predicted wave velocities can easily be coupled to the Finite Element Model to
form an interactive coupled program to achieve good understanding of the system as a whole.

6.2.2. Model structure

Figure 6.3: Model flow for the wave propagation model

Figure 6.3 indicates the model flow for the Wave Propagation Model (WPM). The end result, elaborated in
a vertical wave velocity vector at the surface level, {ν2} (mm/s), calculated by Equation 6.4 and a horizontal
wave velocity vector at the surface level, {ν1} (mm/s), calculated by Equation 6.3 (here still indicated without
geometric and material damping), is linked to the input of the Finite Element Model of the pipe structure. As
indicated in the introduction of this chapter, only the waves excited by the toe are taken into consideration.
More information on the one-sided coupled approach, with the Finite Element Model of the pipe structure,
follows later on in this chapter.

ν1 = ks Fh ET

√
F H W0

rr
cos(90−θP ) (6.3)

ν2 = ks Fv ET

√
F H W0

rr
cos(θP ) (6.4)
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6.2. Wave propagation model (WPM) 69

Initialization
The initialization process is modeled to obtain the model parameters and dimensions that are required to
undertake further calculation steps. Parameters related to the material behavior as well as spacial parame-
ters are prescribed by the user or calculated according to the user specified input.

Sheet pile parameters

The pile impedance, Z P (kNs/m), and specific pile impedance, zP (kNs/m3), are determined with Equa-
tion 6.5 and Equation 6.6, respectively. These parameters are related to the resistance of the pile in a complex
valued form. In these equations the following parameters are used: AP (m2) regarding the pile cross-sectional
area; ρP (kg/m3) indicating the density of the pile material; cP (m/s) referring to the compression wave (P-
wave) speed in the pile. The properties of the sheet pile are outlined in Table 6.2.

Z P = AP ρP cP (6.5)

zP = ρP cP (6.6)

The sheet pile wall is modeled as a strait rectangular plate (instead of the bended shape sheet pile walls have),
as a simplistic approach, with thickness T P (m) and the corresponding theoretical length (of one pile/ele-
ment) bP calculated by Equation 6.7..

B P = AP

T P
(6.7)

Wall properties AZ32-750
Cross-sectional area AP [m2] 14.87 e−3

Wall thickness T P [m] 13.5 e−3

Density ρP [kg/m3] 7850
P-wave speed cP [m/s] 5100

Table 6.2: Properties of an AZ32-750 sheet pile wall used for the model simulations, according to Arcelor Mittal [90]

Vibrator parameters

The hammer efficiency factor F H relates to the amount of energy the vibrating hammer can transfer to the
pile. This factor is held equal to 1.0, since the vibrator is mounded to the sheet pile wall. In reality this relates
to the movement of the vibrator relative to the movement of the top of the pile, but is chosen this value for
simplicity. The inverse of the frequency of excitation, f (Hz), is called the impact time of one vibration cycle
by the hammer, tvi br o , and is obtained by Equation 6.8. The impact time of the pile toe with the soil, t P (s),
is equalized to the impact time of one vibration cycle by the hammer, tvi br o as in this case dynamic shaft
friction of the pile is not taken into account (and the pile therefore serves as ridged body).

tvi br o = t P = 1

f
= f −1 (6.8)

Pressure under the sheet pile wall caused by the gravitational force related to the own weight of the vibrator, F0

(N), and the transition vibrating force, Fvi br o (N), is calculated with the use of Equation 6.9 and Equation 6.10
and are directly related to P0 (Pa) and Pvi br o (Pa), respectively.

P0 = F0

AP
(6.9)

Pvi br o = Fvi br o

AP
(6.10)

The two corresponding forces F0 (N) and Fvi br o (N) are calculated by Equation 6.11 and Equation 6.12, re-
spectively. These equations are dependent on the mass of the vibrator, Ms (kg); eccentric moment, Me (kgm)
and the corresponding driving frequency, ω (rad/s). The loading on the pile and the corresponding pressure
at the toe of the pile are visualized in Figure 6.4. From this visualization is clear that the shaft resistance for
the model is taken zero resulting in a model representing just the pile toe resistance. In reality there will be
shaft resistance, lowering the applied pressure on the toe, resulting in a smaller wave magnitude (which is
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Figure 6.4: Representation of the force applied to the pile with the corresponding toe resistance force, modified after Van Den Berghe
[20]

not a conservative approach for this analytic approach method). Another factor lowering the pressure at the
toe is the interlock resistance of the sheet pile walls as visualized in Figure 6.5. As this phenomena is not
present when the first sheet pile wall is installed, the interlocking effect will NOT be considered as the nor-
mative situation. The simplified model, as considered in this Master Thesis project, is therefore considered
as a conservative approach.

(a) Description of the test setup with the
installation (left) and the pull-out test (right)

(b) Results of the comparison of quasi-static, extraction, in-
terlock resistance in saturated and dry sands

Figure 6.5: Interlocking effect of sheet pile walls during installation, after Van Den Berghe [20] and Viking [120]

F0 = Ms g (6.11)

Fvi br o = me ω
2 si n(ω t ) (6.12)

The vibrator parameters are summarized in Table 6.3. In the calculation the own weight of the sheet pile wall
is not taken into account as assumed that the internal friction with the surrounding soil at the shaft will re-
duce the point pressure to nearly zero.

Vibrating hammer properties PVE 55M
Eccentric moment me [kgm] 54
Own weight Mz [kg] 7000
Driving frequency f [Hz] 25

Table 6.3: The properties of the PVE 55M vibrating hammer used for the model simulations, according to Diesko Groep [46]
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6.2. Wave propagation model (WPM) 71

Soil parameters
The depth profile is build up out of different soil types and the corresponding soil layers have a particular
thickness. As the pile (toe) progresses in depth it experiences resistance of the soil resulting in compression
and shear waves. The magnitude of resistance is correlated to the soil properties. These properties are depth
dependent and therefore included in the simulation as a depth associated property distribution with respect
to the grid points. All parameters are resolved according to the Massarsch and Fellenius model [80] explained
in detail in Chapter 3.
The compression wave velocity, cP (m/s), and shear wave velocity, cS (m/s), in a soil layer, calculated with use
of Equation 6.13 and Equation 6.14 respectively, are subsidiary to the Poisson’s ratio, ν (-), the soil density,
ρ (kg/m3), and the elasticity modulus of the soil, E (Pa). The wave speed for Rayleigh-waves, cR (m/s), is
calculated with the use of the shear wave velocity (see Equation 6.15). These formulations are complementary
with the expressions outlined in the literature study, Chapter 2, of this Master Thesis project.

cP =
√

E (1−ν)

ρ (1−2 ν) (1+ν)
(6.13)

cS =
√

E

2 ρ (1+ν)
(6.14)

cR = 0.87+1.12 ν

1+ν cS (6.15)

According to Massarsch and Fellenius [80] Rayleigh-waves develop at a so called ’critical radial distance’, rcr i t

(m), from the pile when P-waves and or S-waves interfere with the ground surface. This span in the horizon-
tal surface plane is obtained with Equation 6.16 and depends on the critical direct distance, dcr i t (m) (see
Equation 3.23), the current depth of the pile toe, hz (m), and the critical angle, θcr i t (◦) (see Equation 3.22).
When the pile progresses in depth, the critical distance increases. The critical distance (which relates to the
summation of the critical direct distances relates to the previous exceeded soil layers and the current depth.
The direct radial distance, rr (m), used to determine the magnitude of P-waves traveling directly to the pipe
structure, is calculated with use of Equation 6.17. In this equation the depth of the center of the pipe, hpi pe

(m), and the center-to-center distance of the pipe structure and the pile, dctc (m), correlates to the obtained
direct radial distance.

rcr i t =
√

h2
z +d 2

cr i t (6.16)

rr =
√

(hz −hpi pe )2 +d 2
ctc (6.17)

Related to material damping, the material absorption parameters, α (m−1), is required. This soil parameters
is calculated according to Equation 2.21 and also indicated by Equation 6.18.

α= 2πD f

cP
(6.18)

In the model the average material absorption parameter for the soil profile, with respect to the current pile
toe depth, is used for the damping of compression waves along the distances rcr i t and rr . For the damping
of the Rayleigh-wave, the absorption parameter related to the upper soil layer is used (as these waves travel
along the surface).
The total energy of one cycle, Wtot (J), induced by the vibrating hammer, is calculated by Equation 6.20. This
formulation is according to Newton’s second law of motion for the definition ’Work’ and relates to: Equa-
tion 6.19 (where W is the amount of energy in Joule; F is the force in Newton needed to move the mass over
the distance u (m)).

W = F u (6.19)

Wtot =W0 +Wvi br o =W0 +
∫ tvi br o

2

0
Fvi br o u d t (6.20)

The vibratory energy is related to half of a sinus period, tvi br o
2 , representing the input energy of the vibrator

(the first half of the sine). A cumulative distribution function of the energy over time for one cycle is shown
in Figure 6.6. The energy related to the own-weight of the vibrator, W0 (J), and the energy induced by the
moving center mass of the vibrator, Wvi br o (J), can be calculated with Equation 6.19.
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Figure 6.6: Cumulative distribution function of the input energy over time for one cycle

The distance, u (m), related to the induced force is determined according to Boussinesq’s exact solution,
Pistrol [98] and Boussinesq [23]. This method, visualized in Figure 6.7, relates the pressure of a plate-like
geometry, as calculated by Equation 6.9 and Equation 6.10, to the displacement, w (m), resulting from this
pressure (and is determined by Equation 6.21). The maximum displacement, in the middle of the sheet pile
geometry (see deformation shape in Figure 6.7), given by Equation 6.21 is the exact solution for the soil rep-
resented as an linear elastic medium.

Figure 6.7: Calculation method for the static displacement due to a surface plate load according to Boussinesq’s methodology, according
to Pistrol [98]

w = 2 P

πC

[
l n

(√
a2 +b2 +a

)
b + ln

(√
a2 +b2 +b

)
a − l n

(√
a2 +b2 −a

)
b − ln

(√
a2 +b2 −b

)
a
]

(6.21)

The arbitrary calculation factor, C (N/m2), used in Equation 6.21 is calculated by Equation 6.22 with the use
of the Poisson’s number, m (-) (see Equation 6.23). The parameters a and b are half of the theoretical length
of the sheet pile wall and half of the theoretical thickness of the wall, respectively.

C = m2 E

m2 −1
(6.22)

m = 1

ν
= ν−1 (6.23)

The factor s, used for the calculation of the vibration amplification factor, is calculated by Equation 3.29
and relates the angles of incidence for P-waves, θP (◦), and S-waves, θS (◦), to the Poisson’s ratio, ν (-). The
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6.2. Wave propagation model (WPM) 73

incidence angle for P-waves, determined by Equation 6.24 is known. Related to these two parameters, the
incidence angle for S-waves, θS (◦), is calculated with use of Equation 6.25.
[Note: The incidence angle for both P-and S-waves is different for the direct radial distance as for the critical
radial distance]

θP = t an−1
(

dctc

hz

)
(6.24)

θS = si n−1(si n(θP ) s) (6.25)

The vibration amplification factor for horizontal, Fh (-), and vertical, Fv (-), propagating waves are calculated
by Equation 3.28 and Equation 3.27, respectively. The amplification factors are NOT used in this case. The
reason for this is that the factors should only be applied when a P-wave hit the ground surface, which is not
the case for the buried pipe structure.
The vibration transmission efficacy of the pile toe, ET (-), in accordance to the literature study (Equation 3.18)
should be determined by Equation 6.26.

ET = RT

Fd
(6.26)

This factor depends on the dynamic resistance force, RT (kN), of the pile toe-soil interaction. The dynamic
resistance force is in accordance with Equation 6.27 and relates to the damping factor of the pile toe, Jc (-) (see
Equation 6.28); the soil and pile specific impedance, zP and zP (kNs/m3), respectively; the pile impedance,
Z P (kNs/m); the pile velocity, vP (m/s) calculated in accordance with the literature study and given by Equa-
tion 6.29; and the total force of the vibrating hammer, Fd (kN). All of the individual terms are extensively
explained in Chapter 2.

RT = RR Jc Z P νP (6.27)

Jc = 2
zP

zP
(6.28)

vP = Fd

Z P
(6.29)

The particle velocity influence parameter for spherical waves (P-waves), kS (
√

m2

kg ), as drawn out in Equa-

tion 6.30, depends on the wave length (for P-waves), λP (m) (see Equation 6.31), and the material density of
the soil, ρ (kg/m3).

kS = 1√
2 π ρ λP

(6.30)

λP = t P cP (6.31)

The wave length for Rayleigh-waves is dependent on the frequency of excitation, f (Hz), and the wave speed
for Rayleigh-waves, cR (m/s).

λR = cR

f
(6.32)

Rayleigh-wave correction at depth
Richart et al. [104] and Das and Ramana [31] represented a method for the correlation of Rayleigh-wave
amplitude with depth. In the methodology used for this Master Thesis project, only the vertical component
of the Rayleigh-waves are taken into consideration (as they enhance the largest magnitude over depth).
Since the pipe structure is located at depth, depthpi pe (m), the calculation method will incorporate average
values for all parameters required namely:

• cS = mean(cS (sur f ace : depthpi pe ))

• cR = mean(cR (sur f ace : depthpi pe ))

• ν= mean(ν(sur f ace : depthpi pe ))

• λR = mean(λR (sur f ace : depthpi pe ))
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The Rayleigh-wave correction factor, Wcor r ect i on (-), is a normative factor with respect to the surface level and
is calculated by Equation 6.33. The general calculation methodology for the Rayleigh-wave correction factor,
Wcor r ecti on (-), is determined by Equation 6.34.

Wcor r ecti on = Wcor r ect i on,z=pi pe

Wcor r ect i on,z=0
(6.33)

Wcor r ect i on(z) =−exp(−q

f
fcor r z)+ 2

s
f +1

exp(− s

f
fcor r z) (6.34)

The individual components for the calculation of the Rayleigh-wave correction factor in Equation 6.34 are
given by Equation 6.35, Equation 6.36, Equation 6.37, Equation 6.38 and Equation 6.39. The substitution of
z = 0 and z = depthpi pe will give the two unknown values used in Equation 6.33.

V 2
cor r =

c2
R

c2
S

(6.35)

α2
cor r =

1−2 ν

2−2 ν
(6.36)

f 2
cor r =

2 π

λR
(6.37)

q2

f 2 = 1−α2
cor r V 2

cor r (6.38)

s2

f 2 = 1−V 2
cor r (6.39)

Wave speed determination
Primary compression waves (P-waves) are enforced as a result of the pile toe impact with the soil. As they
travel through the soil medium the waves experience damping, resulting in a decrease of wave amplitude.
Massarsch and Fellenius [80] developed a model that defines the wave velocity at the surface level. This value
is then adopted as input for Equation 2.22, which defines the wave velocity at surface level after geomet-
ric damping and material damping enforce the amplitude decrements. The damping in itself relates to the
energy loss due to plastic soil deformations.
For the calculation of the horizontal and vertical wave velocity at the pipe, located at an embedded depth,
the proposed formulations in Equation 6.3 and Equation 6.4 need to be modified to Equation 6.40 and Equa-
tion 6.41. In these equations, the amplification factor, Fv and Fh , are erased and the equations are generalized
by making them dependent on the radius of the wave propagation path, r (m). In this way the formulations
can both be used for the propagation of P-wave along the critical radius, rcr i t (m), and the direct radius, rr

(m), by the method of substitution.

ν1 = ks ET

√
F H W0

r
cos(90−θP ) (6.40)

ν2 = ks ET

√
F H W0

r
cos(θP ) (6.41)

Prediction of wave speed at the pipe’s surface, emerged by Rayleigh-waves, will be accomplished in the fol-
lowing manner:

1. The wave speed at surface level induced by primary compression waves (also named spherical waves
or P-waves) traveling along the critical radius, rcr i t . The damping behavior will be accomplished by
Equation 2.22 with substitution of n = 1.

2. The P-wave will be reflected at the surface and continue as a Rayleigh-wave. [Note: the calculation
method assumes that 100% of the P-wave energy will be converted into Rayleigh-wave behavior]

3. The propagating Rayleigh-wave will experience damping behavior as it propagates along the surface to
the pre-described position of the pipe. Calculation is accomplished by Equation 2.22 with substitution
of n = 0.5.
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4. The simulated wave speed from the Rayleigh-wave is determined at surface level. The value needs to
be corrected to the pre-defined embedded depth of the pipe structure according to Figure 2.7.

5. The end result is a vertical Rayleigh-wave oscillation at surface level and should be corrected by: vR,cor r =
Wcor r ect i on vR , with Wcor r ect i on determined with Equation 6.33.

The wave propagation (Ray-)path for Rayleigh-waves is visualized in Figure 6.8 and indicated with the red-
colored (Ray-)path.

In a similar manner the wave speed at the pipe excited by primary compression waves is calculated. These
waves on the other hand are traveling directly to the pipe structure. The following steps are undertaken to
accomplish the indication value of the direct P-waves:

1. The wave speed at surface level induced by primary compression waves (also named spherical waves
or P-waves) traveling along the direct radius, rr . The damping behavior will be accomplished by Equa-
tion 2.22 with substitution of n = 1.

2. The end result can be presented by horizontal and vertical oscillation (or a combination of the two).

The wave propagation (Ray-)path for P-waves is visualized in Figure 6.8 and indicated with the blue colored
(Ray-)path.

Figure 6.8: Wave propagation behavior of Rayleigh-waves and P-waves in an elastic half-space, modified after Massarsch and Fellenius
[80]

6.3. Verification with Finite Element Model
Conceptual models, like the analytic wave propagation model used in this Master Thesis project, require vali-
dation by means of measured data from field tests and/or laboratory tests. Validation of a model is performed
by comparison of its calculated conceptual data with corresponding measured data of field or laboratory
tests.
The constitutive behavior of the material applied in the ABAQUS model relates to the general equation of
motion given by Equation 6.42, which is solved. In this equation the displacement w is related to: the mass
matrix M ; damping matrix [C]; stiffness matrix [K]; force vector F . Since the mass matrix, stiffness matrix and
the damping matrix are symmetric (the damping matrix is a linear function of the stiffness and mass matrix
as can be seen later on in this chapter), the system can be solved relatively easy.

[M ] ẅ(t )+ [C ] ẇ(t )+ [K ] w(t ) = F (w, t ) (6.42)
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Due to the lack of time in this Master Thesis project validation of the wave propagation model (WPM) is
not possible. Instead Finite Element Model (FEM) (as a commercial software ABAQUS application) calcula-
tions are carried out and compared with the obtained solutions of the WPM. The data comparison between
the WPM calculations and the FEM calculations will give good insight in suitability of the wave propagation
model.
With the FEM a parametric study will be performed to investigate: the influence of a change in pile driving
force using different operating amplitudes of the vibrating hammer; changing soil stiffness and soil types;
and varying the magnitude of material damping for the soil domain.

6.3.1. Model definition
The dynamic Finite Element analysis uses ABAQUS/Explicit Finite Element software [3] to analyze the vibra-
tory pile problem investigated in this thesis. Numerical techniques are used by the program to estimate the
wave propagation behavior as a result of pile installation pressure caused by the pile tip. ABAQUS/Explicit
uses an explicit central difference time integration to solve the differential equations linked to the integration
points of the elements. "The integration scheme satisfies the dynamic equilibrium equations at the begin-
ning of the time step, t" Ekanayake et al. [41]. The displacement, velocity and acceleration are determined
at time t +∆t and t + (∆t/2) by Equation 6.43, Equation 6.44 and Equation 6.45. In these equations Pt is the
external force vector, It the internal force vector and M the mass matrix.

w N
t+∆t = w N

t + ẇ N
t+(∆t/2) ∆t (6.43)

ẇ N
t+(∆t/2) = ẇ N

t−(∆t/2) + ẅ N
t ∆t (6.44)

ẅ N
t = M−1 (Pt − It ) (6.45)

Model and grid Geometry
The ABAQUS Finite Element Model is divided into two (linked) domains (as can be seen in Figure 6.9):

• The soil domain: Existing of linear quadratic 4-node axis-symmetric elements (CAX4), see Figure 6.10

• The infinite soil domain: Existing of linear quadratic 4-node axis-symmetric infinite elements (CINAX4),
see Figure 6.10

Infinite elements

Infinite elements
Soil Domain

50 m 50 m

50
 m

50
 m

Radial symmetric

Figure 6.9: Radial symmetric domain of the ABAQUS model: Soil domain existing of CAX4 elements; infinite domain existing CINAX4
elements

The dimensions of the model are not based on the more often used 30D or 40D rules, according to Ekanayake
et al. [41], were D is the diameter of the pile driven. In this case one so called ’base-model’ is developed for all
the different calculations performed, where the grid and dimensions of the model stay constant (varying the
pile depth and different soil types). Nodal values can be obtained within the vertical direction in the domain

Doc: "G.Reuver - MSc Thesis- 05:2016"



6.3. Verification with Finite Element Model 77

of 0 meter to 30 meters of surface level (nodal values outside this domain are influenced by the boundaries
and are therefore not used). In horizontal direction values within 1 meters and 30 meters of the pile can be
obtained. Due to the required domain, the horizontal as well as vertical dimensions of the soil domain are
chosen 50 meters. As rule of thumb, according to Katzenbach [64], the dimensions of the infinite elements
are chosen equal to the soil domain and are therefore chosen a length of 50 meters.

(a) 4-node axis-symmetric elements (CAX4),
ABAQUS Inc. [4]

(b) 4-node axis-symmetric infinite elements (CINAX4),
ABAQUS Inc. [4]

Figure 6.10: ABAQUS elements for the Finite Element calculations

The elements size is regulated by the length of the propagating waves within the domain. According to
ABAQUS Inc. [3] the element size can be determined by Equation 6.46, where lmax (m) is the maximum
element size and λmi n (m) the minimum wave length. The factor 10 relates to a minimum requirement of 10
elements per wave length as stated in ABAQUS Inc. [3].

lmax = λmi n

10
(6.46)

λmi n = c

fex
(6.47)

The minimum wave length (see Equation 6.47) is dependent on:

• The wave type and soil material. This affects the wave speed in the material, c (m/s), which can be
resolved with Equation 2.15 (and leads to cS = 88 m/s for S-waves in the medium dense sand material
and cS = 46 m/s for S-waves in the clay material)

• Frequency of excitation, fex (Hz)

With the use of Table 2.1 and the excitation frequency equal to 25 Hz the element size is chosen a safe value
of 0.25 m (whereas the maximum element length is 0.18 m according to the calculated value of cS = 46 m/s,
which might seem low compared to the value cS = 150 m/s for clay given in Table 2.1). Figure 6.11 shows
the finite element mesh-distribution along the domain, where the finer elements of 0.01 x 0.25 (horizon-
tal,vertical) are applied near the pile and the coarser elements of 0.25 x 0.25 are chosen further away from
the pile. The choice for the finer grid near the pile is not only for numerical purposes, but also to be able to
replicate the applied force, with respect to its surface area (more detailed information follows further on in
this chapter). Grid optimization could have been performed to minimize calculation time, but is not taken
into consideration due to the focus of this Master Thesis research project and the limited time frame of its
application.

Material properties
The material properties for the ABAQUS model are defined earlier in this chapter (see Table 6.1 and Table 6.2).

Damping in the system
Damping relates to energy loss generated by plastic deformations within a material. In the calculation of a
purely elastic medium, plastic deformations can not occur as there is no plastic limit defined. When con-
sidering damping for a purely elastic material, the material will behave purely elastic and no energy loss will
occur. In the model energy loss as a result of damping will be modeled by means of Rayleigh viscous damping
(related in reality to plastic material behavior) according to Equation 4.4 and Equation 6.48, ABAQUS Inc. [3]
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50
 m

Finer mesh

49.5 m

Pile

0.2 m

Soil Domain

Coarser mesh

Figure 6.11: Grid distribution for the axisymmetric ABAQUS model

(see also Chapter 4). This formulation is used in the general equation of motion, Equation 6.42, (that is used
as constitutive behavior and solved for all grid components) and will serve as damping matrix [C ].
[Note: Application of an additional damping factor for an elasto-plastic material calculation will result in too
much damping as damping due to plastic material behavior will already occur. Applying the linear elastic
- perfect plastic material behavior without Rayleigh-damping will result in too less damping of the higher
frequencies, resulting in a more oscillatory behavior of the Finite Element Model. With this last application,
the plastic strains will only occur at the location of the pile toe, as here the excitation pressure is very high.]

[C ] =α[M ]+β[K ] (6.48)

The two factors α and β (see also Table 6.1) are determined by Equation 4.5 and relate to mass proportional
damping and stiffness proportional damping, respectively. In this formulationωm (rad/s) relates to the eigen-
frequency of the first mode and ωn (rad/s) to the eigenfrequency where 95% of the model mass is activated.
The Rayleigh damping formulation for sand and clay are shown in Figure 6.12 and Figure 6.13 (the red lines
indicate the eigenfrequency of the first mode and the frequency where 95% of the model mass is activated).
From both the figures it can be concluded that an increase in frequency leads to an increase in damping
(only for frequencies bigger then the first mode). This statement relates to Colerado University [115] saying:
"Damping generally increases with frequency, the reason being that more hysteresis cycles take place within
a fixed time interval". The Rayleigh-damping procedure ensures that all frequencies outside the domain (in-
dicated with the two red lines in the figures) will be damped out (due to high damping factors). This only
applies to frequencies higher than the upper limit as the lower limit is equal to the eigenfrequency of the first
mode. Another important feature to notice is that the higher the frequency, the more sensitive to damping
the mechanism becomes. With other words: for high frequencies and increase in damping coefficient has
a bigger impact on the damping within the system than for lower frequency rates. For all the purely elas-
tic models considered in this Master Thesis project, 5% material damping is taken into account (as defined
earlier in this chapter). The frequencies used in the calculation of the α and β-parameters are drawn out in
Table 6.4 and Table 6.5.
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Figure 6.12: Variation of viscous damping, for medium dense sand, as a function of period and frequency for different values of damping
using Rayleigh’s damping formulation
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Figure 6.13: Variation of viscous damping, for medium packed clay, as a function of period and frequency for different values of damping
using Rayleigh’s damping formulation

Mode Freq. [rad/s] Freq. [Hz]
1 10.040 1.598
6 23.334 3.714

Table 6.4: Eigenmodes with corresponding eigenfrequencies used for the Rayleigh-damping determination of the system with Sand as
material

Mode Freq. [rad/s] Freq. [Hz]
1 11.145 1.774
13 42.155 6.709

Table 6.5: Eigenmodes with corresponding eigenfrequencies used for the Rayleigh-damping determination of the system with Clay as
material

The boundaries, modeled as infinite elements, include the geometric damping behavior of the model. The
algorithm for the infinite elements works on basis of stress increases. The damping effect is ensured by min-
imization of the stress increase at the boundaries. This process is carried out by keeping the stress increase
at the boundary as close to zero as possible by geometric damping within its element length. Therefore the
length of the elements has a big impact on the geometric damping ensured by the infinite elements. A rule
of thumb, as explained earlier, is therefore to equalize the length of the elements to the model geometry
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as stated by Katzenbach [64]. To assure that the reflection of waves at the boundary is minimized, circular
shaped boundaries are normally chosen. The simulation time applied in the calculations 0.4-0.8 seconds, is
relatively short. Therefore this more complex geometry is not considered as reflection of waves at the bound-
aries will not occur in this small time frame.

Loads on the system
The method of implementation of the forces on a system is an essential factor for the reliability of the outcome
prediction of a model. In the case of the earlier described ABAQUS model the impact of the vibrator on the
system will result in nodal displacements. Furthermore the initial conditions, implemented as a geostatic
stress distribution along the entire domain, will positively impact the reliability of the outcome as well (as
this is the case in reality).
The soil weight is implemented as geostatic stress, σg eo (kPa), over depth (see Figure 6.14) and is calculated
by Equation 6.49. In this relation: γsoi l (kg/m3) is the relative density of the soil; g (m/s2) the gravitational
acceleration; and d (m) the depth with respect to the surface level.

σg eo = γsoi l g d (6.49)

Forces resulting from the vibrating pile point are applied as a pressure on the grid cells with respect to the pile
toe (depth) position. This Master Thesis research project governs sheet pile walls. On the other hand pressure
resulting from a circular pile tip is implemented in the ABAQUS model, since an axisymmetric model build
up is applied. Therefore conversion of the pile tip from a sheet pile geometry to a round pile geometry needs
to be undertaken (to prevent the need for 2-dimensional or 3-dimensional plane-strain calculations when
applying a sheet pile wall geometry). The conversion is a normal-stress-based conversion method, where the
activated sliding wedge in the soil is not taken into consideration (as this is smaller for the sheet pile wall
than for the round pile geometry). This means that the conversion is based on pressure generated by the pile
geometry. This application method could result in the application of to high local stresses, which is important
in the case of the plastic material model.
The conversion of the sheet pile wall geometry to the round pile geometry is given by Equation 6.50, where the
cross-sectional area of the sheet pile equals the cross-sectional area of the round pile (see also Figure 6.14).
This relation relates to the required radius of the pile r = 0.069 (m), for a type AZ32-750, Arcelor Mittal [90],
sheet pile wall applied in the ABAQUS model and is given in Equation 6.51.

Asheet = Ar ound (6.50)

Figure 6.14: Conversion of surface area from sheet pile wall to round pile for the ABAQUS model

rpi l e =
√

4 Asheet
π

2
(6.51)

The pressure, Pcel l (N/m2), applied on the grid cells depends on the chosen horizontal size of the cells,
lcel l ,hor (m); the number of horizontal cells chosen, Ncel l s (-); the applied force of the vibrator, Fd (N), and
is calculated with Equation 6.54. The applied force of the vibrator is calculated with use of Equation 6.52
and Equation 2.43. A PVE55M vibrating machine is used for the calculation leading to Fd = 1.4 106N , Diesco
Group B.V. [46]. This force relates to pressure by multiplication with the cross-sectional area of the sheet pile
wall, Asheet (mm2).

Fd = Fvi br o +Fz (6.52)

Pcel l =
Fd

Asheet

rpi l e

Ncel l s lcel l ,hor
(6.53)
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Pcel l ,si n = Pcel l si n(ω t ) (6.54)

The stress, Pcel l ,si n (N/m2), is equally distributed over the number over cells, Ncel l (-), according to a si-
nusoidal amplitude function given by Equation 6.54. In this function the frequency, ω (Hz), is equal to the
excitation frequency of the vibrator. The result of one cycle of the vibrator hammer is modeled, as more cycli
would result in wave reflection at the boundaries (and therefore a disturbance of the outcome). The stress
distribution on ABAQUS model grid is schematically represented in Figure 6.15.

Figure 6.15: Pressure distribution of the pile toe on the grid cells in the ABAQUS model with a sinusoidal pressure distribution

6.3.2. Solution method for non-linear problems
Non-linear soil behavior is related to non-linear differential equations (or so called non-linear problems).
When not approached in a correct way the behavior of non-linear problems in the program ABAQUS can
relate to an unstable solution spectrum. To obtain convergence when solving non-linear problems ABAQUS
uses the so called Newton-Raphson method, as carried out by Katzenbach [64]. The following section declares
the Newton-Raphson method applied in the ABAQUS program to obtain convergence.

Newton-Raphson method
To obtain convergence in the calculation for every iteration made by the ABAQUS model, the Newton-Raphson
approach calculates a tangential stiffness, k. This stiffness is then used to build up the new stiffness matrix,
K for the next calculation step.

Figure 6.16: Calculation of the first increment with the Newton-Raphson approach, according to Katzenbach [64]

In the first calculation step the start-stiffness matrix, K0, is calculated. With this matrix the displacement, u0,
can be determined. The criterion for residual error, as later on in this section is carried out, can be used. If
the error is to big the Newton-Raphson approach will be applied.
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The first step is the determination of the displacement correction, ca , by means of Equation 6.58. In this
formulation the force vector, F , relates to the increment in force, ∆P . The new displacement, ua , is then
obtained (see Figure 6.16).

ca = K −1
0 F (6.55)

The new stiffness matrix, Ka , is then resolved by the tangential method as used to obtain the original stiffness
matrix, K0, but is then corrected to the new position of the graph as shown in Figure 6.16. With the use of the
newly calculated stiffness matrix, Ka , the internal force matrix, Ia , can be calculated with use of Equation 6.56.
With the use of the internal force vector, the error can be calculated according to Equation 6.57 and used for
the check.

Ia = Ka ua (6.56)

Ra = P − Ia (6.57)

Figure 6.17: Calculation of the first increment with the Newton-Raphson approach, according to Katzenbach [64]

This process can be repeated until convergence is found as shown in Figure 6.17. The only difference in the
following calculation steps is the determination of the correction for the displacement. In Equation 6.58 this
is disclosed for the second calculation step, b.

cb = K −1
a Ra (6.58)

Convergence criterion
To check if the calculated value satisfies the prerequisite convergence criterion, the following two principles,
within the model at every calculation step, are checked:

1. Check the calculated residual error

2. Check the magnitude of displacement

The benchmark for the check of the calculated residual error, Rα
max , is given by Equation 6.59. In this equation

Rα
n relates to the predefined tolerance of the error and q̃α to the average force per time increment (calculated

with Equation 6.60. Furthermore time step, i , and average force, q̄α) are applied.

Rα
max

q̃α
≤ Rα

n = 5e−3 (6.59)

q̃α =
∑

i q̄α

i
(6.60)

The check for the magnitude of displacement is implemented by use of Equation 6.61 with the substitution
of the increment of the displacement, ∆uα

max , and the magnitude of the displacement correction, cαmax .

cαmax ≤ 0.01 ∆uα
max (6.61)
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Quasi-Newton
According to Katzenbach [64] ABAQUS uses a Quasi-Newton equation solver that remembers the stiffness
matrix, K , of the previous step. This stiffness matrix is then used in the next attempt so that not for every
time step the stiffness matrix needs to be calculated. With implementation of this efficient technique the
calculation time is shorted.

6.4. Comparison with codes of conduct
Codes of conduct are used as guidelines in the design process of all engineering applications. Therefore they
will be utilized in the comparison with the obtained particle velocities of the Abaqus model as well as the
Wave Propagation Model.
Different guidelines for the maximum allowable particle velocity are presented throughout the world. On
the other hand the Eurocode 3 [2] is the only code of conduct that outlines Peak Particle Velocities (PPVs) for
buried structures. And as this code is the main code of conduct adopted in Europe’s civil engineering projects,
the comparison will be made with use of its advised Peak Particle Velocities. Ekanayake et al. [41] outlined the
different levels of the Eurocode 3 with respect to Peak Particle Velocities. These quantities are summarized in
Table 6.6.

Building type PPV [mm/s]
Architectural merit 2
Residential area 5
Light commercial 10
Heavy industrial 20
Buried structures 25

Table 6.6: Eurocode 3: Maximum acceptable vibration levels to prevent structural damage, according to Ekanayake et al. [41] and
Eurocode 3 [2]

6.5. Coupling function
Interaction between the impeding wave and the pipe structure is handled through the one-sided coupling
approach. Particle velocities calculated with the Wave Propagation Model (WPM) relate to pressure waves on
the pipe structure as impellent.

6.5.1. Model structure
The coupling function is build up out of two important stages:

1. Calculation of wave velocities at elements

2. Determination of force at elements

These stages are outlined in detail in the following section.

Calculation of wave velocities at elements
The maximum allowed particle velocity at the boundary, νbound (mm/s), calculated with Equation 6.62, re-
lates directly to the size of the Finite Element Model for the pipe structure.

νbound = γ νmax (6.62)

The maximum particle velocity, vmax (mm/s), relates to the direct distance, Ldi r ect (m), as shown in Equa-
tion 6.62. The factor, γ (-), is a predefined reduction factor for the particle velocity level at the boundaries.
Using an iterative approach the wave velocities in the domain from the direct distance to the boundaries
are calculated for all the elements. The calculation runs until the Peak Particle velocity level at the element
equals the predefined level at the boundary. The number of elements is therefore dependent on the Peak
Particle velocity level defined at the boundaries.
As the problem is symmetric, only half of the values are calculated and mirrored to the remaining grids cells to
shorten calculation time. With the same method the travel time of the wave, tw ave (s), calculated with use of
Equation 6.63, to the corresponding element is calculated. The travel time depends on the horizontal distance
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the wave needs to travel from the pile toe the pipe element, Di st anceel ement (m), and the progression speed
of impeding P-waves in the soil. For this calculation the direct distance is taken, since the maximum level of
particle velocity at the pipe structure is obtained when the pile toe is at the same depth as the pipe structure
in the subsurface. This travel time directly relates to the time shift of the forcing functions applied on the pipe
structure elements.

tw ave = Di st anceelement

cP
(6.63)

[Note: As the distance from the pile to the pipe Finite Element increase (when moving more to the outer
boundaries), the wave velocity, ν, will decrease due to damping properties of the soil]

θ

1 2 n/2 n-1 n

LdirectLmax

Figure 6.18: Grid distribution of the pipe Finite Element Model dependent on the percentage of maximum wave velocity chosen at the
outer boundary

Determination of Force at elements
For every element the maximum particle velocity is distributed over time with the application of Equation 6.64.
The sinusoidal particle velocity behavior is replicated by the sinusoidal distribution with the application of
the maximum particle velocity, calculated with the Wave Propagation Model, as amplitude. In the relation
described by Equation 6.64,ω (rad/s) relates to the angular excitation frequency of the system (the frequency
corresponding with the vibratory frequency) and tsi mul ati on (s) to the simulation time.

νSi n = νmax si n(ω tsi mul ati on) (6.64)

To convert the particle velocity, ν (m/s), to a force distribution along the elements, F (N), the following algo-
rithm enforced:

1. Displacement: Calculation of the corresponding particle displacement, w (m), in the soil.

2. Pressure: The corresponding pressure, P (Pa), is calculated with use of the pressure-displacement
method according to Boussinesq’s methodology as entailed by Pistrol [98] (explained in detail earlier
in this chapter).

3. Force: The force working on the pipe structure, F (N), is obtained by translation of the pressure onto
the pipe structure area, Ael ement (m2), for all the elements.

The conversion methodology from peak particle velocity (PPV) to particle displacement, w (m), requisites
integration of Equation 6.64 over its entire time domain (for every element independently). The integration
is performed with use of the cumulative Trapezoidal Rule, as described in Equation 6.65, and implemented
by Yeh [128] and Jones [61]. This results in a cumulative distribution function.

Cum. Ar ea =
∫ t (i )

0
f (t ) d t = (t (i )−0)

i

f (0)+ f (t (i ))

2
(6.65)

Correction of the cumulative function, described in Equation 6.65, is performed by fitting a linear curve to
the function and disregarding it from the obtained function outcome (see Figure 6.19). With this procedure a
sinusoidal function is regained, describing the particle displacements resulting from the pressure wave. Due
to the error, resulting from the application of the Trapezoidal Rule, the sinusoidal function achieved for the
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particle displacements will not be a 100% horizontal, which could lead to an increasing displacement of the
pipe structure.
[Note: Expected function values for a velocity distribution is zero for time is equal to zero and is increas-
ing/decreasing according to a sinusoidal function over a time period modeled. Similar function behavior is
expected for the displacement and is with the application of this technique obtained as model behavior (see
Figure 6.19)]
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Figure 6.19: Displacement calculation method with the help of the cumulative Trapezoidal Rule and disregarding linear fit curve

With use of Boussinesq’s methodology, as entailed by Pistrol [98], the required pressure, P (Pa), can be calcu-
lated. This formulation is described in Equation 6.66.

P = w πC

2

[
l n

(√
a2 +b2 +a

)
b + ln

(√
a2 +b2 +b

)
a − l n

(√
a2 +b2 −a

)
b − ln

(√
a2 +b2 −b

)
a
]

(6.66)

The final step is to convert the pressure to force per unit length of the pipe, F (N/m), (for every element) by
application of Equation 6.67. In this equation the pressure, P (Pa), is multiplied by the soil-contact area of
the pipe, Ael ement (m2). It is uncertain what the exact contact area between the pipe and the soil includes
(due to all kinds of circumstances like for instance animal live. The animal live could effect the contact area
and therefore the contact area could be lower as simulated with the method presented in Equation 6.67.) The
conversion from the equally distributed pressure on the pipe to the force is shown in Figure 6.20.

F = P Aelement = P
1

2
π DPi pe (6.67)

More research is required to achieve the required knowledge about the pressure distribution on the pipes
surface. No further comments can be made to what extent this method is conservative or not.

Pressure

Force

Figure 6.20: Conversion from pressure to force on pipe structure
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Very important on the other hand is to keep in mind is that for every pipe element the force vector entails a
time shift with respect to the travel time. This travel of the wave depends on the distance from the pile to the
pipe element. These time shifts will result in a different pipe response behavior to the force than when this
time shift would not be applied (which is not a realistic).
To shorten calculation time and to ensure the force distribution relates to a realistic situation the calculated
force is multiplied with a so called "Block function" (see Figure 6.21). The application of this methodology
ensures that the force is applied on the structure with a gradual increase in sine amplitude as can be seen in
Figure 6.22.
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Figure 6.21: Block function applied on the force
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Figure 6.22: Modified force on pipe structure by means of the application of the block function

6.6. Pipe structure model
The embedded pipe structure is excited by a dynamic load resulting from nearby pile installations. Predicting
the high complex behavior of this structure requisites good understanding of the system as a whole. Prognosis
of the time dependent movement of the pipe, with resulting stress increases, is of high importance to prevent
damage to the structure. Therefore a sophisticated Finite Element Model (FEM) approach is developed with
the software Matlab [82]. With this FEM the time dependent oscillatory behavior of the pipe structure will
lead to a good understanding of the mechanism.

6.6.1. General model description
A Finite Element (FE) approach with use of the Euler-Bernoulli beam theorem as governing equation offers
a possibility to describe the behavior of the pipe structure as a finite length beam (see Figure 6.23). The
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Figure 6.23: Finite Element Model schematic representation, modified after Metrikine [86]

choice for the Euler-Bernoulli beam theorem is made, since the Euler-Bernoulli method deals with 4 x 4 local
matrices whereas the Timoshenko theory deals with 8 x 8 matrices. The Timoshenko theory involves a longer
calculation time and not only includes a sophisticated model approach that includes the displacement and
internal rotations of the beam (see Thomas and Abbas [111]), but also describes the shear behavior of the
pipe, which makes it very complicated.
The Euler-Bernoulli Finite Element scheme will be represented with use of the general equation of motion
(see Equation 6.68) as constitutive behavior, which includes the dynamic manner into the FE approach. The
elements are modeled with Hermite cubic interpolation ( or cubic spline) functions as they fit the require-
ment to be thrice differentiable, Fereira [42]. Galerkin’s weighted residual method with use of Greens theo-
rem, as described by Gunakala et al. [48], Desai [37], Thomas and Abbas [111], Pesheck et al. [96] and the
University of Colerado [116], offers the possibility to implement the Euler-Bernoulli beam theorem into a FE
approach. By means of conversion of mass and stiffness properties (of the pipe) into corresponding cou-
pled global mass matrix, [M ], and stiffness matrix, [K ] the FE approach is achieved. More information on its
application and implementation follows in this chapter. The force acting on the structure is coupled to the
output of the modified wave propagation model of Massarsch and Fellenius [80], with the coupling function
as described earlier in this chapter. The Galerkin’s weighted residual method with use of Greens theorem is
also used to convert the force vector into Finite Element form.

[M ] ẅ(t )+ [C ] ẇ(t )+ [K ] w(t ) = F (w, t ) (6.68)

6.6.2. Model structure FEM with Rayleigh-damping
Figure 6.24 declares the Finite Element program flow (also known as pseudo-code) for the pipe structure
modeled with Rayleigh-damping. A Finite Element Model (FEM) is in general build up out of eight steps:

1. Governing equation

2. Constitutive behavior

3. Element discritization

4. Weighted residual method

5. Domain discritization

6. Element assembly

7. Boundary and initial conditions

8. Solve the system

These steps can be related to the model flow given in Figure 6.24 and will be declared in detail in this section.

Initialization
The initialization process is modeled to obtain the model parameters that required to undertake further cal-
culation steps. Parameters related to the material behavior as well as spacial and time dimensions are pre-
scribed by the user and used for the model calculation.
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Figure 6.24: Model flow for the Finite Element approach of the pipe structure with Rayleigh-damping

The model dimensions are determined in the coupling function. The rod-element length is the same for every
element and is set at 0.1 m. The quantity of elements (number of elements) is dependent on the distance
between the pile and the pipe, plus the user defined limit value of peak particle velocity, ν (mm/s), at the
boundaries of the model. The rod elements consist of 4 integration points, that are declared in detail in the
next sections. To clarify the system for the numbering of the nodes and elements, three coupled rod-elements
including their numbering are shown in Figure 6.25.

N2 N3 N4

E1 E2 E3

N1

Figure 6.25: Element configuration pipe structure Finite Element Model

Construct matrices
Construction of the matrices requires the governing equation. Euler-Bernoulli’s beam conceptual model,
described in Equation 6.69, is used to describe the conservation of mass and energy of the system by means
of an equilibrium. The derivation of this method is given in Chapter 4.

d 2

d x2

[
r (x)

d 2w

d x2

]
= q(w), 0 É x É LBeam (6.69)

The rigidity function r (x) = E I (N/m2) is build up out of the Young’s modulus, E (kPa), and the moment of
inertia I (m4). In this case the rigidity function is equal throughout the domain and therefore the equation
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can be written as Equation 6.70.

E I
d 4w

d x4 = q(w), 0 É x É LBeam (6.70)

The element discritization, the weighted residual method and the domain discritization are all carried out to
form the Galerkin FEM. The domain, characterized by the length of the beam, LBeam (m), is divided into a
finite number of rod elements coupled with each other by their nodes to form the entire beam (pipe) model.
To be able to apply the Hermite cubic interpolation functions in combination with Equation 6.70, this equa-
tion needs to be represented in the so called "weak form" of the differential equation, as stated by Gunakala
et al. [48]. A supplemental weight function, s(x), is introduced and the entire differential equation will be
integrated by parts resulting in Equation 6.71 (for convinces LEl em = element length is replaced by L for the
derivation of the Galerkin FEM).∫ L

0

[
E I

d 4w

d x4 −q(w)

]
s d x =

[
E I

d 3w

d x3 s

]L

0
−

[
E I

d 2w

d x2

d s

d x

]L

0
+

∫ L

0

[
E I

d 2s

d x2

d 2w

d x2 −q s

]
d x = 0 (6.71)

The Hermite cubic interpolation functions are given by Equation 6.72, Equation 6.73, Equation 6.74 and
Equation 6.75. Each of these functions is graphically represented by Figure 6.26.

N1 = 1

L3

(
L3 −3 L x2 +2 x3) (6.72)

N2 = 1

L2

(
L2 x −2 L x2 +x3) (6.73)

N3 = 1

L3

(
3 L x2 −2 x3) (6.74)

N4 = 1

L2

(
x3 −L x2) (6.75)

Each shape function corresponds with an integration point on the rod element, referring to 4 integration
points equally distributed on each element. The graphical representation given in Figure 6.26 delineates the
inner workings of the shape functions by means of an element with an arbitrary length 1. Every function has
its maximum value with respect to its position on the element. Furthermore the plots show that there is a
correlation between the integration points and that they therefore influence each other.
When substituting the shape functions into Equation 6.71, with the assumption that w = ∑4

j=1 w j N j , this
results in Equation 6.76.∫ L

0

[
E I

d 4w

d x4 −q(w)

]
s d x = [E I wxxx Ni ]L

0 −
[
E I wxx Ni ,x

]L
0 +

∫ L

0
E I Ni ,xx wxx d x−

∫ L

0
q Ni d x = 0 (6.76)

The stiffness matrix, [K Pi pe ], is given by Equation 6.84, the force vector, {F }, by Equation 6.78 and in a similar
way the mass matrix, [M ], is calculated and represented by Equation 6.79 (here ρ represents the density of
the material and A the area of the cross-sectional area of the beam).

K Pi pe
i j = E I

∫ L

0

d 2Ni

d x2

d 2N j

d x2 d x (6.77)

Fi =
∫ L

0
q Ni d x (6.78)

Mi j = ρ A
∫ L

0
Ni N j d x (6.79)

The final result of the matrices [K Pi pe
el em ] and [Mel em] and the force vector, {Fel em}, are given by Equation 6.80,

Equation 6.82 and Equation 6.81, respectively. The derivations can be found in Appendix A.

[K Pi pe
el em ] = E I

L3


12 6L −12 6L

6L 4L2 −6L 2L2

−12 −6L 12 −6L

6L 2L2 −6L 4L2

 (6.80)
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Figure 6.26: Hermite cubic interpolation functions (or also known as cubic shape functions) used for the Galerkin Finite Element Model

{Fel em} = L q

12


6

L

6

−L

 (6.81)

[Mel em] = ρ A L

420


156 22L 54 −13L

22L 4L2 13L −3L2

54 13L 156 −22L

−13L −3L2 −22L 4L2

 (6.82)

Hereafter the global matrix assembly can be accomplished. To outline the process of assembly an example is
given for the assembly of two stiffness matrices relating to two elements, as outlined in Equation 6.83. The
second element, in the global (6 x 6) stiffness matrix, is highlighted in red. The process is repeated in a similar
manner for the case of N elements, for the force vector, stiffness matrix and mass matrix.

[K Pi pe ] = E I

L3



12 6L −12 6L 0 0

6L 4L2 −6L 2L2 0 0

−12 −6L 12+12 −6L+6L −12 6L

6L 2L2 −6L+6L 4L2 +4L2 −6L 2L2

0 0 −12 −6L 12 −6L

0 0 6L 2L2 −6L 4L2


(6.83)

The next step is to implement the boundary conditions and initial conditions into the global matrices, [K ]
and [M ] and displacement vector, {w}. But first the determination of the soil stiffness matrix is carried out.

Soil stiffness
To incorporate the soil stiffness reaction on the beam the decoupled Winkeler model using a unit subgrade
spring coefficient, according to Adhikary et al [6], is applied. Assumed is that the soil reaction is only activated
in the direction of the force applied on the pipe structure. That means that the pipe structure model is sim-
ulated as a horizontal beam structure supported by decoupled Winkler springs and with a vertical excitation
force (see Figure 6.23).
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6.6. Pipe structure model 91

The stiffness matrix for the soil is defined in a similar way as the stiffness matrix for the pipe structure (defined
in Equation 6.80). The soil stiffness per meter length of the pipe structure, ksoi l (Pa/m), is obtained with the
use of Equation 6.84 as defined by Adhikary et al [6]. When the quadratic shape functions are applied this
leads to the element stiffness matrix, [K Soi l

el em], as indicated in Equation 6.85.

ksoi l =
1.3 G

DPi pe (1−ν)
(6.84)

[K Soi l
el em] = ksoi l

L3


12 6L −12 6L

6L 4L2 −6L 2L2

−12 −6L 12 −6L

6L 2L2 −6L 4L2

 (6.85)

The element matrix is then transformed to the global matrix in a similar manner as performed in Equa-
tion 6.83. The total stiffness matrix, [K ], is then calculated by Equation 6.86 and contains the stiffness re-
sponse of both the pipe structure and soil.

[K ] = [K Pi pe ]+ [K Soi l ] (6.86)

Boundary implementation
Application of boundary conditions in a model is very important as it can have a big influence on the out-
come of the model. Correctness of the application is in most engineering cases not possible as it implies
complicated physical behavior.
The boundaries of the pipe structure model should be able to represent an infinite structure where no reflec-
tion of waves at the boundaries is present. Furthermore an infinite boundary is in conjunction to the adjacent
grid cell and its movement/behavior.
Two different boundaries are applied for this Master Thesis:

1. Experimental boundary: These so called "experimental boundaries" exist of normal pipe elements,
translational as well as rotational stiffness applications, but with the extension of an additional param-
eter, αtr ans (-), and, αr ot (-), respectively (see Equation 6.87 and Equation 6.88). These parameters will
be implemented in a parameter study, where the sensitivity of the boundary conditions can be investi-
gated.

2. Extension boundary: This boundary exists of an additional 200 elements on both sides of the pipe
structure NOT excited by external forces. These boundary elements have the same properties as the
pipe, but are retrained with respect to rotational and transnational movements at the ends of the
boundary.

A comparison between the two boundary conditions is made.

kbound ,tr ans (x = 0 V x = end) =αtr ans kel em (6.87)

kbound ,r ot (x = 0 V x = end) =αr ot kel em (6.88)

Damping matrix
Rayleigh-damping is chosen as the damping method for the system. As outlined in Chapter 4 this relates to
the determination of the damping matrix, [C ], that is described by Equation 6.89.

[C ] =α [M ]+β [K ] (6.89)

The parameters α and β, are in the ABAQUS model calculated by Equation 6.90, relate to the eigenfrequency
of the first-mode,ωm ; the eigenfrequency were 95% of the model mass is activated,ωn ; and the damping ratio,
ξ, as variable factor defined by the program user. This case differs from the ABAQUS model. ωn is a chosen
value by the user. A sensitivity study will be carried out related to the choice of upper limit eigenfrequency,
ωn . {

αR

βR

}
= 2 ξ

ω(m) +ω(n)

{
ω(m) ω(n)

1

}
(6.90)
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Complementary to the calculation of the parameters α and β, the vector with eigenvalues need to be com-
puted. Metrikine [86] declares that the eigenvalues of a Multiple Degree of Freedom System (MDOF) can be
determined by solving Equation 6.91. The real eigenvalues of the system are used in the parameter determi-
nation for the Rayleigh-damping matrix, [C ]. Related to the choice of the sensitivity analysis, the first modal
frequency and the Nth modal frequency (chosen by the user) are taken to resolve the parameters α and β.

det
(−ω2 [M ]+ [K ]

)= {0} (6.91)

Solve the system for all time steps
The general equation of motion, given by Equation 6.68, comprises a second-order differential equation (DE).
This second-order DE can be re-written as a system of first-order DEs, leading to Equation 6.94. In this equa-
tion the substitution of Equation 6.93 is undertaken. In this way the system can be solved numerically by the
fourth/fifth-order Runga-Kutta method applied as the build in ODE15s solver from Matlab. The choice for
this ode-solver type is made according to Mathworks [83]. The Finite Element system enhances a stiff prob-
lem with a change in the so called mass matrix of the system (this mass matrix is not the same mass matrix
as the mass matrix of the pipe structure, [M ], but indicates the mass matrix of the entire system). This mass
matrix includes the properties of: the stiffness matrix, [K ]; the mass matrix, [M ]; the force vector, {F }; and
the damping matrix, [C ]. The stiffness of the problem depends on all the properties of the system that are
included by the user like: soil stiffness, pipe material, pipe geometry, boundary conditions, etc..
The ode-solver uses a similar numerical solution resolving technique as the solver used in the ABAQUS soft-
ware. Here the step-size is chosen according to the absolute tolerance, AbsTol = 1e −6 (-), and the relative
tolerance, RelTol = 1e −4 (-). According to Mathworks [84] the local error, e, can not exceed a certain value
as shown in Equation 6.92.

|e| < max
(
[RelTol ∗abs(y(i ))] , AbsTol (i )

)
(6.92)

[Note: Be aware that the force vector is time dependent and therefore for every independent time step needs
to be pre-multiplied as global force vector, {F }, by the inverse mass-matrix [M−1]]

w = y1

ẇ = ∂w

∂t
= ∂y1

∂t
= y2

ẅ = ∂2w

∂t 2 = ∂2 y1

∂t 2 = ∂y2

∂t
= ẏ2

(6.93)

The solutions of the system will be obtained using the fourth/fifth-order Runga-Kutta numerical method
as explained in Chapter 4 and solve the system of equations to obtain the displacement vector, {w}. This
numerical method is implemented by the build-in Matlab ODE15s-solver (as explained earlier).{

˙{y1} = {y2}

˙{y2} = [M−1]] {F }− [M−1] [C ] {y2}− [M−1] [K ] {y1}
(6.94)

Calculation of stresses and momentum
Additional stresses in the pipe as a result of the induced vibrations is one of the topics of interest in this
Master Thesis research project. Momentum in the pipe structure is caused by rotational movement in the
pipe structure. The momentum is directly related to the stresses within the pipe structure. Massachusetts
Institute of Technology [92] outlined a method to calculate the increase in stress within a beam element as a
result of angular rotation at the boundaries of an element (leading to bending of the element). "Plane cross-
sections remain perpendicular to the longitudinal axis of the beam" Massachusetts Institute of Technology
[92].
[Note:This restriction, which does not take shearing of the individual elements into account, is in agreement
with the restrictions used to build up the Euler-Bernoulli beam model (see Chapter 4)]

Figure 6.27 shows that the change in rotational movement, dθ (o), of an element is directly related to the
rotation angle, θ (o). The rotation angle is an outcome of the Matlab Ode-Solver and is calculated according
to Equation 6.95.

dθ(i ) = θ(i +1)−θ(i ) (6.95)

Doc: "G.Reuver - MSc Thesis- 05:2016"



6.6. Pipe structure model 93
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Figure 6.27: Deformed element after rotation θ1 and θ2, modified after Massachusetts Institute of Technology [92]

The stresses strains and momentum in the pipe are all related to the center of gravity for a cross-section of
half of the pipe structure. The center of gravity of the pipe, yz (m), relates to the inner radius of the pipe, RIn

(m) and the outer radius, ROut (m). The center of gravity is determined by Equation 6.96 and its derivation is
given in Appendix A.

yz = 4

3 π

(
R3

Out −R3
In

)(
R2

Out −R2
In

) (6.96)

The change in length, ∆s (m), at the center of gravity, due to the change in rotational angle, dθ (o), can be
obtained with use of Equation 6.97. The strain at the center of gravity, εz (-), is resulting from the change in
length at the center of gravity, ∆s (m), according to Equation 6.98.

∆s = yz dθ (6.97)

εz = ∆s

Leng thEl em
(6.98)

The stress in the pipe structure, σz (N/mm2), is calculated with the application of Hooke’s law and is given
in Equation 6.99. The momentum in the pipe is related to the stress level in the pipe and the position of the
center of gravity. The momentum, Mz (kNm), can be obtained by Equation 6.100.

σz = EPi pe εz (6.99)

Mz =σz
APi pe

2
yz (6.100)
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7
Results

Development of the Matlab coupled Wave Propagation - Pipe Structure Model (WPM-PSM) is carried out in
this Master Thesis research project. Furthermore an ABAQUS [3] model is created to compare the outcome
of the Wave Propagation Model (WPM). Calculations with the use of the Matlab coupled Wave Propagation -
Pipe Structure Model (WPM-PSM) and comparison with ABAQUS are accomplished. Results and correlations
corresponding with the outcome are implemented in this chapter. A parameter sensitivity study is practiced
to enhance the reliability of its model results and the sensitivity to parameter changes. By means of compar-
ison in calculation time with the model outcome, the efficiency of the WPM-PSM is investigated to reduce
calculation time and maintain model performance. As no field measurements are available for vibration ex-
cited pipes in the subsurface, validation of the entire model is inconceivable. On the other hand, the Wave
Propagation Model (WPM) results are correlated with subsurface ground vibration measurements of Peak
Particle Velocities (PPV) of vibratory sheet pile installation found in the literature to validate the outcome.
The measurements are converted to a formulation, describing the PPV for vibratory sheet pile installation,
by means of parameter fitting by Athanasopoulos and Pelekis [11] and is used as comparison method. The
Eurocode 3 [2] is used to relate the results of the simulations with maximum values used in engineering prac-
tice.

7.1. WPM and ABAQUS
The propagation behavior of vibratory pile excited waves is investigated with the use of two models namely:

1. Wave Propagation model: The basis for this model is the model developed by Massarsch and Fellenius
[80]. Modifications are implemented and explained in detail in Chapter 6.

2. ABAQUS: The commercial software ABAQUS [3] is used to build up an axi-symmetric model to simulate
the wave propagation behavior through soils.

In this section the results of the Master Thesis investigation are carried out. Various model parameter cor-
relations and dependencies are accomplished and visualized in graphical format. A comparison of the two
different models is made to underline the model behavior and parameter sensitivities of both models.

7.1.1. Explanation of the result representation
To understand the result presentation, this section reveals the parameters applied as well as the domain lo-
cation of the graphs drawn out.

Model parameter
Chapter 6 outlined the model parameters applied for the models. Clarification of the parameters used for
the parameter sensitivity study is required to acquire a good understanding of the model behavior. Table 7.1
gives the parameters used for the WPM and ABAQUS calculations and Table 7.2 the for the PSM simulations.
Throughout this chapter, different parameter ranges are used for the sensitivity analysis whereas other pa-
rameters are remained constant. The parameter spectrum applied can be obtained from the context of the
result representation.
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Heinoord Tunnel small-strain parameters
Material properties Sand, medium dense Clay
γ [kg/m3] 2000 1600
E0 [kPa] 240000 210000
ν [-] 0.23 0.40
φ [◦] 35.0 -
ψ [◦] 5.0 -
c [kPa] 1.0 -
α [-] 0.7020 0.8815
β [-] 2.9963 10−3 1.8762 10−3

ξ [%] 5.0 5.0

Table 7.1: Material properties for the ABAQUS Finite Element Model and the wave propagation model, Geotechdata [45] and Benz [19]

PSM parameters
Material properties Soil Pipe
dhth [m] 5.0 -
dpi pe [m] - 3.0
Dpi pe [mm] - 500.0
ρpi pe [kg/m3] - 7850
Epi pe [MPa] - 210
tpi pe [mm] - 1.0
Api pe [mm2] - 6271
Ipi pe [mm4] - 48793646
f [Hz] 28.0 -
Asheet [mm2] 14870 -
t f [mm] 13.5 -
ξw ave,soi l [%] 5.0 -
ξpi pe,soi l [%] - 5.0
ξbound [%] - 10.0
Esoi l [MPa] 500 -
Lbound [m] - 40.0

Table 7.2: Material and model properties for the PSM

Domain representation of WPM
Every graphical representation includes an x-and z-coordinate regarding its location. To understand the sys-
tem of the location representation, Figure 7.1 schematically outlines the point of interest.

z  (m)

x  (m)

Pile toe depth  (m)

Figure 7.1: The location representation of the graphical results regarding the WPM and ABAQUS calculations
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Domain representation of PSM
Figure 7.2 displays the pipe model over its length with respect to the displacement, momentum and stress.
The two vertical (blue) lines indicate the boundaries of the model (the extended boundary method). As can
be seen, the boundaries include most of the model’s domain. Further on in this chapter is explained why the
choice for this boundary length is made.

Figure 7.2: WPM-PSM calculation, displacement, momentum, stress shown over the length of the pipe at t = 0.07 s

7.1.2. Different distances from pile, for R-waves WPM
Figure 7.3, Figure 7.4 and Figure 7.5 show the Rayleigh-wave PPV as a result of the model described in Chap-
ter 6. The maximum PPV rate of the WPM should be taken as normative value for further calculations. The
maximum value is in good agreement with the ABAQUS calculations.
The application of the theory discussed in the literature study makes it possible to define the PPV rate for
different soil types and their individual behavior with respect to their properties. Richart et al. [104] declared
that the Rayleigh-waves decrease in depth according to an exponential function, as outlined in Figure 2.7.
Das and Ramana [31] described the relation by a mathematical, depth dependent, correlation as outlined in
Chapter 6. The methodology is applied to the calculated Rayleigh-wave speed, to correct for the predefined
depth of the data point (in this case 1 meter below the surface level).
Due to the application of a constant critical angle (as in this case one soil type is applied), the critical distance,
with a pile toe near the surface, grows to an infinite small value. Dividing by this infinite small value results
in an infinite big PPV rate. Therefore the maximum value at the depth of the pipe (in this case 1 meter below
surface), is applied for further calculations. The utilization of the constant critical angle also controls the
shape of the WPM outcome. The shape of the graphical representation does not entirely coincide with the
ABAQUS model results, but since the maximum value is taken as normative PPV value, the deviating shape of
the WPM is not further considered.
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Figure 7.3: WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths for Rayleigh-waves. Data positioning
point is 5.0 meters from center pile at 1 meter below surface level.

Figure 7.4: WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths for Rayleigh-waves. Data positioning
point is 10.0 meters from center pile at 1 meter below surface level.

Figure 7.5: WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths for Rayleigh-waves. Data positioning
point is 20.0 meters from center pile at 1 meter below surface level.
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7.1.3. Different distances from pile, for P-waves WPM
Correlation between the horizontal distance from the pile and the PPV is important to analyze. This re-
sult representation, which is a function of the pile toe depth, underlines the behavior of both the WPM and
ABAQUS model with respect to different materials. A comparison between the individual models and their
contrast with the Eurocode 3 [2] will emphasize the importance of the inner workings of the WPM and its
limitations.
For four horizontal distances from the pile (0.5 meter; 5 meter; 10 meter; 20 meter) there are three different
plots made namely: for the surface level; -1 meter depth; -2 meters depth; -3 meters depth. Because pipe
structures are present in most cases near the surface deeper depths relative to the surface level are not con-
sidered. Not all of the plots are outlined in this chapter, but the rest of the plots can be found in Appendix B.

Location: 0.5 meters from the center of the pile
Figure 7.6 shows a similar behavior for both models. On the other hand the ABAQUS indicates clearly a
distinct behavior for both materials (their material properties are outlined in Chapter 6), whereas the WPM
does not. In addition the ABAQUS model exhibits a gradual increase in PPV while the WPM increase very
slowly until a certain pile toe depth and then displays a rapid increase (an almost horizontal line). The gradual
increase in PPV of the ABAQUS model tends more to reality than the rapid increase of the WPM.
Considering the location is close to the pile (0.5 meters horizontal distance), the PPV will grow to very high
levels near the surface when the pile toe is near the surface. As the pile progresses in depth, the PPV decreases
to low levels. This type of behavior is in accordance with reality and can be confirmed. An increase in depth
will result in an increase in distance with respect to the data receiving point. This by itself means a longer
traveling distance for the wave resulting in a smaller wave amplitude due to soil damping behavior.
The limit value for buried structure, in accordance with Eurocode 3 [2], outlines, in case of the ABAQUS
model, that for pile toe depths deeper than 8 meters the limit value is not reached (for the WPM this is 3.5
meters). In accordance with the Eurocode 3 [2] this means that vibratory pile installation at 0.5 meters dis-
tance would lead to an unsafe situation. This also will be addressed later on in this chapter.

Figure 7.6: ABAQUS and WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths. Data positioning point is
0.50 meters from center pile at 1 meter below surface level.

Location: 5, 10 and 20 meters from the center of the pile
The distinct behavior for both materials is conspicuous for both models in Figure 7.7, Figure 7.8 and Fig-
ure 7.9. The complementary shape of the lines indicates that the two models act in a analogous manner. The
WPM implies lower values of PPV for the deeper pile toe depths, whereas the ABAQUS model shows lower
values for the sand material in the upper region of the pile toe penetration depth. The models demonstrate
that near the pile for deeper pile toe depth, the difference in material properties becomes of less importance
as the PPV values lie close to one another. Further from the pile this is not the case.
For the ABAQUS model the higher PPV values for the clayey soil can be related to the almost similar stiff-
ness property (240 MPa for the sandy material and 210 MPa for the clayey material) and the higher Poisson’s
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ratio (0.40 for the clayey material and 0.23 for the sandy material). According to Figure 2.7 soils with high
Poisson’s ratio have a bigger Rayleigh-wave PPV than soils with low Poisson’s ratio. This is represented by the
big difference between the two materials when the pile toe is near the surface and the decreasing difference
with an increasing pile toe depth. Furthermore the difference in PPV values between the two soil types is re-
lated to the critical angle in which the Rayleigh-waves are developed (as explained in Chapter 6). The clayey
material properties result in a smaller critical angle than the sandy material. A smaller critical angle is asso-
ciated with Rayleigh-wave development nearer to the pile than with a bigger critical angle. Rayleigh-waves
undergo less damping than body waves and therefore the difference between PPV values of the two soil types
increases with an increasing horizontal distance from the center of the pile. The ABAQUS model reveal this in
its outcome PPV values by an increasing difference between the lines of the two soil types with an increasing
horizontal distance from the center of the pile.
With an increase in horizontal distance from the pile there is an increase in distinct material behavior. With
other words: as the distance from the pile increases the relative difference in PPVs between the materials
increases too, for both models. This can be related to both the wave propagation speed for both materials as
the stiffness of the materials relating to the response of the soil to the pile (modeled in the case of the WPM by
means of Bousinesq’s theory according to Pistrol [98]). The difference between the models could be related
to the soil reaction with the impact of the pile (does not have to be the only influence factor). In case of the
ABAQUS model, the sheet pile wall is converted to a round pile, as explained in Chapter 6, whereas the WPM
converts the sheet pile geometry to a long thin wall (which could be taken as a more realistic approach). In
the ABAQUS model this could mean that the wave excitation manner of this model relates to too high PPV
values.

Figure 7.7: ABAQUS and WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths. Data positioning point is
5.0 meters from center pile at 1 meter below surface level.
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Figure 7.8: ABAQUS and WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths. Data positioning point is
10.0 meters from center pile at 1 meter below surface level.

Figure 7.9: ABAQUS and WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths. Data positioning point is
20.0 meters from center pile at 1 meter below surface level.
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7.1.4. Influence Rayleigh-waves ABAQUS
At 10 meters distance (horizontally) from the center of the pile a depth profile is made for four different pile
toe depths. With this procedure an insight in the various waves (R-waves, P-waves and S-waves) propagat-
ing through the soil is perceived for different pile toe depths. These plots are shown in Figure 7.10 and a
comprehensive examination of the graphs are accomplished in this section.

Figure 7.10: ABAQUS calculation, Peak Particle Velocity (PPV) as a result of a pile toe depth of -3, -9, -15 and -24 meters. Data positioning
point is 10.0 meters from center pile at depths between surface and -24 meters.

24 meters
The graphical format for the 24 meters depth pile toe displays a relationship where the influence of both the
compression waves (P-waves) and Rayleigh-waves are distinguishable. The highest PPV is found at 24 meters
depth. This indicates that the compression wave, which in this case traveled along the direct horizontal dis-
tance (shortest ray-path), generated the largest PPV. This is the case for all depths except the upper 3 meters
of the modeled soil. Here the relation demonstrates a curve change (a bending of the curve to the right),
indicating the influence of Rayleigh-waves near the surface.

15 meters
Complementary behavior to a pile toe of 24 meters depth is apparent for 15 meters depth. The maximum
PPV value is associated with the pile toe depth and between the surface and 3 meters depth the domination
of Rayleigh-waves is pointed out by the curvature change (bending to the right). In this case the pile toe is
located nearer to the surface level, meaning less damping of the wave traveling to the surface, leading to a
larger wave amplitude reflected at the surface, resulting in a Rayleigh-wave with larger particle velocity.
[Note: Although the Rayleigh-waves have, in this case a bigger magnitude, the maximum PPV is located at 15
meters depth, corresponding with compression waves traveling horizontally from the pile toe.]

9 meters
Unlike the 15 meters depth plot (previously discussed), the maximum value of the PPV is indicated at the
surface level. The domination of Rayleigh-waves can be declared by its position of the pile toe. The pile
toe depth of 9 meters, relates in this case to a position where the compression wave propagating towards to
surface undergo less damping than in the case of a pile toe depth of 15 meters. Therefore the PPV resulting
from Rayleigh-waves also increases. Under the conditions used for this simulation, 9 meters pile toe depths
is the turning point for dominance of the two individual wave types (P-and R-waves).

3 meters
A combination of P-wave and R-wave energy results in the plot found, for a pile toe of 3 meters depth, in
Figure 7.10. In Figure 7.10 the lack of a peak value for the PPV at the pile toe depth indicates the dominance
of R-waves over direct P-waves near the surface. The influence of the direct compression waves (P-waves),
increases with depth. This phenomena can be assigned to the diminishing influence of Rayleigh-waves with
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depth. The circulating motion of the particles, caused by the Rayleigh-waves, lowers the strength of the direct
compression waves. This proportion of the circular motion decreases with depth, leading to a higher influ-
ence on PPV for the direct waves, for the deeper pile toe depths. This is in accordance with the literature study
Figure 2.7, which declares that a big decrease in Rayleigh-wave energy with depth can be expected.
Also the clear decrease of PPV with depth is visible. This decrease is related to the damping of P-waves in
the soil as they propagate in depth. As there is a gradual increase in wave propagation distance, with an
increase in depth, the P-waves experience more damping resulting in a decrease in PPV. The combination of
the decrease in R-wave and P-wave energy is evident to the graph of the outcome of the ABAQUS model.

7.1.5. Variation with distance ABAQUS
Investigating the impact of material properties on wave propagation behavior is accomplished in this section
by increasing the horizontal distance of the data point with respect to the center of the pile for the ABAQUS
model calculations. The results are compared with the Eurocode 3 [2] prescribed limit value of PPV for buried
structures.

Different depths
The graphical representation, in Figure 7.11, of the ABAQUS model results underline the correlation between
the PPV and the distance to the center of the pile (for a pile toe depth of -1 meters). Increasing the horizontal
distance from the center of the pile leads to a decrease in PPV. Declaration to the decreasing relation can be
linked to the damping phenomena that takes place within the continuum as the stress waves propagate.
According to the literature study of this Master Thesis research project, at shallow depths, near the pile the di-
rect compression waves dominate. In the far-field the Rayleigh-waves will dominate at shallow depths (since
they undergo less damping than body-waves). In agreement with the statement of the literature study the
ABAQUS model results show a similar behavior: The pile toe is at -1 meters depth, the line for 1 meter depth
exhibits a fast increase in PPV, near the pile, due to the direct compression waves. With an increasing dis-
tance, the Rayleigh-waves dominate over the compression waves resulting in a similar relation for all depths.
The decrease in PPV over depth (thus the difference of the lines) relates to the reduction of R-wave strength,
according to Figure 2.7 and to the increasing distance with the pile toe with respect to the depth (since the pile
toe is located at -1 meter depth). Near the pile toe, the lines show different behavior with increasing depth
associated to the previous mentioned case.

Figure 7.11: ABAQUS calculation, Peak Particle Velocity (PPV) as a result of a pile toe depth of -1 meter. Data positioning point is between
0.5 and 20.0 meters from center pile at depths of 0, -1, -2, -3, -4 and -5 meters.

Frequency dependency
Applying different frequencies to the system will reflect the driving frequency influence on wave propagation
behavior through the soil body. As indicated in the literature study, driving frequencies will impact the damp-
ing behavior of the soil (the soil will react different when applying a load with a short pulse than applying it
gradually). With an increase in driving frequency, the period of the applied force will decrease, resulting in a
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shorter load pulse. The soil will react as a viscous material and therefore stiffer to a shorter pulse load. On
the other hand, this only relates to nonlinear soil behavior. In this case linear elastic soil behavior is mod-
eled including the plastic component by means of Rayleigh-damping (as indicated in Figure 6.12). Rayleigh-
damping includes a certain frequency domain in which the frequencies undergo lesser damping than relative
low or high frequencies. For Figure 7.12 the indicated boundaries for the 5% material damping are given by
Table 6.4. As a result, an increase in frequency will relate to more damping within the system arising in lower
PPV values.
In Figure 7.12 the comparison is based on driving frequencies with a constant amplitude. The decrease in PPV
is also related to a decrease in input energy with an increase in frequency. Applying a higher frequency (with
the application of the same force amplitude) is a technique to diminish the PPV and meet the requirement of
the Eurocode 3 limit value nearer to the pile. According to Ekanayake et al. [41] resonant frequency vibrator
machines, as given in [56], can offer this diminishing effect. The behavior related to the different soil stiffness’s
are explained in the next subsection.

Figure 7.12: ABAQUS calculation, Peak Particle Velocity (PPV) as a result of a pile toe depth of -3 meter for different driving frequencies.
Data positioning point is between 0.5 and 20.0 meters from center pile at -3 meter depth.

Soil stiffness dependency
Variation in soil stiffness delineates wave propagation behavior with respect to energy dissipation in the soil
as a result of damping. Figure 7.13 outlines the ABAQUS model results for soil stiffness varying from 25 MPa
to 200 MPa.
Figure 7.13 clearly indicates that the PPV near the pile (so in the range of 0.5 meters to 5 meters from the center
of the pile) increases with a decrease in stiffness. Contrary behavior can be assigned to the far field (distances
bigger than 5 meters from the center of the pile). Soft soils, with low stiffness, undergo more deformation,
according to Hooke’s law, as a result of the pile toe pressure applied. The deformation under the pile toe
is directly related to the PPV. Therefore the PPV for low soil stiffness arises in high PPV values, as shown in
Figure 7.13 for the near field. According to the literature study, Chapter 2, low soil stiffness is associated with
high damping behavior, resulting in lower PPV values in the far-field (distances bigger than 5 meters from the
center of the pile) for small soil stiffness’s.

7.1.6. Variation with distance WPM
Investigating the impact of material properties on wave propagation behavior is accomplished in this section
by increasing the horizontal distance of the data point with respect to the center of the pile for the WPM
model calculations. The results are compared with the Eurocode 3 [2] prescribed limit value of PPV for buried
structures.

Soil stiffness dependency
In contradiction with the ABAQUS calculation, the WPM calculation results show a less sensitive behavior
related to soil stiffness, for the application of just P-waves. In Figure 7.14 the graphical lines follow a small

Doc: "G.Reuver - MSc Thesis- 05:2016"



7.1. WPM and ABAQUS 105

Figure 7.13: ABAQUS calculation, Peak Particle Velocity (PPV) as a result of a pile toe depth of -3 meter for different soil stiffness and
constant Poisson’s ratio and soil density. Data positioning point is between 0.5 and 20.0 meters from center pile at -3 meter depth.

band-width, indicating a low sensitivity to a change in soil stiffness. Furthermore the influence in the near
field, where the PPV values are higher for a low soil stiffness, is extended to a distance of approximately 15
meters (differing from the ABAQUS calculations where this value is approximately 5 meters, see Figure 7.13).
The difference between the model results in the far field can be associated with damping of pressure waves.
Higher frequencies are are less sensible to damping than lower frequencies. R-waves experience less damping
than P-waves and therefore the results in the far field for the ABAQUS calculations (where both P-waves and R-
waves are taken into account) show a wider solution spectrum than the WPM, which only takes P-waves into
consideration (see Figure 7.14). Bare in mind that the ABAQUS results are presented at a depth of -3 meters
below the surface, whereas the WPM results at a depth of -1 meters below surface level. This influences the
results as well.

Figure 7.14: WPM calculation for P-waves, Peak Particle Velocity (PPV) as a result of a pile toe depth of -1 meter, for different soil stiffness
and constant Poisson’s ratio and soil density. Data positioning point is between 0.5 and 20.0 meters from center pile at -1 meter depth.

The application of a combined model for R-waves and P-waves, as suggested in Chapter 6 indicates a corre-
lation that satisfies the ABAQUS calculation (see Figure 7.15). Although the calculation is taken at -1 meters
below the surface, in contrast with the -3 meters below surface for the ABAQUS calculation, the results do
show a similar model behavior for the far field. The results for the near field indicate a less sensible model
with respect to changes in soil stiffness. The difference can be related to the different damping models used.
The WPM damping model, according to the Bornitz equation as stated by Athanasopoulos et al. [12], shows
to be less sensitive to soil parameter changes, in the near field of the pile, as the Rayleigh-damping model
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Figure 7.15: WPM calculation for R+P-waves, Peak Particle Velocity (PPV) as a result of a pile toe depth of -1 meter, for different soil
stiffness and constant Poisson’s ratio and soil density. Data positioning point is between 0.5 and 20.0 meters from center pile at -1 meter
depth.

used in the ABAQUS simulations.

A comparison between the WPM model with just P-waves and the extended model with R+P-waves it can
be observed that for the near field (from the pile to a distance of 5 meters from the pile) the results show
analogous behavior. From this statement can be concluded that in the near field of the pile, the P-waves have
a similar magnitude as the R-waves. This is in agreement with reality, where due to the lack of damping of
both P-waves and R-waves in the near field of the pile, the direct P-waves have proportional magnitude to
the R-waves. The extended model with R+P-waves is therefore more realistic than the simple WPM with just
P-waves (in the far-field).

Frequency dependency
The increase in frequency leads to a higher amplitude of the applied force in the WPM. On the other hand in
the ABAQUS calculations the amplitude of the force is taken as a constant (so no increase with an increase in
frequency) and thus only the frequency is varied. Therefore complementary methodology is applied in the
results shown in Figure 7.16 for the WPM. As explained earlier, input energy will therefore decrease with an
increase in frequency.

Stiff soils show less sensitive behavior to driving frequency changes than soft soils. The sensitivity to driving
frequency grows for all cases with an increase in horizontal distance from the center of the pile. This means
that the WPM displays analogous behavior to the ABAQUS model. On the other hand, the WPM aims to be
less sensitive in all cases in the near-field of the pile, leading to difference with the ABAQUS model. Earlier in
this chapter is stated that the damping models/methods applied to the ABAQUS model and the WPM differ
from each other. This declares also the difference in behavior in the near field of the pile for both models.
Due to the lack in measurement data, a comparison with reality, to outline to correctness of both models, can
not be made.

7.1.7. Linear elastic versus linear elastic-perfect plastic ABAQUS model
The linear elastic-perfect plastic model, also named ’Mohr-Coulomb material model’, is very sensitive to big
localized loads, since this may lead to local failure of the material (very big plastic strains). The ABAQUS
calculation will than be aborted due to the instability in the calculation. Too small loads on the other hand
may lead to no plastic strains and the material will then react purely elastic.

In the attempt to show the difference between the linear elastic (LE) and the Mohr-Coulomb (MC) model, the
application of a very high local load led to abortion of the ABAQUS calculation for the MC model. By lowering
the load, stability in the model (but including plastic strains) was aimed for, but did not succeeded. Therefore
a comparison between the LE model and the MC model is not taken into further consideration. Suggestions
to improve the stability of the calculations are given in Chapter 10.
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Figure 7.16: WPM calculation, Peak Particle Velocity (PPV) as a result of a pile toe depth of -1 meter for different driving frequencies.
Data positioning point is between 0.5 and 20.0 meters from center pile at -1 meter depth.

7.2. Coupled WPM - PSM
The coupled WPM-PSM approach enhances possibilities to investigate pressure wave impact on pipe struc-
tures in the subsurface. In the following section, the results of the coupled approach are carried out. The
focus on the other hand, is on the behavior and sensitivity analysis of the PSM. Therefore parameters related
to the WPM are held constant unless mentioned.

7.2.1. Boundary condition
Implementation of the correct boundary condition is of high importance as it has a big influence on the
model outcome. To what extend the boundary has an impact on the model outcome and the methodology to
lower its effect are carried out in this section by means of a sensitivity analysis.

Boundary condition comparison
Two different boundary methodologies are proposed in Chapter 6. The so called "alpha-boundary" and the
"extended-boundary". Figure 7.17 presents the two different boundaries by means of stress in the pipe as a
relation of a varying soil stiffness around the pipe. The alpha-boundary is implemented with an alpha-factor
of 2.0 and 3.0 and the extended-boundary is achieved with a 20.0 meters extended length.

The fluctuating model response to the alpha-boundary can be related to the difference in stiffness between
the last elements and the other elements of the model. This stiffness contrast causes a big increase in mo-
mentum at the transition location leading to a large angular rotation and thus a large stress in the pipe. The
sensitivity to an increase in soil stiffness is large, since the over all stiffness increases and accordingly the
relative difference becomes larger at the transition point. On the other hand, the outcome does not show a
smooth decrease in stress with an increase in stiffness (it shows even an increase in stress at some point with
an increase in stiffness). This proves that the methodology does with its fluctuating model results is not a
reliable boundary technique.

A more smooth correlation is concluded from Figure 7.17 for the extended-boundary method. This indicates
that the boundary does not cause model instability problems and is therefore applied for further system
calculations.

Boundary condition size
Inquisition to the impact of the extended-boundary method through a variation in boundary length substan-
tiates the selected confined calculation domain. Figure 7.18 displays a solution spread associated with the
boundary length. As could be expected, this distribution reveals that an increasing boundary length relates
to a decreasing band-width of the solution spread with respect to its average. The chosen 40.0 meter bound-
ary length as standard application is based on its calculation time (explained later on in this chapter) and on
the accuracy (no higher accuracy is required) and is indicated in Figure 7.2.
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Figure 7.17: WPM-PSM calculation, relation of the stress in the pipe structure - soil stiffness around the pipe structure. Comparison of
different boundary conditions.
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Figure 7.18: WPM-PSM calculation, relation of the stress in the pipe structure - extended boundary length

7.2.2. Frequency
The response of the system to different excitation frequencies is already investigated earlier in this chapter.
Not only will the excitation frequency influence the wave propagation behavior in the WPM, but different fre-
quencies will also lead to a distinctive behavior of the PSM. Hence, investigation is carried out by minimizing
the influence of the WPM on the PSM to trace the excitation frequency impact on the PSM only.
Reduction of the WPM impact on the outcome is performed by the following steps:

• Keeping the excitation force identical for all simulations and only vary the frequency. Therefore the
difference in response of the soil under the pile will only be related to the frequency and not to the
force. A down-side of this method is that the input energy will decrease with an increase in frequency
(as explained earlier in this chapter).

• An increase in frequency will lead to more damping of the propagating wave. On the other hand, in the
far field of the pile the Rayleigh-wave will dominate over the direct P-wave. Figure 7.16 indicates that
for an increase in driving frequency there will by an increase in PPV, in case of the far field. Associated to
the increasing pressure on the pipe at the boundaries (related to an increasing PPV) by means of an in-
creasing driving frequency the domain size will also differ (as it is dependent on the ratio of maximum
PPV at the boundary, see Chapter 6). The maximum allowed percentage at the boundaries is changed
in such a way, that the domain size, and its corresponding mode shapes and Rayleigh-damping fre-
quencies, are remained constant.
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• The number of excitation cycles is kept as a constant therefore the simulation time is different for every
calculation performed. In this way the response of the system is analyzed based on the number of
excitation cycles, which is assumed as a reliable approach.
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Figure 7.19: WPM-PSM calculation, stress in the pipe structure - frequency of excitation of the vibrating hammer

The system does not seem to be sensitive to an excitement in its eigenfrequency. The excitation pressure on
the pipe follows a time and position relate distribution. Every element is excited with the same frequency,
but with a different initial time position. For that reason the eigenfrequency of the system does not have to
correspond with an increase in stress within the pipe.
The research to the behavior of the pipe, related to frequency, is in the model almost impossible. This is
due to the fact that it is one-to-one related to the WPM model. The research undertaken is performed with
a force that stays constant, the amount of elements of the model is held constant and only the frequency is
changed. The increase in frequency leads to a decrease in stress within the pipe structure. Higher frequencies
are damped more than lower frequencies. Therefore, the deformation of the pipe will be lower for higher
excitation frequencies leading to a decreasing stress. Moreover, a decrease in excitation frequency, with the
application of a constant force amplitude, will also lead to a decrease in input energy (as explained earlier)
leading to a lower pressure on the pipe (and associated to that a lower stress in the pipe).
The application of Rayleigh-damping of the system is based on the frequency of the first eigenmode and the
eigenfrequency near the excitation frequency. When the excitation frequency proceeds the eigenfrequency
used in the previous calculation as upper-boundary value, another upper-boundary value will be applied in
to the calculation (leading to a different Rayleigh-damping behavior). Therefore the system, as can be seen
in Figure 7.19, reacts different after proceeding the eigenvalue of the system (used as upper boundary for the
determination of the Rayleigh-damping parameters).
When considering the entire coupled WPM-PSM system, an increase in excitation frequency would lead to
an increase in stress within the pipe structure. Declaration can be made by: an increase in driving frequency
will lead to and increase in driving force; the bigger amplitude but shorter excitation frequency will still lead
to an increase in input energy; the PPV at all the elements will increase; the pipe displacement will increase;
leading to an increase in stress within the pipe structure.

7.2.3. Soil properties
System response is strongly correlated to soil configuration in circumference of the pipe structure likewise
the trajectory of the propagating pressure wave. Accordingly, interrelationship between soil composition and
the models (WPM and PSM) is investigated by means of a sensitivity study. The following subsections entail
this extensive soil material sensitivity examination.

Soil type WPM model
Study to the system response by means of variation in soil properties will give a good insight in parameter
sensitivity of the model. In case of this investigation, the material density, ρ (kg/m3), is kept constant to
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delineate system reaction to the soil stiffness, E (MPa), and Poisson’s ratio, ν (-). Both material parameters
are affecting more than just the wave propagation speed parameter, c (m/s) (which is not the case for the
material density parameter). On the other hand, it should be noticed that the mass of a material does effect
its damping behavior, like incorporated in the Rayleigh-damping model (mass-proportional damping) for
instance, but is not investigated in this Master Thesis research project.
Figure 7.20 indicates that for different Poisson’s ratios there is a maximum PPV in the soil stiffness range of
100 - 200 MPa. The PPV rate of the WPM is dependent on:

• Input energy: The energy input of the system depends on the stiffness of the soil and the vibrator
installation machine.

• Deformation under the pile toe: The deformation under the pile toe directly correlates to the pressure
wave propagating through the soil. The degree of deformation depends on the input energy and the
the pile cross-sectional area.

• Damping of the pressure wave: Material damping is associated with: the excitation frequency; soil
stiffness; Poisson’s ratio; soil density (in this case a constant value and therefore not of influence on
the outcome); degree of damping (taken as a constant value of 5 %). The wave velocity, c (m/s), that is
directly connected with the soil stiffness, Poisson’s ratio and soil density (which is taken as a constant),
is integrated in the material damping parameter, α, carried out in the literature study by Equation 2.21.
By an increase in soil stiffness the wave velocity will also increase (see Figure 7.21). In reality as stiffer
soil relates to a more packed grain configuration than a less stiff soil. This packed grain configuration
transports energy from one grain to the other more easily than less packed soil, which is in agreement
with Figure 7.21.

The model outcome is therefore a combination of material damping and input energy in the system (directly
correlated with the deformation under the pile toe). The soil stiffness range of 100 - 200 MPa shows to be the
an optimal combination of material damping and input energy for this model setup configuration.
[Note that: Although a stiffer soil is related to less material damping, this does not necessarily relate to a
higher PPV at the receiver point (as explained earlier in this section)].

Figure 7.20: WPM calculation, Peak Particle Velocity (PPV) as a result of a pile toe depth between 0.0 and -24 meters: for different soil
stiffness and Poisson’s ratio and a constant soil density.

Soil stiffness around pipe
Figure 7.17 displays not only a comparison between different boundaries, but also the relation between stress
and soil stiffness in the circumference of the pipe structure. The extended boundary follows a fourth-order
polynomial stress - soil stiffness relation. An increase in soil stiffness lead to a decrease in stress, which is
realistic according to Hooke’s law of elasticity. Hooke’s law of elasticity declares that the displacement vector
decreases when the stiffness increases (under the assumption that the stress remains constant in time).
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(a) General P-wave velocity used for the WPM model (b) General S-wave velocity used for the WPM model

Figure 7.21: General wave velocity used for the WPM model

Rayleigh-damping parameter, ξ
The excitation frequency (28 Hz) is near the eigenfreqeuncy (28.1 Hz) of the system. Earlier in this chapter
is concluded that this situation does not necessarily means that this leads to a large deformation within the
pipe structure. In case of no damping, Figure 7.22 shows that this will lead to a very large stress within the
pipe structure (the line temps to infinity) and therefore also a large deformation. This implies that without
damping (which in reality is never the case) an excitation frequency near the eigenfrequency of the system
leads to very large stresses in the pipe structure. The stress within the pipe structure temps to zero with the
application of 100 % (Rayleigh-)damping (as indicated by Figure 7.22), which can be assumed realistic. On
the other hand, due to numerical inaccuracies, this value is not equal to zero, which is the case in reality.
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Figure 7.22: WPM-PSM calculation, stress in the pipe structure - Rayleigh damping parameter

7.2.4. Pipe dimensions
Soil stiffness behavior is investigated earlier in this chapter. The research results showed that the impact
on the model stiffness proportionality was noticeable. A variation in pipe dimensions is directly related to
a change in stiffness properties of the pipe and therefore its reaction to the pressure applied on the pipe.
Momentum and stress in the pipe are examined by varying pipe properties.

Diameter pipe
The diameter of the pipe structure is not only in direct relation to its stiffness proportions, but also to the
magnitude of pressure applied on its surface. With an increase in pipe diameter its surface area increases
and the associated pressure per unit length of the pipe also increases. Figure 7.23 indicates an exponential
relation for both the stress and momentum in the pipe to an increase in pipe diameter. Increasing the pipe
diameter will lead to a higher pressure per unit length of the pipe, but also to a stiffer structure and a larger
cross-sectional area. All these non-linear relationships lead to a coherence displayed in Figure 7.23.
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[Note: It seems that the momentum increases more rapidly than the stress in the pipe. Since the stress and
momentum are both displayed by different y-axis, this conclusion can not be made.]
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Figure 7.23: WPM-PSM calculation, stress and momentum in the pipe structure in relation to the diameter of the pipe structure with
constant pipe thickness of 1 mm.

Thickness pipe
A change in pipe structure stiffness can also be reached by a variation in pipe material thickness. The pressure
per unit length on the pipe structure remains constant and as a result the methodology decreases the number
of influence factors. Figure 7.25 indicates the growth in cross-sectional area and moment of innersia (which
is in direct relation to the stiffness of the pipe, E I) by a change in pipe material thickness. Both relations are
not linear and reveal non-linear WPM-PSM behavior in Figure 7.24. Non-linearity is even more likely as a
model outcome, since the stiffness of the pipe structure is sheared corporation with the soil stiffness (which
is taken as a constant value in these calculations).
The model behavior shown in Figure 7.24 can be declared by its correlation with the relations displayed in
Figure 7.25. An increase in pipe thickness leads to a higher pipe stiffness. A stiffer pipe structure leads to less
deformation, but therefore also a higher momentum in the structure. A higher momentum would indicate
higher stresses in the pipe structure. However, the relationship between cross-sectional area and internal
forces decreased, leading to a lower internal stress. Both the stress and momentum relations converge, be-
cause their proportionality to the pressure on the structure grows to a very large value.

0"

0,1"

0,2"

0,3"

0,4"

0,5"

0,6"

0"

0,1"

0,2"

0,3"

0,4"

0,5"

0,6"

0,7"

0" 5" 10" 15" 20" 25" 30" 35"

M
om

en
tu
m
((k

N
m
)(

St
re
ss
(((
N
/m

m
2)
(

Thickness(Pipe((mm)(

Varia:on(pipe(thickness,(Diameter(=(500(mm(
"Stress,"D"="500"" "Momentum,"D"="500"" Log."("Stress,"D"="500")" Poly."("Momentum,"D"="500")"

Figure 7.24: WPM-PSM calculation, stress and momentum in the pipe structure - thickness of the pipe structure with constant pipe
diameter of 500 mm.
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Figure 7.25: Cross-sectional area and moment of innersia of a pipe - thickness of a pipe structure with constant pipe diameter of 500
mm.

7.2.5. Calculation time

The calculation time does not only depend on the domain size and the simulation time (although these two
factors have a big influence on the calculation time). The parameters used for the calculation determine
the stiffness of the system. The stiffness of the system influences the time step size taken by the ODE-solver
to solve the system within the pre-defined tolerances. The step size taken by the ODE-solver is the main
factor influencing the calculation time. If the system is very stiff the calculation steps will be very small. The
calculation time is also dependent on the amount of failed attempts by the ODE-solver. The failed attempts
are in direct relation to the stiffness of the problem. The stiffer the problem, the more failed attempts the
ODE-solver needs to sustain numerical stability by application of the correct calculation step.

Aside from the parameters that regulate the stiffness-matrix and mass-matrix of the problem, the excitation
frequency drives the force-matrix. A direct relation between the frequency and the stiffness of the problem
influences the calculation time of the ODE-solver. An increase in frequency lead to a more rapid increase in
pressure applied on the pipe. To sustain numerical stability, smaller calculation steps are required and thus
the calculation time increases to.

Figure 7.26 indicates the exponential increase in calculation time with the increase in boundary length (of
the extended boundary). The choice to maintain a standard model with a boundary length of 40.0 meters is
also based on the ODE-calculation time shown in Figure 7.26.

As the application of 11 frequency periods are used as a standard simulation length, the simulation time of
the model is related to the frequency. With an increase in frequency, there is an decrease in simulation time.
No conclusions related to the calculation time can be made as its length depends on the increasing factor
connected with numerical stability problems of the ODE-solver and on the other hand its decreasing factor
related to the 11 frequency periods applied.

7.2.6. Inaccuracy of calculation

Instabilities in model calculations can lead to inaccurate results. The coupled WPM-PSM suffers from small
model instabilities as can be seen in Figure 7.27 and Figure 7.28. The figures show that the displacements
grows in time and does not find a converge (which should be expected). On the other hand, this problem is
mastered maximization of the simulation time by 11 frequency cycles, so that the inaccuracy remains small.
Furthermore, the maximum stress and momentum is found to be at t = 0.06 s, which confirms this statement.
Also should be noticed that the small growth of the pressure, as shown in Figure 7.28, is due to the small
inaccuracy of the Trapezoidal rule as stated in Chapter 6. Appendix C shows a suggestion to solve the stability
problem by a Jacobian based numerical-solver method. Further inaccuracies of the calculation relate to the
model limitations carried out in Chapter 8.

Geert Reuver 4226178



114 7. Results

1"

10"

100"

1.000"

10.000"

0" 10" 20" 30" 40" 50" 60"

Ca
lc
ul
a&

on
)&
m
e)
)(s
))

Boundary)length)(m))

Influence)boundary)length)on)calcula&on)&me)
Different"boundary"lengths" Expon."(Different"boundary"lengths)"

Figure 7.26: WPM-PSM calculation, calculation time - boundary length

Figure 7.27: WPM-PSM calculation, displacement as a relation of the simulation time in the middle of the pipe

7.3. Conclusion
Correlations between the different model results are made to describe the inner workings of the coupled
WPM-PSM and the ABAQUS model. Conclusion about the inter-relations and parameter sensitivity study
are given in Chapter 9. From the results carried out in this chapter, clear model limitations came forward.
These limitations are described in detail in Chapter 8. Model limitations aim for improvement and therefore
recommendations for further research are suggested in Chapter 10.
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Figure 7.28: WPM-PSM calculation, results obtained from the midpoint of the pipe
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8
Model limitations

Simulations performed by computer models are a perception of reality. Each model is based on assumptions
and simplifications based on engineering judgment and grounded statements. These simplifications can
lead to model uncertainties that let the results differ from reality, which can bring risk in design statements.
Additional safety factors are used in engineering designs to cover the risk, but lead to a more conservative
approach. Model validation by means of measurements can lower the risk and lead to less conservative judg-
ments.
In this Master Thesis research project, risk is not a factor taken into account. Reasoning leads to the ex-
perimental basis of the research. The preliminary coupled Wave Propagation Model-Pipe Structure Model
(WPM-PSM), developed for this Master Thesis research project, does imply a good practical application. On
the other hand, due the lack of validation by means of measurements its correctness is not yet proven. The
comparison with the ABAQUS model does lead to a more reliable knowledge of the Wave Propagation Model
(WPM), but without the comparison with real field data the model will be experimental. Furthermore, no
comparison is made for the Pipe Structure Model (PSM), leaving this part of the model entirely unproved.
However, the parameter sensitivity study applied to both the WPM and the coupled WPM-PSM can outline
the model behavior. Therefore a good understanding of the responsiveness of the models are outlined.

8.1. ABAQUS model
The axi-symmetric ABAQUS model, applied for this Master Thesis research project, represents a 2D axi-
symmetric situation of a round pile installed in the subsurface. Round piles have complementary stiffness
behavior with respect to the axi-symmetric axis. In the case of this Master Thesis research project a situa-
tion for a sheet pile is being investigated. Due to its complex stiffness behavior, investigation by means of a
3-dimensional approach would be optimal. Limited time frame, for the research project, led to a simplified
approach by means of axi-symmetry. 3D-effects are therefore neglected and stiffness-behavior in all direc-
tions is assumed similar. As a matter of fact, the stiffness behavior is not at all considered, since assumptions
that wave development related to the shaft of the pile is neglected. The following points of attention outline
the limitations of the situation declared above:

• The cross-sectional area of the pile is taken equal. But due to the different shape, the soil reaction to the
applied pressure of the round pile geometry will be different from the sheet pile geometry (a different
deformation/failure wedge according to Prandl).

• Horizontal bending of the sheet pile can cause big horizontal pressure waves (depending on the stiff-
ness behavior of the sheet pile wall), as declared by Liden [71]. Neglecting this 3D effect, as done in this
Master Thesis research project, could lead to the risk of under-estimated PPV levels.

• Dynamic shaft resistance lead to the development of pressure waves traveling through the soil. The
PPV could, in case of very stiff clay’s, could have higher rates than the point resistance. Therefore the
application of very stiff clay’s, as performed in the case of this research project, is not prerequisite.

During pile installation, energy dissipation, due to plastic soil deformations, will occur near the pile. Soil
models, complementary to the soil-type applied, that take plastic deformations and hardening/softening
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behavior into account, can predict realistic PPV rates near the pile. As stated by Masoumi [79], further from
the pile the soil behavior, to the progressing pressure wave, will more or less linear. The ABAQUS model,
used for this Master Thesis research project, uses a linear elastic soil model with the application of Rayleigh-
damping. Predicted PPV rates near the pile are therefore too high and can not by taken as realistic values.
Minimizing the refection at the boundaries of the model can be performed by addition of "rounded shape"
of the boundary. In this way the shape of the boundary is in agreement with the shape of the approaching
pressure waves and therefore minimize reflection of waves (no reflection of waves will take place when they
approach under a 90 degree angle at the boundary absorption elements). In the case of the ABAQUS model,
used for this research, rounded boundaries are not applied due to the short model calculation time (where
reflection is not expected to take place). A long simulation time will result in an unreliable model outcome,
which is a limitation of this simplified approach.

8.2. Wave Propagation Model
In accordance to the ABAQUS model, the Wave Propagation Model (WPM) does not take wave development
by means of shaft resistance into consideration. Horizontal bending of the sheet pile wall (horizontal de-
formation) will result in pressure wave development, as explained earlier in this chapter. Limitations cor-
responding to the two previously discussed points has similar effects on the model outcome as to ABAQUS
model (discussed in the previous section). The lack of measurement data makes it difficult to predict the
effect of these two model limitations, since no comparison with reality can be made.
The prediction method for Rayleigh-wave development is based on a critical distance terminology. Appli-
cation will result in an exponential PPV response that relates to unrealistic high rates near the surface. On
the other hand, application at depths more than 1 meter below surface result in complementary maximum
values with respect to the ABAQUS model. This proves reliability at near surface application. However, no
corresponding Rayleigh-wave distribution with respect to pile toe depth is found. The shape of the output
does not entirely fit the ABAQUS model outcome. When this relation is requested as model output, the limi-
tations of its shape should be taken into consideration.
The soil disturbance factor for the remoldiation of the soil under the pile toe is taken as a constant value (=
2.0). This factor is directly linked to the energy transfer between the pile toe and the soil. Different soil types
result in different behavior. Therefore this averaged value can relate to too high or too low model PPV output
rates. Further investigation is required.

8.3. Pipe Structure Model
The Pipe Structure Model is developed as a 1D-Finite Element Model that only accounts for bending stresses.
2D-and 3D-effects, like torsional stresses, are therefore not taken into consideration. These torsional stresses
could be caused by waves approaching the surface of the pipe in different angles. The combination of bend-
ing and torsional stresses could lead to a higher total stress in the pipe material. The simplified approach for
this Master Thesis project therefore can not be considered a valid simulation method, unless a comparison/-
validation with field measurements, 2D-and or 3D-calculation is performed.
Application of numerical methods always lead, in some extend, to model errors. Utilization of higher-order
numerical methods, as used for the PSM, lowers the truncation error, but on the other hand still includes an
error. Using a build-in Matlab ode-solver, with variable oder method and variable calculation step method,
composes a more stable solution spectrum. However, this dynamic Finite Element problem implies a very
stiff differential equation and leads to a very sensitive solution spectrum towards the calculation step chosen.
Due to this sensitivity the calculation will become unstable after 10-15 forcing periods making it not possible
to run longer simulations without obtaining unreliable model results.
The Euler-Bernoulli method has 3 basic assumptions, as mentioned in Chapter 6. These assumptions make
it possible to develop a relative simple dynamic Finite Element Model (in comparison with the Timoshenko
Beam model as stated by Banerje [16], Chen et al. [27], Kocaturk and Simsek [67] and Thomas and Abbas
[111]), but its response does not take shearing forces between the elements into account. This makes the
model outcome less reliable, but decreases model calculation time.
Chapter 6 proposes two distinct boundary conditions to minimize their impact on the model result spectrum.
Chapter 7 makes clear that the extended boundary enhances the most stable model behavior. Further inves-
tigation to what extend the boundary length affects the maximum stress within the pipe structure proves that
with an increasing boundary length, the impact on stress development decreases. However, the decreasing
influence develops according to an average trend-line distribution that covers a wide spread of model results.
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A wide distributed solution spectrum can be associated with a sensitive model response to, in this case, its
boundary. In addition, the application of no rotation and no vertical displacement at the outer limits of the
boundary could be questioned. In reality rotation stiffness from the pipe as well as translation stiffness of the
pipe and the soil will be present. Clarification towards the sensitive boundary behavior could be associated
with the utilization of the fixed outer limit of the boundary elements. The conditions applied for the outer
limit of the model can be addressed as a responsive methodology and requires further investigation.
Concrete pipes for the application of water transport require to be water tight. Judgment of limit material
stress, with respect to the enforced circumstances, is of importance to authorize the quality of the pipe struc-
ture. The PSM is developed with application of average stress distribution along the cross-section of the pipe.
Therefore limit stresses on its surface are not considered. Model adjustments should be applied to trace limit
stresses.
Lack of knowledge on the soil-pipe contact surface require the assumption of homogeneous conditions. Peak
stresses caused by locally stiffer or weaker zones are therefore neglected. Further more the contrast between
3D soil stiffness’s (horizontal, upper and lower soil stiffness differ from each other) is also not taken into ac-
count. Both model simplifications could lead to higher stresses in the pipe, which makes the PSM used for
this Master Thesis research project less conservative. The application of an empirical formulation to em-
phasize the soil stiffness, as suggested by Adhikary et al. [6], includes (as it includes empirical parameters)
an uncertainty with respect to pipe deformations and directly linked pipe stress-distributions. Real soil be-
havior includes hardening and softening effects that effect the pipes oscillatory deflection. Linear elastic soil
behavior, as included in the model, could lead to lower calculated stresses than in reality will be produced by
the pressure waves. However, the Rayleigh-damping as applied to the model influences the pipes behavior,
lowering the deflection of the pipe (representing the non-linear soil behavior as in reality would take place).
The program suggest that the pipe is not filled with a fluid. In case of a filled pipe, the total mass will be
higher, lowering the pipes oscillatory acceleration and therefore damping the deflection. Calculations for
these situation should therefore be considered conservative with the application of the coupled WPM-PSM.
The lack of implementation of the geostatic stress around the pipe does imply the pipe can move without
the additional pre-stressed situation. This can lead to higher or lower pipe deflections, depending on the
direction of the load caused by the pressure wave.
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Final Conclusion

This Master Thesis research project aims for a simplified method to investigate the affect of vibratory pile
installations on pipes and ducts in the subsurface. The extensive literature study accomplished, resulted in
a adequate approach methodology for the development of a coupled analytic model. The Wave Propagation
Model is based on the model developed by Massarsch [80]. Implementation of modifications to this model
are made with respect to vibratory pile driving arising pressure waves in a soil body. Therefore it is possible to
describe the wave origination of vibratory sheet pile installations and the progression of the pressure waves
through the soil body. Two distinguished pressure wave types are incorporated in the model. The P-waves
and Rayleigh-waves as indicated in Chapter 2 and Chapter 6.
A 1D Finite Element approach, by utilization of the Euler-Bernoulli method, describes the pipe structure
excited by the progressing pressure wave. One-directional coupling of the two individual models, by means
of the forcing approach as addressed in Chapter 6, gains optimal simulation of the entire problem statement.
The methodology, developed for this Master Thesis research project, not only permits excellent insight in the
problem spectrum, but also adequate system results in a relative short time can be obtained. Due to its ben-
eficial techniques a good estimation of the influence of the pressure waves on the pipe can be accomplished.
No time expensive and complicated 3D commercial Finite Element (FE) calculations need to be made. Al-
though in case of a critical situation additional 3D FE calculations should be made, since the model satisfies
a simplified approach method and does not take 3D effects into account.
The development of the system approach is seen as conceptual research, since the lack of measurement data
make validation of the model not possible. However, results related to the parameter sensitivity study do
address the inner workings of the model and the interconnections between the mechanisms modeled. Judg-
ment of the approach methodologies used to investigate the research problem are defined in detail through-
out the content of this chapter, model limitations of the other hand are carried out in Chapter 8.

9.1. Wave propagation approaches
Chapter 7 delineates the system response to certain parameter input values. A comparison between the
ABAQUS model and the WPM declares that their model behavior is complementary. This means that the
inner workings of the WPM, resulting in its system response, are concluded to behave correctly (under the as-
sumption that the ABAQUS model is complementary to reality). On the other hand, small differences lead to
a certain degree of uncertainty for both the model approaches. Only by a comparison with real field measure-
ment data these uncertainties can be validated. From the research carried out in this Master Thesis project
can be concluded that the proposed Wave Propagation Model proves to be of similar high quality prediction
method for the prediction of PPV values induced by vibratory pile installation.

9.2. Pipe Structure Model
The simplified 1D Finite Element approach of the pipe structure represents its response to the excitation
pressure of the vibration wave in the subsurface. The reaction is investigated by means of a sensitivity study.
From this study can be concluded that the methodology can lead to a good estimation of the vibration behav-
ior in reality. On the other hand, modification and further research is mandatory to reach excellent system
quality. For instance the boundaries influence the model outcome to a certain degree. Utilization of another

Geert Reuver 4226178



122 9. Final Conclusion

approach could lead to better model performance. Another very important model limitation that need to be
solved, as mentioned in Chapter 8, is the model instability related to larger simulation times (larger than 11
frequency cycles). This part of the coupled WPM-PSM also requires field measurements to prove its validity.
Lack of field measurements and unknown soil-pipe contact circumstances made it not possible to carry out
this very important research step and confirm the correctness of the model simulations.

9.3. Research objectives and questions
Although the coupled WPM-PSM consists of limitations regarding its performance, focus should be laid on
the research goals and research questions regarding the model results.

9.3.1. Research questions
The following section reveals the answers to the research questions regarding the investigation results of the
Master project.

• What are the additional stresses in the pipe caused by the vibration wave?: The additional stresses
are dependent on numerous factors. The coupled WPM-PSM can predict the additional stresses on the
basis of a set of input parameters. The conclusion that can be made regarding this research question are
the graphical relations presented in Chapter 7. These graphs describe the relation between the input
parameters and the resulting stresses. The conceptional model developed for this thesis needs to be
validated by means of displacement data. Back calculation of the stresses is than possible. Therefore
no conclusion can be made about the degree of reliability of the calculated stresses within the pipe
structure.

• What are the factors influencing the wave propagation through the soil and how do they influence
this process?: By means of the parameter sensitivity study, carried out in Chapter 7, all of the factors
that influence wave propagation behavior are investigated. The damping process is one of the main
factors manipulating the PPV of the propagating pressure wave. Different wave types relate to distinc-
tive wave development and propagation behavior. P-waves and Rayleigh-waves are integrated in the
WPM and their apparent mobilization through the soil body is taken into account. Similar to the previ-
ous question, Chapter 7 displays the answer by means of graphical representation and the description
of inter-connection between the properties.

• To what extend will damping influence the behavior of the pipe structure?: Figure 7.22 delineates
the relation between the degree of (Raleigh-)damping and the stress in the pipe structure. From this
relation can be concluded that the degree of damping effects the behavior of the pipe dramatically.
Low degree of damping relates to very high stresses in the pipe, whereas a high degree of damping to
low stresses. The relation is described by an semi-asymptotic function that grows to a very high value
when no damping is applied and almost to zero when 100 % damping is enforced. Due to its sensitivity,
care needs to be taken choosing the degree of damping.

Soil damping in the WPM also effects the pipe structure. Application of low damping results in higher
PPV rates and therefore a higher pressure on the pipe structure. Also will the degree of soil damping
result in a higher contrast of pressure, enforced on the pipe structure, regarding its geometry. The con-
trast of induced pressure, on the pipes surface along its length, will arise in different stress distributions
in the pipe.

• What will be the preferred method to solve the problem statement and to what extend do model as-
sumptions influence the reliability of the end result?: In the literature study an in depth investigation
is accomplished to retrieve the "ideal" methodology to approach the problem statement. From the lit-
erature study is concluded, in Chapter 5, that the combination of the wave propagation Massarsch and
Fellenius [80] model (including the modification with respect to vibratory sheet pile driving) and the
1D Euler-Bernoulli Finite Elements pipe structure model would lead to optimal efficiency and reliabil-
ity. Further investigation of the model limitations, regarding the approach assumptions is delineated
in Chapter 8.

9.3.2. Research objectives
The research objectives are drawn out in Chapter 1. This section gives feedback on the research by examining
the requested objectives regarding the research outcomes.

Doc: "G.Reuver - MSc Thesis- 05:2016"



9.4. Final comment 123

• Aim for simplification to obtain a fast result: Throughout the entire Master project the aim to de-
velop a simplified model approach was mandatory. Over-simplification of the other hand leads to less
reliability. Therefore ensuring the quality and reliability of the model was considered of high impor-
tance. The coupled WPM-PSM model is a specified model made to investigate vibratory pile induced
vibrations and their effects on pipes and duct in the subsurface. The model retrieves a relative fast ap-
proximation of the problem situations, since the entire pipe geometry is linked to different pressure
wave values (regarding their decrease in magnitude and time shift). Different problem situations can
be accomplished by quick changes in the parameter input. Related to time expensive and complicated
3D commercial software models that need to be developed the coupled WPM-PSM is considered a ben-
eficial time saving approach methodology.

• Development of a model that describes pressure waves excited by vibratory sheet pile installation
and their progression through a soil body: Both the ABAQUS model and the WPM have the ability to
for-fill this requirement. On the other hand, the ABAQUS-model is radial symmetric, making it impos-
sible to apply a sheet pile geometry. A risk of to much input energy regarding the round pile geometry
application can lead to unreliable system results. The progression of the waves is better implemented
in the ABAQUS model, since 2D effects of wave interactions are taken into account, as by the WPM only
1D wave progression is modeled.

• Predict and describe the behavior of an embedded pipe structure excited pressure waves: The re-
quirement is implemented in the coupled WPM-PSM. The behavior of the embedded pipe can be ana-
lyzed both graphically as well as visually making the prediction and description of its behavior possible.

• Incorporation of a layer soil body: The WPM is capable of handling layered soil bodies. However,
layered soil bodies are not considered in this Master Thesis research project. Therefore this research
objective is considered as not for-filled.

9.3.3. Hypothesis
The ground vibrations induced by vibratory sheet pile driving can lead to failure of the pipe structure.
So many factors influence the stresses in the pipe, induced by vibratory sheet pile installation, that not a strait
answer to the hypothesis can be given. In case of this research, only steel pipes are taken into consideration,
since steel material behaves more or less purely elastic. Situations of a horizontal center-to-center distance
of 5 meters between the pipe and the pile leads to a maximum stress increase of approximately 0.7 N/mm2.
This stress increase is considered very low regarding the material yielding stress of 235 N/mm2. Therefore
can be concluded that for steel pipes, located 5 meters and further from the sheet pile, will not fail due to the
vibratory sheet pile installations.
In case of concrete pipes, the situation still needs to be investigated. For this particular material can be
expected that stress increases of 0.7 N/mm2 can lead to material failure, since its yielding stress is a factor
50 lower than that of steel. Also in case of no failure, small cracks in the material can lead to leakage of water
disposal systems. Extended research suggestions, regarding concrete pipes, are made in Chapter 10.
The Eurocode 3 [2] states a limit Peak Particle Velocity (PPV) for buried structures at 25.0 mm/s. From Chap-
ter 7 can be concluded that in most cases this value is reached in the range of 0 to 5 meters from the center
of the pile. Since the increase in stress of the investigated situations is assumed low regarding the yielding
stress of the steel material, this limit value is not considered useful in case of steel pipe structures. The limit
value could be of importance for concrete structures, since cracks in the structure can relate to leakage (as
explained earlier in this section). Further investigation of the limit value suggested by the Eurocode 3 [2] in
contrast with the stress increase in the pipe is therefore advised.

9.4. Final comment
In accordance with Chapter 8 a variety of model modifications and further research need to be carried out to
higher system quality and lower risk. These suggestions are drawn out in Chapter 10.
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Recommendations

Optimal research outcome is the aim of every investigation project. On the other hand, due to time and
money issues, research simplification are requisite to fore fill research goals and requirements. The proposed
and applied model for this Master Thesis research project does have limitations, as outlined in Chapter 8. To
minimize its limitations further research proposals are suggested in this chapter.

• Investigating a multiple-layered soil in ABAQUS will allow a good insight in the wave propagation be-
havior of a layer soil. Also a comparison with a multiple-layered situation in the WPM and reality will
than be possible. Validation of the WPM model without the use of the ABAQUS model, for a multiple-
layered soil, is possible just by means of field measurement PPV values and laboratory data to obtain
the system parameters.

• An more extensive parameter and boundary impact study, for the ABAQUS model, will further outline
its sensitivity to system parameter changes. Comparison of its study outcome to the WPM will outline
an even more detailed solution spectrum.

• The hammer efficiency factor for the WPM is taken as 1.0. This factor indicates the amount of energy
transferred from the hammer to the pile toe. A more extensive study to the transfer of energy from
the hammer to the pile and the energy loss in the pile (towards the pile toe) should result in a more
reliable model outcome. A suggestion is to calculate the hammer efficiency factor, F H (-), according
to FH = Fd z

Fd pi l epoi ntmovement . The efficiency factor is dependent on the pile point movement - vibrator
movement ratio.

• Utilization of the Modified Drucker-Prager + cap model (see Han et al. [50]) will lead to better material
behavior for the ABAQUS model. Hypo-plasticity models could be even better. These material models
on the other hand could lead to too less damping without the application of Rayleigh-damping.

• In addition to the Drucker-Prager model, saturated soil behavior for sand and clay could be imple-
mented, resulting in undrained behavior under the pile tip as a result of the rapid increase in local
pressure (see Katzenbach [64])

• Implementation of entire pile in ABAQUS, similarly like Ekanayake et al. [41] implemented in their
ABAQUS model. This model includes a friction surface at the shaft. In this way the shear waves resulting
from the shaft friction can be investigated better leading to an even better understanding of the wave
propagation behavior. An extension of this model can be performed by extending this model into a
3D-model where bending of the sheet pile wall will be taken into account.

• Implementation of hysteretic damping as material behavior for the Pipe Structure Model (PSM). This
could be applied in a similar manner to the approaches presented by Orologopoulos and Loukidis [95].

• Use the differential quadrature method to investigate cracked beams under dynamic loads. This appli-
cation could be of big importance with old concrete waterdisposal systems. Matbuly et al. [81] imple-
mented a method to examine cracked beams under dynamic loads.
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• Further investigation to the boundaries of the PSM is required to minimize boundary influence on the
model output.

• The PSM suffers still from stability problems related to the numerical solving method for the system of
differential equations. In Appendix C a methodology with the use of a numerical generated Jacobian
matrix is outlined. This could be an approach to generate numerical stability.

• Verification of the entire model with use of field and laboratory measurements. Use of a Marcov-Chain
Monte-Carlo analysis would offer the possibility to fit all the model parameters based on a probabilistic
approach and measurement data.

• Inelastic soil behavior under structures and its corresponding energy dissipation could be applied to
the PSM. Mergos and Kawashima [85]; Anastasopoulos et al. [9]; Kourkoulis et al. [68]; Zafeirakos and
Gerolymos [130] give methods for the application of this theory. The inelastic soil behavior can lead to
more realistic soil behavior and therefore a more reliable model outcome.

• Further investigation remoldiation factor for pile toe - soil interaction should give a better insight in the
energy loss due to soil disturbance (as outlined in Chapter 8).

• Investigation of the limit value, suggested by the Eurocode 3 [2], in contrast with the stress increase in
concrete pipe structures (as explained in Chapter 9.
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A
Derivations

A.1. Center of gravity pipe
The center of gravity of half of the pipe is used in the calculation of the momentum in the pipe structure. The
derivation is based on Figure A.1 where:

• R1 (m): The outer radius of the pipe

• R2 (m): The inner radius of the pipe

• θ (rad): Angle with the horizontal

• yz (m): Center of gravity for half a pipe

y = r sin(θ)

dA = r dθ dr

R1

R2

r

Figure A.1: Center of gravity of half of a pipe cross-section

∫ ∫
y d A =

∫ ∫
r si n(θ) d A =
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r si n(θ) r dθ dr (A.1)
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136 A. Derivations

A.2. Element matrices used in the FEM
The individual components of the stiffness matrix, [K ], mass matrix, [M ] and the force vector, {F }, are ob-
tained in this section. By means of Galerkin’s Weighted Residual method with the use of Greens Theorem and
the application of the Hermite cubic interpolation functions two-noded rod-elements with four integration
points are created. The cubic shape functions and their first-and second derivative are shown in Equation A.7
to Equation A.18.

N1 = 1

L3

(
L3 −3 L x2 +2 x3) (A.7)

N2 = 1

L2

(
L2 x −2 L x2 +x3) (A.8)

N3 = 1

L3

(
3 L x2 −2 x3) (A.9)

N4 = 1

L2

(
x3 −L x2) (A.10)

∂N1

∂x
= 1

L3

(−6 L x +6 x2) (A.11)

∂N2

∂x
= 1

L2

(
L2 −4 L x +3 x2) (A.12)

∂N3

∂x
= 1

L3

(
6 L x −6 x2) (A.13)

∂N4

∂x
= 1

L2

(
3 x2 −2Ł x

)
(A.14)

∂2N1

∂x2 = 1

L3 (−6 L+12 x) (A.15)

∂2N2

∂x2 = 1

L2 (−4 L+6 x) (A.16)

∂2N3

∂x2 = 1

L3 (6 L−12 x) (A.17)

∂2N4

∂x2 = 1

L2 (6 x −2Ł) (A.18)

A.2.1. Components element stiffness matrix [KPi pe ]
The stiffness matrix can be obtained by solving the integral as given in Equation A.19 (for the pipe structure).
This will result in a 4 x 4 symmetric stiffness matrix.

K Pi pe
i j = E I

∫ L

0

d 2Ni

d x2

d 2N j

d x2 d x (A.19)

The individual components of the equation are given by Equation A.20 and Equation A.21. Their partial
derivatives are obtained in a similar manner.

{Ni } =



1
L3

(
L3 −3 L x2 +2 x3

)
1

L2

(
L2 x −2 L x2 +x3

)
1

L3

(
3 L x2 −2 x3

)
1

L2

(
x3 −L x2

)

 (A.20)

{N j } = [ 1
L3

(
L3 −3 L x2 +2 x3

) 1
L2

(
L2 x −2 L x2 +x3

) 1
L3

(
3 L x2 −2 x3

) 1
L2

(
x3 −L x2

)]
(A.21)

Individual component k11

k11 = E I
∫ L

0

[
1

L3 (−6 L+12 x)

] [
1

L3 (−6 L+12 x)

]
d x

= E I
∫ L

0

1

L6

(
36 L2 −72 L x +144 x2) d x

= E I
1

L6

[
36 L2 x −72 L x2 +144 x3]L

0 = E I

(
12

L3

) (A.22)
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Individual component k12 and k21

k12 = k21 = E I
∫ L

0

[
1

L3 (−6 L+12 x)

] [
1

L2 (−4 L+6 x)

]
d x

= E I
∫ L

0

1

L5

(
24 L2 −84 L x +72 x2) d x

= E I
1

L5

[
24 L2 x −42 L x2 +24 x3]L

0 = E I

(
6 L

L3

) (A.23)

Individual component k22

k22 = E I
∫ L

0

[
1

L2 (−4 L+6 x)

] [
1

L3 (−4 L+6 x)

]
d x

= E I
∫ L

0

1

L4

(
16 L2 −48 L x +36 x2) d x

= E I
1

L4

[
16 L2 x −24 L x2 +12 x3]L

0 = E I

(
4 L2

L3

) (A.24)

Individual component k13 and k31

k13 = k31 = E I
∫ L

0

[
1

L3 (−6 L+12 x)

] [
1

L2 (6 L−12 x)

]
d x

= E I
∫ L

0

1

L6

(−36 L2 +144 L x −144 x2) d x

= E I
1

L6

[−36 L2 x +72 L x2 −48 x3]L
0 = E I

(−12

L3

) (A.25)

Individual component k23 and k32

k23 = k32 = E I
∫ L

0

[
1

L2 (−4 L+6 x)

] [
1

L2 (6 L−12 x)

]
d x

= E I
∫ L

0

1

L5

(−24 L2 +84 L x −72 x2) d x

= E I
1

L5

[−24 L2 x +42 L x2 −24 x3]L
0 = E I

(−6 L

L3

) (A.26)

Individual component k33

k33 = E I
∫ L

0

[
1

L2 (6 L−12 x)

] [
1

L2 (6 L−12 x)

]
d x

= E I
∫ L

0

1

L6

(
36 L2 −144 L x +144 x2) d x

= E I
1

L6

[
36 L2 x −72 L x2 +48 x3]L

0 = E I

(
12

L3

) (A.27)

Individual component k14 and k41

k14 = k41 = E I
∫ L

0

[
1

L3 (−6 L+12 x)

] [
1

L2 (−2 L+6 x)

]
d x

= E I
∫ L

0

1

L5

(
12 L2 −60 L x +72 x2) d x

= E I
1

L5

[
12 L2 x −30 L x2 +24 x3]L

0 = E I

(
6 L

L3

) (A.28)
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Individual component k24 and k42

k24 = k42 = E I
∫ L

0

[
1

L2 (−4 L+6 x)

] [
1

L2 (−2 L+6 x)

]
d x

= E I
∫ L

0

1

L4

(
8 L2 −36 L x +36 x2) d x

= E I
1

L4

[
8 L2 x −18 L x2 +12 x3]L

0 = E I

(
2 L2

L3

) (A.29)

Individual component k34 and k43

k24 = k42 = E I
∫ L

0

[
1

L3 (6 L−12 x)

] [
1

L2 (−2 L+6 x)

]
d x

= E I
∫ L

0

1

L5

(−12 L2 +60 L x −72 x2) d x

= E I
1

L5

[−12 L2 x +30 L x2 −24 x3]L
0 = E I

(−6 L

L3

) (A.30)

Individual component k44

k44 = E I
∫ L

0

[
1

L2 (−2 L+6 x)

] [
1

L2 (−2 L+6 x)

]
d x

= E I
∫ L

0

1

L4

(
4 L2 −24 L x +36 x2) d x

= E I
1

L4

[
4 L2 x −12 L x2 +12 x3]L

0 = E I

(
4 L2

L3

) (A.31)

Final stiffness matrix
The stiffness matrix obtained is a combination of all the individual matrix components derived and is given
by Equation A.32.

[K Pi pe
el em ] = E I

L3


12 6L −12 6L

6L 4L2 −6L 2L2

−12 −6L 12 −6L

6L 2L2 −6L 4L2

 (A.32)

A.2.2. Components element mass matrix [M]
The mass matrix can be obtained by solving the integral as given in Equation A.33. This will result in a 4 x 4
symmetric mass matrix.

Mi j = ρ A
∫ L

0
Ni N j d x (A.33)

The individual components of the equation are given by Equation A.20 and Equation A.21.

Individual component m11

m11 = ρ A
∫ L

0

[
1

L3

(
L3 −3 L x2 +2 x3)] [

1

L3

(
L3 −3 L x2 +2 x3)] d x

= ρ A
∫ L

0

1

L6

(
L6 −6 L4 x2 +4 L3 x3 +9 L2 x4 −12 L x5 +4 x6) d x

= ρ A
1

L6

[
L6 x −2 L4 x3 +L3 x4 + 9

5
L2 x5 −2 L x6 + 4

7
x7

]L

0
= ρ A

(
156 L

420

) (A.34)
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Individual component m12 and m21

m12 = m21 = ρ A
∫ L

0

[
1

L3

(
L3 −3 L x2 +2 x3)] [

1

L2

(
L2 x −2 L x2 + x3)] d x

= ρ A
∫ L

0

1

L5

(
L5 x −2 L4 x2 −2 L3 x3 +8 L2 x4 −12 L x5 +4 x6) d x

= ρ A
1

L5

[
1

2
L5 x2 − 2

3
L4 x3 − 1

2
L3 x4 + 8

5
L2 x5 − 7

6
L x6 + 2

7
x7

]L

0
= ρ A

(
22 L2

420

) (A.35)

Individual component m22

m22 = ρ A
∫ L

0

[
1

L2

(
L2 x −2 L x2 + x3)] [

1

L2

(
L2 x −2 L x2 + x3)] d x

= ρ A
∫ L

0

1

L4

(
L4 x2 −4 L3 x3 +5 L2 x4 −4 L x5 +L2 x4 +x6) d x

= ρ A
1

L4

[
1

3
L4 x3 −L3 x4 +L2 x5 − 2

3
L x6 + 1

5
L2 x5 + 1

7
x7

]L

0
= ρ A

(
4 L3

420

) (A.36)

Individual component m13 and m31

m13 = m31 = ρ A
∫ L

0

[
1

L3

(
L3 −3 L x2 +2 x3)] [

1

L3

(
3 L x2 −2 x3)] d x

= ρ A
∫ L

0

1

L6

(
3 L4 x2 −9 L2 x4 +12 L x5 −2 L3 x3 −4 x6) d x

= ρ A
1

L6

[
L4 x3 − 9

5
L2 x5 +2 L x6 − 1

2
L3 x4 − 4

7
x7

]L

0
= ρ A

(
54 L

420

) (A.37)

Individual component m23 and m32

m23 = m32 = ρ A
∫ L

0

[
1

L2

(
L2 x −2 L x2 + x3)] [

1

L3

(
3 L x2 −2 x3)] d x

= ρ A
∫ L

0

1

L5

(
3 L3 x3 −8 L2 x4 +7 L x5 −2 x6) d x

= ρ A
1

L5

[
3

4
L3 x4 − 8

5
L2 x5 + 7

6
L x6 − 2

7
x7

]L

0
= ρ A

(
13 L2

420

) (A.38)

Individual component m33

m33 = ρ A
∫ L

0

[
1

L3

(
3 L x2 −2 x3)] [

1

L3

(
3 L x2 −2 x3)] d x

= ρ A
∫ L

0

1

L6

(
9 L2 x4 −12 L x5 +4 x6) d x

= ρ A
1

L6

[
9

5
L2 x5 −2 L x6 + 4

7
x7

]L

0
= ρ A

(
156 L

420

) (A.39)

Individual component m14 and m41

m14 = m41 = ρ A
∫ L

0

[
1

L3

(
L3 −3 L x2 +2 x3)] [

1

L2

(−L x2 + x3)] d x

= ρ A
∫ L

0

1

L5

(−L4 x2 +3 L2 x4 −5 L x5 + L3 x3 +2 x6) d x

= ρ A
1

L5

[
−1

3
L4 x3 + 3

5
L2 x5 − 5

6
L x6 + 1

4
L3 x4 + 2

7
x7

]L

0
= ρ A

(−13 L2

420

) (A.40)
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Individual component m24 and m42

m24 = m42 = ρ A
∫ L

0

[
1

L2

(
L2 x −2 L x2 + x3)] [

1

L2

(−L x2 + x3)] d x

= ρ A
∫ L

0

1

L4

(−L3 x3 +3 L2 x4 −3 L x5 +x6) d x

= ρ A
1

L4

[
−1

4
L3 x4 + 3

5
L2 x5 − 1

2
L x6 + 1

7
x7

]L

0
= ρ A

(−3 L3

420

) (A.41)

Individual component m34 and m43

m34 = m43 = ρ A
∫ L

0

[
1

L3

(
3 L x2 −2 x3)] [

1

L2

(−L x2 + x3)] d x

= ρ A
∫ L

0

1

L5

(−3 L2 x4 +5 L x5 −2 x6) d x

= ρ A
1

L5

[
−3

5
L2 x5 + 5

6
L x6 − 2

7
x7

]L

0
= ρ A

(−22 L2

420

) (A.42)

Individual component m44 and m44

m44 = m44 = ρ A
∫ L

0

[
1

L2

(−L x2 + x3)] [
1

L2

(−L x2 + x3)] d x

= ρ A
∫ L

0

1

L4

(
L2 x4 −2 L x5 +x6) d x

= ρ A
1

L4

[
1

5
L2 x5 − 1

3
L x6 + 1

7
x7

]L

0
= ρ A

(
4 L3

420

) (A.43)

Final mass matrix
The mass matrix obtained is a combination of all the individual matrix components derived and is given by
Equation A.44.

[Mel em] = ρ A L

420


156 22L 54 −13L

22L 4L2 13L −3L2

54 13L 156 −22L

−13L −3L2 −22L 4L2

 (A.44)

A.2.3. Components element force vector F
The force vector can be obtained by solving the integral as given in Equation A.45. This will result in a vector
of length 4.

Fi =
∫ L

0
q Ni d x (A.45)

The individual components of the equation are given by Equation A.20.

Individual component F1

F1 = q
∫ L

0

1

L3

(
L3 −3 L x2 +2 x3) d x

= q

[
1

L3

(
L3 x −L x3 + 1

2
x4

)]L

0
= q L

(
6

12

) (A.46)

Individual component F2

F1 = q
∫ L

0

1

L2

(
L2 x −2 L x2 +x3) d x

= q

[
1

L2

(
1

2
L2 x2 − 2

3
L x3 + 1

4
x4

)]L

0
= q L

(
L

12

) (A.47)
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Individual component F3

F1 = q
∫ L

0

1

L3

(
3L x2 −2 x3) d x

= q

[
1

L3

(
L x3 − 1

2
x4

)]L

0
= q L

(
6

12

) (A.48)

Individual component F4

F1 = q
∫ L

0

1

L2

(−L x2 +x3) d x

= q

[
1

L2

(
−1

3
L x3 + 1

4
x4

)]L

0
= q L

(−L

12

) (A.49)

Final force vector
The force vector obtained is a combination of all the individual matrix components derived and is given by
Equation A.50.

{Fel em} = L q

12


6

L

6

−L

 (A.50)
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B
Plots

For the plots show in this appendix the results of the Wave Propagation model only include the direct P-
wave integration (so Rayleigh-waves are in these plots not taken into account for the WPM).

Figure B.1: ABAQUS and WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths. Data positioning point is
0.50 meters from center pile at 2 meter below surface level.
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144 B. Plots

Figure B.2: ABAQUS and WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths. Data positioning point is
5.0 meters from center pile at 2 meter below surface level.

Figure B.3: ABAQUS and WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths. Data positioning point is
10.0 meters from center pile at 2 meter below surface level.

Figure B.4: ABAQUS and WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths. Data positioning point is
20.0 meters from center pile at 2 meter below surface level.
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Figure B.5: ABAQUS and WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths. Data positioning point is
0.50 meters from center pile at 3 meter below surface level.

Figure B.6: ABAQUS and WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths. Data positioning point is
5.0 meters from center pile at 3 meter below surface level.

Figure B.7: ABAQUS and WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths. Data positioning point is
10.0 meters from center pile at 3 meter below surface level.
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Figure B.8: ABAQUS and WPM calculation, Peak Particle Velocity (PPV) as a result of different pile toe depths. Data positioning point is
20.0 meters from center pile at 3 meter below surface level.
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C
Matlab code

C.1. Coupled WPM - PSM
C.1.1. Main code

1 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
2 % Influence of P i l e driving on pipes in the subsurface %
3 % Graduation Thesis project %
4 % F i n i t e Element Model Beam coupled with WPM %
5 % BTGeoconstult BV %
6 % Date : 26−04−2016 %
7 % Programmer : Geert Reuver %
8 % %
9 % Version : 4 . 6 . 6 %

10 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
11

12 %close a l l ;
13 clear ; c l c ;
14

15 %% I n i t i a l i z e the fo l d e r s of the functions %%
16 addpath ( ’ . / Functions ’ ) ;
17 addpath ( ’ . / Functions / VariableFunctions ’ ) ;
18 addpath ( ’ . / Functions /MatrixAssambly ’ ) ;
19 addpath ( ’ . / Functions / Solver ’ ) ;
20 addpath ( ’ . / MainProgramFunctions ’ ) ;
21

22 %% Wave propagation function for the maximum wave speed %%
23 [ v_S , v_R ,Dim, Par ] = WavePropagationModel ( ) ;
24

25 %% Assambly and calculat ion of a l l the matrices for the FEM %%
26 [ Par ,Dim]= GlobalMatrixAssambly (Dim, Par ) ;
27

28 %% Calculation of the s t r e s s e s and s t r a i n s of the pipe structure %%
29 [ Out ] = StressesAndStrains (Dim, Par ) ;
30

31 % %% Plot of the Momentum, s t r e s s e s and s t r a i n s of the pipe over time %%
32 % [ Plot ] = PlotMomentumStressStrain ( Out ,Dim) ;
33 %
34 % %% Plot the displacements of the pipe in a 3D plot %%
35 % % [ r ] = ThreeDPlotPipe (w, t ) ;
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C.1.2. Wave propagation model function

1 function [ v_S , v_R ,Dim, Par ] = WavePropagationModel ( )
2

3 [Dim] = ModelDimensions ( ) ;
4 [ Par ] = ModelParameters (Dim) ;
5

6 %% Velocity at receiving point , P−Waves %%
7 i f Dim. Wave . depth_pipe ==0
8 % Spherical wave v e l o c i t y in v e r t i c a l direction (P−wave) with F_v_P [mm/ s ]
9 v_S_v_without = Par . Wave . k_s . * Par . Wave . F_v_P . * Par . Wave . E_T . * . . .

10 ( ( sqrt ( Par . Wave . F_P . * Par . Wave . W_tot ) ) . * cosd (Dim. Wave . theta_P ) . * . . .
11 1e3 . / (Dim. Wave . r_r ) ) ;
12 % Spherical wave v e l o c i t y in horizontal direction (P−wave) with F_v_P [mm/ s ]
13 v_S_h_without = Par . Wave . k_s . * Par . Wave . F_v_P . * Par . Wave . E_T . * . . .
14 ( ( sqrt ( Par . Wave . F_P . * Par . Wave . W_tot ) ) . * cosd(90−Dim. Wave . theta_P ) . * . . .
15 1e3 . / (Dim. Wave . r_r ) ) ;
16 % Spherical wave v e l o c i t y in d i r e c t direction (P−wave) with F_v_P [mm/ s ]
17 v_S_without = Par . Wave . k_s . * Par . Wave . F_v_P . * Par . Wave . E_T . * . . .
18 ( ( sqrt ( Par . Wave . F_P . * Par . Wave . W_tot ) ) . * 1 e3 . / (Dim. Wave . r_r ) ) ;
19 else
20 % Spherical wave v e l o c i t y in v e r t i c a l direction (P−wave) [mm/ s ]
21 v_S_v_without = Par . Wave . k_s . * Par . Wave . E_T . * ( ( sqrt ( Par . Wave . F_P . * . . .
22 Par . Wave . W_tot ) ) . * cosd (Dim. Wave . theta_P ) . * 1 e3 . / (Dim. Wave . r_r ) ) ;
23 % Spherical wave v e l o c i t y in horzontal direction (P−wave) [mm/ s ]
24 v_S_h_without = Par . Wave . k_s . * Par . Wave . E_T . * ( ( sqrt ( Par . Wave . F_P . * . . .
25 Par . Wave . W_tot ) ) . * cosd(90−Dim. Wave . theta_P ) . * 1 e3 . / (Dim. Wave . r_r ) ) ;
26 % Spherical wave v e l o c i t y in d i r e c t direction (P−wave) [mm/ s ]
27 v_S_without = Par . Wave . k_s . * Par . Wave . E_T . * ( ( sqrt ( Par . Wave . F_P . * . . .
28 Par . Wave . W_tot ) ) . * cosd(90−Dim. Wave . theta_P ) . * 1 e3 . / (Dim. Wave . r_r ) ) ;
29 end
30 % Geometric and material damping r e s p e c t i v e l y damping
31 v_S_v = v_S_v_without . * ( 1 . /Dim. Wave . r_r ) . * exp(−Par . Wave . alpha_P . *Dim. Wave . r_r ) ;
32 v_S_h = v_S_h_without . * ( 1 . /Dim. Wave . r_r ) . * exp(−Par . Wave . alpha_P . *Dim. Wave . r_r ) ;
33 v_S = v_S_without . * ( 1 . /Dim. Wave . r_r ) . * exp(−Par . Wave . alpha_P . *Dim. Wave . r_r ) ;
34

35 %% Rayleigh−waves %%
36 % R−wave correction f a c t o r
37 [ W_correction ] = R_WaveDepthCorrection (Dim, Par ) ;
38 Par . Wave . W_correction = W_correction ;
39 % Spherical wave (P−wave) v e l o c i t y in v e r t i c a l direction without damping
40 % t r a v e l i n g along the c r i t i c a l radius distance [mm/ s ]
41 v_R_P_without = Par . Wave . k_s . * Par . Wave . F_v_R . * Par . Wave . E_T . * . . .
42 ( sqrt ( Par . Wave . F_P . * Par . Wave . W_tot ) . / Par . Wave . r _ c r i t ) . * cosd (Dim. Wave . theta_P ) . * 1

e3 ;
43

44 % Damped spherical wave along the c r i t i c a l radius distance [mm/ s ]
45 v_R_P = v_R_P_without . * ( 0 . 5 . / Par . Wave . r _ c r i t ) . * exp(−Par . Wave . alpha_P . * . . .
46 Par . Wave . r _ c r i t ) ;
47 % Geometric and material damping r e s p e c t i v e l y damping . As the R−wave a r i s e s
48 % at the surface , the material damping w i l l be according to the s o i l layer
49 % at surface l e v e l .
50 v_R = W_correction . * v_R_P . * ( Par . Wave . d _ c r i t . /Dim. Wave . d_hth ) . ^ 0 . 5 . * . . .
51 exp(−Par . Wave . alpha_P ( 1 ) . * (Dim. Wave . d_hth−Par . Wave . d _ c r i t ) ) ;
52

53 %% Creating plot %%
54 % f i g u r e ( 1 )
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55 % plot ( v_R ( 1 0 : end) ,Dim. Wave . zN( 1 0 : end) )
56 % hold on
57 % plot ( v_S_v ,Dim. Wave . zN)
58 % y = −[1 2 3 6 9 12 15 18 21 2 4 ] ;
59 % x ( 1 , : ) = [5.75468 5.307665 4.84064 3.186245 1.777718 0.9870115 0.6805705 0.529602

0.4237465 0.338137] ;
60 % % x ( 1 , : ) = [4.783315 3.899155 3.07085 1.998315 1.194665 0.5793095 0.370474

0.2614615 0.21215 0.1732105];
61 % plot ( x , y , ’−o ’ )
62 % xlabel ( ’ V e r t i c a l vibration v e l o c i t y [mm/ s ] ’ )
63 % ylabel ( ’ P i l e toe depth [m] ’ )
64 % t i t l e ( [ ’ Location : ’ , num2str (Dim. Wave . d_hth ) , ’ meters distance from the p i l e at ’ ,

num2str (Dim. Wave . depth_pipe ) , ’ meters depth , Sand medium dense ’ ] )
65 % legend ( ’ A n a l y t i c a l R−waves ’ , ’ A na l y t i ca l P−waves ’ , ’ABAQUS’ , ’ Location ’ , ’ southeast ’ )
66 % grid on
67 %
68 % f i g u r e ( 2 )
69 % plot ( v_S_h ,Dim. Wave . zN)
70 % hold on
71 % y = −[1 2 3 6 9 12 15 18 21 2 4 ] ;
72 % x ( 1 , : ) = [5.75468 5.307665 4.84064 3.186245 1.777718 0.9870115 0.6805705 0.529602

0.4237465 0.338137] ;
73 % % x ( 1 , : ) = [4.783315 3.899155 3.07085 1.998315 1.194665 0.5793095 0.370474

0.2614615 0.21215 0.1732105];
74 % plot ( x , y , ’−o ’ )
75 % xlabel ( ’ Horzontal vibration v e l o c i t y [mm/ s ] ’ )
76 % ylabel ( ’ P i l e toe depth [m] ’ )
77 % t i t l e ( [ ’ Location : ’ , num2str (Dim. Wave . d_hth ) , ’ meters distance from the p i l e at ’ ,

num2str (Dim. Wave . depth_pipe ) , ’ meters depth , Sand medium dense ’ ] )
78 % legend ( ’ A n a l y t i c a l P−waves ’ , ’ABAQUS’ , ’ Location ’ , ’ southeast ’ )
79 % grid on
80

81 % f i g u r e ( 3 )
82 % plot ( v_S ,Dim. Wave . zN)
83 % hold on
84 % y = −[1 2 3 6 9 12 15 18 21 2 4 ] ;
85 % x ( 1 , : ) = [5.75468 5.307665 4.84064 3.186245 1.777718 0.9870115 0.6805705 0.529602

0.4237465 0.338137] ;
86 % % x ( 1 , : ) = [4.783315 3.899155 3.07085 1.998315 1.194665 0.5793095 0.370474

0.2614615 0.21215 0.1732105];
87 % plot ( x , y , ’−o ’ )
88 % xlabel ( ’ Vibration v e l o c i t y [mm/ s ] ’ )
89 % ylabel ( ’ P i l e toe depth [m] ’ )
90 % t i t l e ( [ ’ Location : ’ , num2str (Dim. Wave . d_hth ) , ’ meters distance from the p i l e at ’ ,

num2str (Dim. Wave . depth_pipe ) , ’ meters depth , Sand medium dense ’ ] )
91 % legend ( ’ A n a l y t i c a l P−waves ’ , ’ABAQUS’ , ’ Location ’ , ’ southeast ’ )
92 % grid on
93

94 end
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C.1.3. Stresses and strains function

1 function [ Out ] = StressesAndStrains (Dim, Par )
2 %% Calculation of the s t r e s s e s and s t r a i n s of the pipe %%
3 % The s t r e s s e s are calculated with use of the rotation angles calculated by
4 % the matlab ODE−solver . The s t r a i n s are also folowing from the matlab
5 % ODE−solver .
6

7 %% Localizing the matrices required for the ODE−Solver %%
8 F = Par . Matrix . F ;
9 M_INV = Par . Matrix .M_INV;

10 K = Par . Matrix . K;
11 C = Par . Matrix .C;
12

13 %% I n i t i a l conditions of the FEM %%
14 x0 = zeros ( length (K) , 1 ) ;
15 v0 = zeros ( length (K) , 1 ) ;
16 y_0 = [ x0 ; v0 ] ;
17

18 %% Localized parameters required %%
19 NumElem = Dim. Pipe .NumElem;
20 NumNode = Dim. Pipe .NumNode;
21

22 %% Simulation time vector %%
23 TimeOde = 0 : Par . Pipe . t_Step : Par . Pipe . tEnd ;
24

25 %% Solving the equations of motion with the ODE Solver %%
26 opts = odeset ( ’ S t a t s ’ , ’on ’ , ’ RelTol ’ ,1e−4, ’ AbsTol ’ ,1e−6) ;
27 t i c
28 [ t , y ] = ode15s (@( t , y ) FunctionTotalOde ( t , y , F ,M_INV, K, C, TimeOde,Dim) ,TimeOde, y_0 , opts

) ;
29 toc
30

31 %% Determining the rotat ions and displacements of the Pipe %%
32 L = length ( y ( 1 , : ) ) / 2 ;
33 % Displacements Pipe Elements [m]
34 w = y ( : , 1 : 2 : L−1) ;
35 % Rotation angles Pipe Elements [ rad ]
36 theta = y ( : , 2 : 2 : L ) ;
37 % Velocity Pipe Elements [m/ s ]
38 v = y ( : , L + 1 : 2 : 2 * L−1) ;
39 % Angular speed Pipe Elements [ rad/ s ]
40 omega = y ( : , L + 2 : 2 : 2 * L ) ;
41

42 %% Determination of the d i f f e r e n t i a l rotation angle %%
43 for i i = 1 : length (w( 1 , : ) )−1,
44 Deltatheta ( : , i i ) = theta ( : , i i +1) − theta ( : , i i ) ;
45 end
46

47 %% Determination of the Momentum and s t r e s s on every element
48 % Outer diameter pipe [m]
49 D_out = Par . Pipe . D_out ;
50 % Outer radius pipe [m]
51 R_Out = D_out / 2 ;
52 % Innter radius pipe [m]
53 R_In = R_Out−(Par . Pipe . t f_Pipe /1000) ;
54 % Center of g r a v i t y h a l f Pipe [m]
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55 yz_Pipe = ( 4 / ( 3 * pi ( ) ) ) * ( ( R_Out^3−R_In^3) / ( R_Out^2−R_In^2) ) ;
56 % Extension of the Pipe element at the distance yz_Pipe ( t h i s extension i s
57 % c i r c l a r chaped ) [m]
58 ds_z = yz_Pipe . * Deltatheta ;
59 % Strain of the Pipe element at the distance yz_Pipe [−]
60 epsilon_z = ds_z . /Dim. Pipe . LengthElem ;
61 % Stress of the Pipe element at the distance yz_Pipe [N/mm̂ 2]
62 sigma_Pipe = Par . Pipe . E_Pipe . * epsilon_z . * 1 e−6;
63 % Momentum of the Pipe element at the distance yz_Pipe [kNm]
64 Momentum_Pipe = sigma_Pipe . * ( Par . Pipe . A_Pipe /2) . * yz_Pipe . * 1 e3 ;
65 % Maximum momentum [kNm]
66 Max_Momentum = max( abs (Momentum_Pipe ( : ) ) ) ;
67

68 %% Maximum s t r e s s plus position and moment in time %%
69 % Maximum s t r e s s in pipe [N/mm̂ 2]
70 Max_sigma = max( abs ( sigma_Pipe ( : ) ) ) ;
71 % Position of the maximum s t r e s s in the pipe :
72 [num idx ] = max( sigma_Pipe ( : ) ) ;
73 [ time_max_stress Element_max_stress ] = ind2sub ( s i z e ( sigma_Pipe ) , idx ) ;
74 % Position in time [ s ]
75 time_max_stress = time_max_stress * Par . Pipe . t_Step ;
76 % Position on the beam from the l e f t boundary [m]
77 Position_max_stress = ( Element_max_stress−1)*Dim. Pipe . LengthElem + . . .
78 (Dim. Pipe . LengthElem /2) ;
79

80 %% Print the imporatant values to the screen %%
81 % Print the postion of the mamimum values on the screen
82 f p r i n t f ( ’ \n\n ’ ) ;
83 f p r i n t f ( ’ Position of the maximum s t r e s s and Moment: \n ’ ) ;
84 f p r i n t f ( ’ x = %.2 f m ( Position from the l e f t boundary ) \n ’ , Position_max_stress ) ;
85 f p r i n t f ( ’ t = %.2 f s ( Position in time ) \n\n ’ , time_max_stress ) ;
86 f p r i n t f ( ’Maximum values at the position \n ’ ) ;
87 % Print maximum value momentum to screen
88 f p r i n t f ( ’M = %.2 f kNm \n ’ , round (Max_Momentum, 2 ) ) ;
89 % Print maximum value s t r e s s to screen
90 f p r i n t f ( ’ sigma = %.2 f N/mm̂ 2 \n\n ’ , round ( Max_sigma , 2 ) ) ;
91

92 %% Define outcome workspace
93 Out .w = w; Out . theta = theta ; Out . v = v ; Out . omega = omega ;
94 Out . sigma_Pipe = sigma_Pipe ; Out . Momentum_Pipe = Momentum_Pipe ;
95 Out . Max_sigma = Max_sigma ; Out .Max_Momentum = Max_Momentum; Out . t = t ;
96 end
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C.1.4. Animation plot function

1 function [ Plot ] = PlotMomentumStressStrain ( Out ,Dim)
2 %% Plots of the Momentum, displacements and s t r e s s e s over time %%
3

4 sigma_Pipe = Out . sigma_Pipe ;
5 Momentum_Pipe = Out . Momentum_Pipe ;
6 w = Out .w;
7 t = Out . t ;
8 PosX = Dim. Pipe . PosX_new ;
9 PosX ( 1 ) = [ ] ;

10 PosX (end) = [ ] ;
11 % Calculate the positions of the moments s t r e s s e s
12 PosX_new = PosX−(Dim. Pipe . LengthElem /2) ;
13 PosX_new ( 1 ) = [ ] ;
14

15 % writerObj = VideoWriter ( ’ Pipe_Ingeklemt ’ ) ;
16 % open( writerObj ) ;
17

18 f i g u r e ( ’ units ’ , ’ normalized ’ , ’ position ’ , [ 0 0 1 1 ] )
19 for ind =1:10: length ( t )
20 % Displacement
21 subplot ( 3 , 1 , 1 )
22 plot ( PosX ,w( ind , : ) )
23 axis ( [ 0 max( PosX ) min(w( : ) ) max(w( : ) ) ] )
24 xlabel ( ’ Length Pipe [ meter ] ’ )
25 ylabel ( ’ Displacement [m] ’ )
26 t i t l e ( ’ Displacement Pipe structure ’ )
27 % Momentum
28 subplot ( 3 , 1 , 2 )
29 plot (PosX_new , Momentum_Pipe( ind , : ) )
30 axis ( [ 0 max(PosX_new) min(Momentum_Pipe ( : ) ) max(Momentum_Pipe ( : ) ) ] )
31 xlabel ( ’ Length Pipe [ meter ] ’ )
32 ylabel ( ’Moment [kNm] ’ )
33 t i t l e ( ’Momentum in Pipe structure ’ )
34 % Stresses
35 subplot ( 3 , 1 , 3 )
36 plot (PosX_new , sigma_Pipe ( ind , : ) )
37 axis ( [ 0 max(PosX_new) min( sigma_Pipe ( : ) ) max( sigma_Pipe ( : ) ) ] )
38 xlabel ( ’ Length Pipe [ meter ] ’ )
39 ylabel ( ’ Stress [N/mm̂ 2] ’ )
40 t i t l e ( ’ Stresses in Pipe structure ’ )
41

42 pause ( 0 . 0 1 )
43 % frame = getframe ;
44 % writeVideo ( writerObj , frame ) ;
45 end
46 Plot = [ ] ;
47 end
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C.1.5. 3D plot animation function (Not used)

1 function Plot = ThreeDPlotPipe (w, t )
2 %% 3D plot function %%
3 % The pipe w i l l be plotted in 3D, but the view angle i s so speci f ied that
4 % only a 2D plot i s v i s i b l e for the pipe length .
5

6 f i g u r e ( ’ units ’ , ’ normalized ’ , ’ position ’ , [ 0 0.5 1 0 . 3 ] )
7 Plot = 50;
8 for ind = 1 : 1 : length ( t )
9 [X , Y , Z] = cylinder (max(w( : ) ) , Plot ) ;

10 Z = ( 0 : 0 . 1 : ( length (w( 1 , : ) ) * 0 . 1 ) −0.1) ’ ;
11 wTemp = w’ ;
12 wTemp = wTemp( : , ind ) ;
13 wTemp2 = wTemp;
14 for i = 1 : Plot +1 ,
15 Z ( : , i ) = ( 0 : 0 . 1 : ( length (w( 1 , : ) ) * 0 . 1 ) −0.1) ’ ;
16 wTemp2( : , i ) = wTemp;
17 end
18 for i = 1 : length (Z ( : , 1 ) ) ,
19 X( i , : ) = X ( 1 , : ) ;
20 Y( i , : ) = Y ( 1 , : ) ;
21 end
22 Y = Y + wTemp2;
23 surf (Z , X , Y)
24 view ( 0 , 0 ) ;
25 axis ( [ 0 ( ( length (w( 1 , : ) ) * 0 . 1 ) −0.1) 4*min(w( : ) ) 4*max(w( : ) ) 4*min(w( : ) ) 4*max(w

( : ) ) ] )
26 t i t l e ( [ ’Time = ’ num2str ( t ( ind ) ) ’ seconds ’ ] )
27 zlabel ( ’ Displacement [ meter ] ’ )
28 xlabel ( ’ Length Pipe [ meter ] ’ )
29 %drawnow
30 %z ( ind ) = getframe ( 1 ) ;
31 pause ( 0 . 0 1 )
32 end
33 end
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C.1.6. Model dimensions function

1 function [Dim] = ModelDimensions ( )
2 %% Reading excel document information %%
3 data_sheet = xlsread ( ’ Ef fects_pi le_pipe . x l s x ’ ) ;
4 Dim. data_sheet = data_sheet ;
5

6 %% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %%
7 % WAVE PROPAGATION MODEL %
8 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
9

10 %% D i s c r e t i s a t i o n %%
11 % The d i s c r i t i s a t i o n i s defined from the top to the bottom ; as a negative
12 % defintion
13

14 % Thickness of the subsurface l a y e r s
15 d ( 1 : 9 , 1 ) = data_sheet ( 1 : 9 , 1 9 ) ;
16 % Layer count
17 nd = s i z e (d) ;
18 % Domain of the grid in v e r t i c a l direct ion ( z−direction )
19 hz_tot = sum(d) ; % [m] t o t a l height grid
20 hz_grid = 0 . 1 0 ; % [m] grid s i z e
21 % Intermediate point of grid
22 zIN = (0:−hz_grid :−hz_tot ) ’ ; % p o s i t i v e defenition intermediate grid points
23 nzIN = length ( zIN ) ; % count intermediate grid points
24 % Main grid points
25 zN( 1 : nzIN−1 ,1) = ( zIN ( 1 : nzIN−1 ,1)+zIN ( 2 : nzIN , 1 ) ) . / 2 ;
26 nnz = length (zN) ; % count of main grid points
27 % Determine stap s i z e ( delta z )
28 dzN = zN( 2 : end , 1 )−zN( 1 : end−1 ,1) ;
29 dzIN = zIN ( 2 : end , 1 )−zIN ( 1 : end−1 ,1) ;
30

31 %% Coordinates of pipe r e l a t i v e to p i l e %%
32 % Horizontal hart−to−hart distance pile−pipe [m]
33 d_hth = data_sheet (1 ,30) ; %Dim. Wave . Distance ;
34 % Depth of the pipe , r e l a t i v e to the surface l e v e l [m]
35 depth_pipe = data_sheet (2 ,30) ;
36 % Radial distance from p i l e toe to pipe [m]
37 r_r = sqrt ( d_hth^2+(abs (zN)−depth_pipe ) . ^ 2 ) ;
38 % Incidental angle with the P−wave [ degrees ]
39 theta_P = atand ( d_hth . / abs (zN) ) ;
40

41 %% Create Dimension model space for wave propagation model part %%
42 Dim. Wave . d = d ; Dim. Wave . nd = nd ; Dim. Wave . hz_tot = hz_tot ;
43 Dim. Wave . hz_grid = hz_grid ; Dim. Wave . zIN = zIN ; Dim. Wave . nzIN = nzIN ;
44 Dim. Wave . zN = zN ; Dim. Wave . nnz = nnz ; Dim. Wave . dzN = dzN ;
45 Dim. Wave . dzIN = dzIN ; Dim. Wave . depth_pipe = depth_pipe ;
46 Dim. Wave . r_r = r_r ; Dim. Wave . theta_P = theta_P ; Dim. Wave . d_hth = d_hth ;
47

48

49 %% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %%
50 % BEAM FINITE ELEMENT MODEL %
51 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
52

53 %% Defining the element length for the Beam model %%
54 % Length of element [m]
55 LengthElem = data_sheet (5 ,40) ;
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56

57 %% Percentage of the v e l o c i t y %%
58 % The percentage of the maximum v e l o c i t y ( at the d i r e c t distance ) , use to
59 % determine the s i z e of the pipe domain
60 PercentageVelocity = data_sheet (4 ,40) ;
61

62 %% Create Dimension model space for the pipe model %%
63 Dim. Pipe . LengthElem = LengthElem ;
64 Dim. Pipe . PercentageVelocity = PercentageVelocity ;
65 end
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C.1.7. Model parameters function

1 function [ Par ] = ModelParameters (Dim)
2

3 %% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %%
4 % WAVE PROPAGATION MODEL %
5 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
6

7 %% Recall model dimensions from model dimension space %%
8 nnz = Dim. Wave . nnz ;
9 data_sheet = Dim. data_sheet ;

10 hz_grid = Dim. Wave . hz_grid ;
11 depth_pipe = Dim. Wave . depth_pipe ;
12 zN = Dim. Wave . zN ;
13 d = Dim. Wave . d ;
14 hz_tot = Dim. Wave . hz_tot ;
15

16 %% Sheetpile parameters
17 % Surface area sheetpi le [mm2]
18 A_P_pile = data_sheet (1 ,40) ;
19 % Thickness sheet p i l e [mm]
20 t_P_f lens = data_sheet (2 ,40) ;
21 % Length of one sheet p i l e element ( converted to rectangular shape ) [mm]
22 b_P_pile = A_P_pile / t_P_f lens ;
23 % Half of the length of one sheet p i l e element [m]
24 a = ( b_P_pile /1000) / 2 ;
25 % Half of the thickness of sheet p i l e [m]
26 b = ( t_P_f lens /1000) / 2 ;
27 % Unit weight p i l e / s t e e l [ kg/m3]
28 rho_pile = 7850;
29 % Wave speed sheet p i l e [m/ s ]
30 c_P_pile = 5100;
31 % P i l e impedance [ kNs/m3]
32 Z_P_pile = ( A_P_pile /1000000) * rho_pile * c_P_pile *0.00981;
33 % S p e c i f i c p i l e impedance [ kNs/m]
34 z_P_pile = rho_pile * c_P_pile *0.00981;
35

36 %% Vibrator parameters %%
37 % Hammer e f f i c i e n c y f a c t o r [−]
38 F_P = 1 . 0 ;
39 % Driving frequency vibrator [Hz]
40 f = data_sheet (2 ,35) ;
41 % Impact time of the hammer [ s ]
42 t_vibro = 1/ f ;
43 % Excentrical moment vibrator [ kg m]
44 m_ex = data_sheet (1 ,35) ;
45 % Maximal driving force vibrator [N]
46 F_vibro = data_sheet (4 ,35) *1000;
47 % Force dead weight vibrator [N]
48 F_0 = data_sheet (3 ,35) * 9 . 8 1 ;
49 % Pressure at the sheet p i l e t i p as a r e s u l t of the force F_0 [ Pa ]
50 Pressure_F_0 = ( F_0/ A_P_pile ) *1000000;
51 % Pressure at the sheet p i l e t i p as a r e s u l t of the force F_vibro [ Pa ]
52 Pressure_F_vibro = ( F_vibro / A_P_pile ) *1000000;
53

54 %% Creating model parameter vectors %%
55 % F i l l in the parameter value of the f i r s t ground layer :
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56 % Wave speed P−Waves [m/ s ]
57 c_P ( 1 : nnz , 1 ) = data_sheet (1 ,20) ;
58 % Wave speed S−Waves [m/ s ]
59 c_S ( 1 : nnz , 1 ) = data_sheet (1 ,21) ;
60 % Poisson ’ s r a t i o [−]
61 nu ( 1 : nnz , 1 ) = data_sheet (1 ,22) ;
62 % Reduction f a c t o r for disturbance or remolding [−]
63 R_R ( 1 : nnz , 1 ) = data_sheet (1 ,23) ;
64 % Unit weight s o i l [ kg/m3]
65 rho_soi l ( 1 : nnz , 1 ) = data_sheet (1 ,24) ;
66 % E l a s t i c i t y modulus [N/m2]
67 E ( 1 : nnz , 1 ) = data_sheet (1 ,25) *1000;
68

69 % F i l l in the other values ( over depth ) of the vector by over writing the
70 % values of the previous ground layer :
71 UpdateVector = data_sheet (1 ,19) ;
72 Update = data_sheet (1 ,19) ;
73 for i = 1 : 1 : 8 ,
74 i f hz_tot > Update
75 c_P ( ( ( ( abs ( data_sheet ( i , 1 9 ) ) +hz_grid ) / hz_grid ) ) : end , 1 ) = data_sheet ( i +1 ,20) ;
76 c_S ( ( ( ( abs ( data_sheet ( i , 1 9 ) ) +hz_grid ) / hz_grid ) ) : end , 1 ) = data_sheet ( i +1 ,21) ;
77 nu ( ( ( ( abs ( data_sheet ( i , 1 9 ) ) +hz_grid ) / hz_grid ) ) : end , 1 ) = data_sheet ( i +1 ,22) ;
78 R_R ( ( ( ( abs ( data_sheet ( i , 1 9 ) ) +hz_grid ) / hz_grid ) ) : end , 1 ) = data_sheet ( i +1 ,23) ;
79 rho_soi l ( ( ( ( abs ( data_sheet ( i , 1 9 ) ) +hz_grid ) / hz_grid ) ) : end , 1 ) = data_sheet ( i

+1 ,24) ;
80 E ( ( ( ( abs ( data_sheet ( i , 1 9 ) ) +hz_grid ) / hz_grid ) ) : end , 1 ) = data_sheet ( i +1 ,25)

*1000;
81 else
82 end
83 % Make condition for i f statement ( the current depth of the layer )
84 UpdateVector = [ UpdateVector ; data_sheet ( i +1 ,19) ] ;
85 Update = sum( UpdateVector ) ;
86 end
87

88 %% Shear modulus s o i l [N/m2]
89 G = E. / ( 1 +nu) ;
90

91 %% Determination of the c r i t i c a l distance %%
92 % C r i t i c a l angle [ rad ] %%
93 t h e t a _ c r i t = asin ( c_S ( 1 : d( 1 ) / hz_grid ) . / c_P ( 1 : d( 1 ) / hz_grid ) ) ;
94 % Tangent theta c r i t i c a l used for calculat ion only [ rad ]
95 t a n _ t h e t a _ c r i t = tan ( t h e t a _ c r i t ) ;
96 % C r i t i c a l horizontal distance from the p i l e [m]
97 d _ c r i t = ta n_ t he t a _ c r i t . * abs (zN( 1 : d( 1 ) / hz_grid ) ) ;
98 for i = 2 : 1 : length (d) ,
99 i f d( i ) == 0 ,

100 else
101 % Create temporary (empty) vectors
102 theta_crit_temp = zeros (d( i ) / hz_grid , 1 ) ;
103 tan_theta_crit_temp = zeros (d( i ) / hz_grid , 1 ) ;
104 d_crit_temp = zeros (d( i ) / hz_grid , 1 ) ;
105 % Determine for a certain ground layer (number i ) the properties
106 for i i = 1 : 1 : d( i ) / hz_grid ,
107 theta_crit_temp ( i i , 1 ) = asin ( c_S ( i i +(sum(d ( 1 : i −1) ) / hz_grid ) ) /c_P ( i i +(sum

(d ( 1 : i −1) ) / hz_grid ) ) ) ;
108 tan_theta_crit_temp ( i i , 1 ) = tan ( theta_crit_temp ( i i , 1 ) ) ;
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109 d_crit_temp ( i i , 1 ) = tan_theta_crit_temp ( i i , 1 ) * abs (zN( i i , 1 ) ) ;
110 end
111 % Create t o t a l properties of the entire s o i l by adding the new
112 % vector to the t o t a l vector
113 t h e t a _ c r i t = [ t h e t a _ c r i t ; theta_crit_temp ] ;
114 t a n _ t h e t a _ c r i t = [ t a n _ th e t a _ c r i t ; tan_theta_crit_temp ] ;
115 % Add to the calculated distance vector of a p a r t i c u l a r s o i l layer i , the
116 % l a s t digid of the t o t a l c r i t i c a l distance vector
117 d_crit_temp_new = d_crit_temp + d _ c r i t (end) ;
118 % Create t o t a l properties of the entire s o i l by adding the new
119 % vector to the t o t a l vector
120 d _ c r i t = [ d _ c r i t ; d_crit_temp_new ] ;
121 end
122 end
123

124 % C r i t i c a l r a d i a l distance [m]
125 r _ c r i t = sqrt ( d _ c r i t .^2+zN. ^ 2 ) ;
126

127 %% S p e c i f i c impedance s o i l %%
128 % P−waves [ kNs/m3]
129 z_P = rho_soi l . * c_P . * 0 . 0 0 9 8 1 ;
130

131 %% Factor " s " for P−waves %%
132 s = sqrt ((1 −2.*nu) . / ( 2 . * ( 1 −nu) ) ) ;
133 % Incedental angle of the S−wave [ degrees ]
134 theta_S = asind ( sind (Dim. Wave . theta_P ) . * s ) ;
135 % Incidental angle of the R−wave with c r i t i c a l distance [ degrees ]
136 theta_R_P = atand ( d _ c r i t . / abs (zN) ) ;
137 theta_R_S = asind ( sind ( theta_R_P ) . * s ) ;
138

139 %% Material absorption parameter %%
140 % Material damping c o e f f i e c i e n t [%/100]
141 D = data_sheet (3 ,40) /100;
142

143 % Calculate the material absorpotion parameter for a l l s o i l l a y e r s
144 % i n d i v i d u a l l y
145 alpha_P_Temporary = ( 2 . * pi ( ) . *D. * f ) . / c_P ;
146

147 % Pre−al lo cat i on for speed algorithm
148 alpha_P = zeros ( length ( c_P ) , 1 ) ;
149 % Calculate the material absorption parameter with repsect to the average
150 % over the height
151 for i = 1 : 1 : length ( c_P ) ,
152 % P−waves and R−waves
153 alpha_P ( i , 1 ) = sum( alpha_P_Temporary ( 1 : i ) ) / i ;
154 end
155

156 %% Sleicher ’ s solution ( for spread surface loads ) for Boussinesk ’ s algorithm
157 % Poisson ’ s number [−]
158 m = 1 . /nu ;
159 % Arbitrary calculat ion number related to the E l a s t i c i t y modulus [N/m2]
160 C = (m. ^ 2 . * E) . / (m.^2−1) ;
161 % Displacement sheet p i l e toe by the load F_0 [m]
162 w_F_0 = ( ( 2 . * Pressure_F_0 ) . / ( pi ( ) . *C) ) . * ( log ( sqrt ( a.^2+b. ^ 2 ) +a ) . * b + . . .
163 log ( sqrt ( a.^2+b. ^ 2 ) +b) . * a−log ( sqrt ( a.^2+b. ^ 2 )−a ) . * b−log ( sqrt ( a.^2+b. ^ 2 )−b) . * a ) ;
164 % Displacement sheet p i l e toe by the load F_vibro [m]
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165 w_F_vibro = ( ( 2 . * Pressure_F_vibro ) . / ( pi ( ) . *C) ) . * ( log ( sqrt ( a.^2+b. ^ 2 ) +a ) . * b + . . .
166 log ( sqrt ( a.^2+b. ^ 2 ) +b) . * a−log ( sqrt ( a.^2+b. ^ 2 )−a ) . * b−log ( sqrt ( a.^2+b. ^ 2 )−b) . * a ) ;
167

168 %% Total Energy [ Joule ] = [Nm] −−> Nmm = Joule * 10^3
169 W_F_0 = w_F_0 . * F_0 . * 1 0 0 0 ;
170 W_F_vibro = w_F_vibro . * F_vibro . * 1 0 0 0 ;
171 W_tot = W_F_0 + W_F_vibro ;
172

173 %% Calculation " Pile−s o i l wave t r a n s i t i v i t y " %%
174 % Damping f a c t o r p i l e toe [−]
175 J_c = 2 . * ( z_P . / z_P_pile ) ;
176 % P i l e v e l o c i t y [m/ s ]
177 v_P_pile = ( ( F_vibro+F_0 ) ./1000) . / Z_P_pile ;
178 % Dynamic resistance of the p i l e "TOE" [kN]
179 R_T = R_R . * J_c . * Z_P_pile . * v_P_pile ;
180 % Vibration transmission e f f i c a c y of the "TOE" of the p i l e [−]
181 E_T = R_T . / ( ( F_vibro+F_0 ) ./1000) ;
182

183 %% Calculation " P i l e wave propagation " %%
184 % Impact time of p i l e with s o i l [ s ]
185 t_P_pi le = t_vibro ;
186

187 %% Calculation " Propagation of waves through the s o i l " %%
188 % Wave length in s o i l (P−waves ) [m]
189 lambda_P_soil = t_P_pi le . * c_P ;
190 % Wave speed R−waves [m/ s ]
191 c_R = ( ( 0 . 8 7 + 1 . 1 2 . *nu) . / ( 1 +nu) ) . * c_S ;
192 % Wave length in s o i l (R−waves ) [m]
193 lambda_R_soil = c_R . / f ;
194 % Determination of the material property "k"
195 k_s = 1 . / ( sqrt ( 2 . * pi ( ) . * rho_soi l . * lambda_P_soil ) ) ;
196 % Amplification f a c t o r in the v e r t i c a l direction for P−waves [−]
197 F_v_P = 2 . * ( ( cosd (Dim. Wave . theta_P ) . * cosd ( 2 . * theta_S ) ) . / ( ( s . ^ 2 . * sind ( 2 . *Dim. Wave .

theta_P ) . * . . .
198 sind ( 2 . * theta_S ) ) +( ( cosd ( 2 . * theta_S ) ) . ^ 2 ) ) ) ;
199 % Amplification f a c t o r in the horizontal direction for P−waves [−]
200 F_h_P = 2 . * ( ( cosd (Dim. Wave . theta_P ) . * sind ( 2 . * theta_S ) ) . / ( ( s . ^ 2 . * sind ( 2 . *Dim. Wave .

theta_P ) . * . . .
201 sind ( 2 . * theta_S ) ) +( ( cosd ( 2 . * theta_S ) ) . ^ 2 ) ) ) ;
202 % Amplification f a c t o r in the v e r t i c a l direction for R−waves [−]
203 F_v_R = 2 . * ( ( cosd ( theta_R_P ) . * cosd ( 2 . * theta_R_S ) ) . / ( ( s . ^ 2 . * sind ( 2 . * theta_R_P ) . * . . .
204 sind ( 2 . * theta_R_S ) ) + ( ( cosd ( 2 . * theta_R_S ) ) . ^ 2 ) ) ) ;
205 % Amplification f a c t o r in the horizontal direction for R−waves [−]
206 F_h_R = 2 . * ( ( cosd ( theta_R_P ) . * sind ( 2 . * theta_R_S ) ) . / ( ( s . ^ 2 . * sind ( 2 . * theta_R_P ) . * . . .
207 sind ( 2 . * theta_R_S ) ) + ( ( cosd ( 2 . * theta_R_S ) ) . ^ 2 ) ) ) ;
208

209 %% Creating Parameter model space for wave propagation model %%
210 Par . Wave . c_P = c_P ; Par . Wave . c_S = c_S ; Par . Wave . c_R = c_R ; Par . Wave . nu = nu ;
211 Par . Wave . rho_soi l = rho_soi l ;
212 Par . Wave . R_R = R_R ; Par . Wave . z_P = z_P ; Par . Wave . d _ c r i t = d _ c r i t ; Par . Wave . s = s ;
213 Par . Wave . theta_S = theta_S ; Par . Wave . theta_R_P = theta_R_P ; Par . Wave . theta_R_S =

theta_R_S ;
214 Par . Wave . f = f ; Par . Wave . t_vibro = t_vibro ; Par . Wave . alpha_P = alpha_P ;
215 Par . Wave . r _ c r i t = r _ c r i t ; Par . Wave . F_P = F_P ; Par . Wave . A_P_pile = A_P_pile ;
216 Par . Wave . t_P_f lens = t_P_f lens ; Par . Wave . b_P_pile = b_P_pile ; Par . Wave . a = a ; Par .

Wave . b = b ;

Geert Reuver 4226178



160 C. Matlab code

217 Par . Wave . z_P_pile = z_P_pile ; Par . Wave . Z_P_pile = Z_P_pile ; Par . Wave . m_ex = m_ex ;
218 Par . Wave . F_vibro = F_vibro ; Par . Wave . F_0 = F_0 ; Par . Wave . Pressure_F_0 = Pressure_F_0

;
219 Par . Wave . Pressure_F_vibro = Pressure_F_vibro ; Par . Wave .m = m; Par . Wave . E = E ; Par .

Wave .C = C;
220 Par . Wave . w_F_0 = w_F_0 ; Par . Wave . w_F_vibro = w_F_vibro ; Par . Wave . W_F_vibro =

W_F_vibro ;
221 Par . Wave . W_F_0 = W_F_0 ; Par . Wave . W_tot = W_tot ; Par . Wave . J_c = J_c ; Par . Wave .

v_P_pile = v_P_pile ;
222 Par . Wave . R_T = R_T ; Par . Wave . E_T = E_T ; Par . Wave . t_P_pi le = t_P_pi le ;
223 Par . Wave . lambda_P_soil = lambda_P_soil ; Par . Wave . lambda_R_soil = lambda_R_soil ;
224 Par . Wave . k_s = k_s ; Par . Wave . F_v_P = F_v_P ;
225 Par . Wave . F_v_R = F_v_R ; Par . Wave . F_h_P = F_h_P ; Par . Wave . F_h_R = F_h_R ;
226 Par . Wave .G = G; Par . Wave .D = D; Par . Wave . t h e t a _ c r i t = t h e t a _ c r i t ;
227

228 %% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %%
229 % BEAM FINITE ELEMENT MODEL %
230 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
231

232 %% Input paramters of the pipe structure %%
233 % Young ’ s modulus [N/m^2]
234 E_Pipe = data_sheet (6 ,30) *1000;
235 % Desity pipe material [ kg/m^3]
236 rho_Pipe = data_sheet (5 ,30) ;
237 % Thickness wall pipe [mm]
238 t f_Pipe = data_sheet (4 ,30) ;
239 % Diameter pipe [mm]
240 D_Pipe = data_sheet (3 ,30) ;
241 % Outer diameter pipe [m]
242 D_out = D_Pipe/1000;
243 % Inner diameter pipe [m]
244 D_in = D_out−(2*( t f_Pipe /1000) ) ;
245 % Moment of i n e r t i a pipe [m^4]
246 I_Pipe = ( pi ( ) /64) * ( D_out^4−D_in^4) ;
247 % Cross−sect ional area pipe [m^2]
248 A_Pipe = ( pi ( ) /4) * ( D_out^2−D_in^2) ;
249

250 % S t i f f n e s s of the s o i l spring , k , according to "Decoupled Winkler Spring
251 % Method" [N/m/(m pipe ) ]
252 i f data_sheet (7 ,32) == 1
253 % E l a s t i c modulus ground next to pipe [ Pa ]
254 E_ground_pipe = data_sheet (7 ,30) *1000;
255 % Poisson ’ s r a t i o ground next to pipe [−]
256 nu_ground_pipe = 0 . 2 5 ;
257 % Shear modulus s o i l [N/m2 = Pa ]
258 G_ground_pipe = E_ground_pipe /(1+nu_ground_pipe ) ;
259 % [N/m/ (m pipe ) ]
260 k_SoilSpring = ( 1 . 3 * G_ground_pipe ) / ( D_out*(1−nu( depth_pipe/ hz_grid ) ) ) ;
261 else
262 % [N/m/ (m pipe ) ]
263 k_SoilSpring = ( 1 . 3 *G( depth_pipe/ hz_grid ) ) /( D_out*(1−nu( depth_pipe/ hz_grid ) ) ) ;
264 end
265

266 %% Time related properties pipe model %%
267 t_Step = 1e−4;
268 tEnd = data_sheet (6 ,40) ;
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269

270 %% Create Parameters model space for the pipe model %%
271 Par . Pipe . E_Pipe = E_Pipe ; Par . Pipe . rho_Pipe = rho_Pipe ;
272 Par . Pipe . t f_Pipe = tf_Pipe ; Par . Pipe . D_pipe = D_Pipe ;
273 Par . Pipe . I_Pipe = I_Pipe ; Par . Pipe . A_Pipe = A_Pipe ;
274 Par . Pipe . tEnd = tEnd ; Par . Pipe . D_out = D_out ;
275 Par . Pipe . k_SoilSpring = k_SoilSpring ; Par . Pipe . t_Step = t_Step ;
276 end
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C.1.8. Rayleigh-wave correction factor

1 function [ W_correction ] = R_WaveDepthCorrection (Dim, Par )
2 %% Rayleigh−wave correction f a c t o r %%
3 % The fomulation i s according to Das and Ramana
4

5 % Take average value of the s o i l parameters from surface l e v e l to pipe
6 % structure depth
7 c_R_average = mean( Par . Wave . c_R ( 1 :Dim. Wave . depth_pipe / 0 . 1 ) ) ;
8 c_S_average = mean( Par . Wave . c_S ( 1 :Dim. Wave . depth_pipe / 0 . 1 ) ) ;
9 nu_average = mean( Par . Wave . nu ( 1 :Dim. Wave . depth_pipe / 0 . 1 ) ) ;

10 lambda_R_soil_average = mean( Par . Wave . lambda_R_soil ( 1 :Dim. Wave . depth_pipe / 0 . 1 ) ) ;
11

12 % Calculate correction f a c t o r R−waves
13 V = sqrt ( c_R_average^2/c_S_average ^2) ;
14 alpha_corr = sqrt ((1−2* nu_average ) /(2−2*nu_average ) ) ;
15 f_corr = (2* pi ) / lambda_R_soil_average ;
16 q2_f2 = 1 − alpha_corr ^2*V^2;
17 s2_f2 = 1 − V^2;
18 q_f = sqrt ( q2_f2 ) ;
19 s _ f = sqrt ( s2_f2 ) ;
20 W_correction_0 = −exp(−q_f * f_corr *0) +(2/( s2_f2 +1) ) * . . .
21 exp(− s _ f * f_corr *0) ;
22 W_correction_temp = −exp(−q_f * f_corr *Dim. Wave . depth_pipe ) +(2/( s2_f2 +1) ) * . . .
23 exp(− s _ f * f_corr *Dim. Wave . depth_pipe ) ;
24 W_correction = W_correction_temp/ W_correction_0 ;
25

26 % z = 0 : 0 . 0 0 1 : 5 ;
27 % for i = 1 : length ( z ) ,
28 % W_correction_temp2 ( i ) = −exp(−q_f * f_corr * z ( i ) ) +(2/( s2_f2 +1) ) * . . .
29 % exp(− s _ f * f_corr * z ( i ) ) ;
30 % end
31 % W_correction_temp3 = W_correction_temp . / W_correction_temp2 ( 1 ) ;
32 % f i g u r e ( 1 )
33 % plot ( W_correction_temp3 ,−z )
34

35 end
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C.1.9. Force calculation function

1 function [ F_Sin ,Dim] = TimeAndPositionDependentForce (Dim, Par )
2 % PURPOSE : This i s a subprogram to obtain the forces according to the wave
3 % propagation model for a l l the elements
4

5 %% I n i t i a l i z e the parameters needed for the function f i l e %%
6 Distance = Dim. Wave . d_hth ;
7 PercentageVelocity = Dim. Pipe . PercentageVelocity ;
8 d_hth = Dim. Wave . d_hth ;
9 depth_pipe = Dim. Wave . depth_pipe ;

10 hz_grid = Dim. Wave . hz_grid ;
11 c_P = Par . Wave . c_P ;
12 m = Par . Wave .m;
13 E = Par . Wave . E ;
14 D_out = Par . Pipe . D_out ;
15 % End of the simulation time
16 tEnd = Par . Pipe . tEnd ;
17 % Frequency of e x c i t a t i o n
18 f = Par . Wave . f ;
19 % Shear wave distance at the depth of the pipe [m/ s ]
20 c_P_Depth = c_P ( depth_pipe/ hz_grid ) ;
21 % Predefined length of element for pipe model [m]
22 LengthElem = Dim. Pipe . LengthElem ;
23

24 %% The pist ion of outer boundaries of the pipe + t r a v e l time wave %%
25 % The outer boundaries of the pipe are based on certain percentage of
26 % the wave v e l o c i t y ( determined by the user in the excel f i l e ) that i s
27 % chosen at the boundaries and than i t t e r a t i v e l y back−calculated to the
28 % corresponding distance
29 % [ ! ! ! Keep in mind that the distance can be taken as the horizontal
30 % distance since the maximum value i s at the same depth as the pipe ! ! ! ! ]
31

32

33 % Variable functions are made for the wavepropagation model to be able to
34 % change the distance chosen ( as variable input parameter for the model)
35 [v_max] = WavePropagationModelVariable ( Distance ) ;
36 % The maximum p a r t i c l e v e l o c i t y at the corresponding distance [mm/ s ]
37 v_S_MaxInitial = max(v_max) ;
38 % The maximum p a r t i c l e v e l o c i t y at the d i r e c t distance from the p i l e to
39 % the pipe [mm/ s ]
40 v_S_MaxElement = v_S_MaxInitial ;
41 v_Force = v_S_MaxElement ;
42 IncreaseDistance = 0 ;
43 % The t r a v e l time of the wave over the corresponding distance [ s ]
44 Time_WaveTravel = Distance /c_P_Depth ;
45

46 h = waitbar ( 0 , ’ Calculating the wave v e l o c i t i e s at the elements ’ ) ;
47 Total = v_S_MaxElement−( v_S_MaxInitial * ( PercentageVelocity /100) ) ;
48

49 while v_S_MaxElement > v_S_MaxInitial * ( PercentageVelocity /100)
50 TotalTemp = v_S_MaxElement−( v_S_MaxInitial * ( PercentageVelocity /100) ) ;
51 waitbar ( ( Total−TotalTemp ) / Total )
52 IncreaseDistance = IncreaseDistance + LengthElem ;
53 Distance = sqrt ( d_hth^2+IncreaseDistance ^2) ;
54 [v_max] = WavePropagationModelVariable ( Distance ) ;
55 v_S_MaxElement = max(v_max) ;
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56 v_Force = [ v_Force ; v_S_MaxElement ] ;
57 t_temp = Distance /c_P_Depth ;
58 Time_WaveTravel = [ Time_WaveTravel ; t_temp ] ;
59 end
60

61 close (h)
62

63 %% Defining the elements and nodes of the Beam model %%
64 % Predefined length of the pipe [m]
65 LengthPipe = 2* IncreaseDistance + LengthElem ;
66 % Position nodes [m]
67 PosX = ( 0 : LengthElem : LengthPipe+LengthElem ) ;
68 % Number of nodes [−]
69 NumNode = length ( PosX ) ;
70 % Number of elements ( using the 64−b i t integer function ) [−]
71 NumElem = int64 (NumNode−1) ;
72 % Size of the global matrices based on 4 x 4 l o c a l matrices
73 SizeGlobalMatrix = zeros (2*NumElem+2 ,2*NumElem+2) ;
74

75 %% Total v e l o c i t y and t o t a l TravelTime vector with respect to elements %%
76 Temp = 1 : 1 : length ( v_Force ) ;
77 Even = Temp(mod(Temp, 2 ) ==0) ;
78 i f Even (end) == NumElem/2
79 v_Force_fl ip = f l ipud ( v_Force ) ;
80 v_Force = [ v_Force_fl ip ; v_Force ] ;
81 Time_WaveTravel_flip = f l ipud ( Time_WaveTravel ) ;
82 Time_WaveTravel = [ Time_WaveTravel_flip ; Time_WaveTravel ] ;
83 clear v_Force_fl ip Time_WaveTravel_flip
84 else
85 v_Force_fl ip = f l ipud ( v_Force ) ;
86 v_Force_fl ip (end) = [ ] ;
87 v_Force = [ v_Force_fl ip ; v_Force ] ;
88 Time_WaveTravel_flip = f l ipud ( Time_WaveTravel ) ;
89 Time_WaveTravel_flip (end) = [ ] ;
90 Time_WaveTravel = [ Time_WaveTravel_flip ; Time_WaveTravel ] ;
91 clear v_Force_fl ip Time_WaveTravel_flip
92 end
93

94 %% Create v e l o c i t y + Force vector / Matrix with respect to s h i f t e d time %%
95 % The maximum time s h i f t depends on the maximum t r a v e l time for a wave
96 t_Step = Par . Pipe . t_Step ;
97 % Calculate what the roundup number of the Time_WaveTravel vector need to
98 % be determined
99 t_StepTemp = t_Step ;

100 i = 0 ;
101 while t_StepTemp<1
102 t_StepTemp = t_StepTemp *10;
103 i = i + 1 ;
104 end
105 Time_WaveTravel = round ( Time_WaveTravel , i ) ;
106 Time_ShiftedMax = max( Time_WaveTravel ) ;
107

108 % Poisson ’ s number [−]
109 m = m( depth_pipe/ hz_grid ) ;
110 % S t i f f n e s s of the present s o i l [N/m2 = Pa ]
111 E = E( depth_pipe/ hz_grid ) ;
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112 % Arbitrary calculat ion number related to the E l a s t i c i t y modulus [N/m2]
113 C = (m^2*E) /(m̂ 2−1) ;
114 % a and b for Sleichter ’ s solution [m]
115 a = LengthElem ;
116 b = 1 ;
117 % Sleicher ’ s solution log part
118 log_Part = ( log ( sqrt ( a^2+b^2)+a ) *b+log ( sqrt ( a^2+b^2)+b) *a − . . .
119 log ( sqrt ( a^2+b^2)−a ) *b−log ( sqrt ( a^2+b^2)−b) *a ) ;
120

121 % Make empty matrices for the loop
122 v_Force_Sin = zeros (NumElem, round ( ( tEnd+Time_ShiftedMax+t_Step ) / t_Step ) ) ;
123 w_Sin = zeros (NumElem, round ( ( tEnd+Time_ShiftedMax+t_Step ) / t_Step ) ) ;
124 P_Sin = zeros (NumElem, round ( ( tEnd+Time_ShiftedMax+t_Step ) / t_Step ) ) ;
125 F_Sin = zeros (NumElem, round ( ( tEnd+Time_ShiftedMax+t_Step ) / t_Step ) ) ;
126

127 h2 = waitbar ( 0 , ’ Calculating the time−related Force vector F ’ ) ;
128 NumElemTemp = round ( LengthPipe/LengthElem ) ;
129 i = 0 ;
130 for i i = 1 :NumElem
131 i = i + 1 ;
132 waitbar ( i /NumElemTemp)
133 TimeTemp = 0 : t_Step : tEnd+Time_WaveTravel ( i i ) ;
134 % Velocity [m/ s ]
135 v_Force_Sin_Temp = v_Force ( i i ) * sin (2* pi ( ) *TimeTemp* f ) *1e−3;
136 v_Force_Sin ( i i , ( round ( Time_WaveTravel ( i i ) / t_Step ) ) : length ( v_Force_Sin_Temp ) + . . .
137 ( Time_WaveTravel ( i i ) / t_Step )−1) = v_Force_Sin_Temp ;
138 % Displacement [m]
139 w_Sin_Temp = cumtrapz (TimeTemp, abs ( v_Force_Sin_Temp ) ) ;
140 for i i i = 1:10 ,
141 Factor = round ( i i i / f / t_Step ) ;
142 SlopeAngle ( i i i ) =w_Sin_Temp( Factor ) /( i i i / f ) ;
143 end
144 SlopeAngle = mean( SlopeAngle ) ;
145 LineFit = SlopeAngle *TimeTemp;
146 w_Sin_Temp = w_Sin_Temp − LineFit ;
147 w_Sin ( i i , ( round ( Time_WaveTravel ( i i ) / t_Step ) ) : length (w_Sin_Temp) + . . .
148 ( Time_WaveTravel ( i i ) / t_Step )−1) = w_Sin_Temp ;
149 % Pressure ( Pa )
150 P_Sin_Temp = (w_Sin_Temp . * pi ( ) . *C) . / ( 2 . * log_Part ) ;
151 P_Sin ( i i , ( round ( Time_WaveTravel ( i i ) / t_Step ) ) : length ( P_Sin_Temp ) + . . .
152 ( Time_WaveTravel ( i i ) / t_Step )−1) = P_Sin_Temp ;
153 % Force (N)
154 F_Sin_Temp = P_Sin_Temp . * pi ( ) . * 0 . 5 . * D_out ;
155 % Application of the block function for a smooth d i s t r i b u t i o n of the
156 % f i r s t few cycles on the pipe
157 i f Dim. data_sheet (7 ,40) == 1
158 Block_function = ones ( 1 , length (TimeTemp) ) ;
159 Block_function ( 1 , 1 : ( 3 / 2 ) * int64 ( round ( ( 1 / f ) / t_Step ) ) ) = ( 1 / ( ( 3 / 2 ) * . . .
160 (1/ f ) ) ) *TimeTemp( 1 : ( 3 / 2 ) * int64 ( round ( ( 1 / f ) / t_Step ) ) ) ;
161 F_Sin_Temp = F_Sin_Temp . * Block_function ;
162 else
163 end
164 F_Sin ( i i , ( round ( Time_WaveTravel ( i i ) / t_Step ) ) : length ( F_Sin_Temp ) + . . .
165 ( Time_WaveTravel ( i i ) / t_Step )−1) = F_Sin_Temp ’ ;
166 end
167
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168 close ( h2 )
169

170 % Remove the zeros t i l l the f i r s t value
171 v_Force_Sin ( : , 1 : ( min( Time_WaveTravel ) / t_Step )−1) = [ ] ;
172 v_Force_Sin ( : , tEnd/ t_Step +2:end) = [ ] ;
173 w_Sin ( : , 1 : ( min( Time_WaveTravel ) / t_Step )−1) = [ ] ;
174 w_Sin ( : , tEnd/ t_Step +2:end) = [ ] ;
175 P_Sin ( : , 1 : ( min( Time_WaveTravel ) / t_Step )−1) = [ ] ;
176 P_Sin ( : , tEnd/ t_Step +2:end) = [ ] ;
177 F_Sin ( : , 1 : ( min( Time_WaveTravel ) / t_Step )−1) = [ ] ;
178 F_Sin ( : , tEnd/ t_Step +2:end) = [ ] ;
179

180 %% Create Dimension model space for the pipe model %%
181 Dim. Pipe . LengthPipe = LengthPipe ; Dim. Pipe . LengthElem = LengthElem ;
182 Dim. Pipe . PosX = PosX ; Dim. Pipe .NumNode = NumNode;
183 Dim. Pipe .NumElem = NumElem; Dim. Pipe . SizeGlobalMatrix = SizeGlobalMatrix ;
184 Dim. Pipe . t_Step = t_Step ; Dim. Pipe . w_Sin = w_Sin ;
185 Dim. Pipe . v_Force_Sin = v_Force_Sin ;
186

187 end
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C.1.10. Variable dimensions function

1 function [DimVar] = ModelDimensionsVariable ( Distance )
2 %% Reading excel document information %%
3 data_sheet = xlsread ( ’ Ef fects_pi l e_pipe . x l s x ’ ) ;
4 DimVar . data_sheet = data_sheet ;
5

6 %% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %%
7 % WAVE PROPAGATION MODEL %
8 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
9

10 %% D i s c r e t i s a t i o n %%
11 % The d i s c r i t i s a t i o n i s defined from the top to the bottom ; as a negative
12 % defintion
13

14 % Thickness of the subsurface l a y e r s
15 d ( 1 : 9 , 1 ) = data_sheet ( 1 : 9 , 1 9 ) ;
16 % Layer count
17 nd = s i z e (d) ;
18 % Domain of the grid in v e r t i c a l direct ion ( z−direction )
19 hz_tot = sum(d) ; % [m] t o t a l height grid
20 hz_grid = 0 . 1 0 ; % [m] grid s i z e
21 % Intermediate point of grid
22 zIN = (0:−hz_grid :−hz_tot ) ’ ; % p o s i t i v e defenition intermediate grid points
23 nzIN = length ( zIN ) ; % count intermediate grid points
24 % Main grid points
25 zN( 1 : nzIN−1 ,1) = ( zIN ( 1 : nzIN−1 ,1)+zIN ( 2 : nzIN , 1 ) ) . / 2 ;
26 nnz = length (zN) ; % count of main grid points
27 % Determine stap s i z e ( delta z )
28 dzN = zN( 2 : end , 1 )−zN( 1 : end−1 ,1) ;
29 dzIN = zIN ( 2 : end , 1 )−zIN ( 1 : end−1 ,1) ;
30

31 %% Coordinates of pipe r e l a t i v e to p i l e %%
32 % Horizontal hart−to−hart distance pile−pipe [m]
33 d_hth = Distance ;
34 % Depth of the pipe , r e l a t i v e to the surface l e v e l [m]
35 depth_pipe = data_sheet (2 ,30) ;
36 % Radial distance from p i l e toe to pipe [m]
37 r_r = sqrt ( d_hth^2+(abs (zN)−depth_pipe ) . ^ 2 ) ;
38 % Incidental angle with the P−wave [ degrees ]
39 theta_P = atand ( d_hth . / abs (zN) ) ;
40

41 %% Create Dimension model space for wave propagation model part %%
42 DimVar . Wave . d = d ; DimVar . Wave . nd = nd ; DimVar . Wave . hz_tot = hz_tot ;
43 DimVar . Wave . hz_grid = hz_grid ; DimVar . Wave . zIN = zIN ; DimVar . Wave . nzIN = nzIN ;
44 DimVar . Wave . zN = zN ; DimVar . Wave . nnz = nnz ; DimVar . Wave . dzN = dzN ;
45 DimVar . Wave . dzIN = dzIN ; DimVar . Wave . depth_pipe = depth_pipe ;
46 DimVar . Wave . r_r = r_r ; DimVar . Wave . theta_P = theta_P ;
47 DimVar . Wave . d_hth = d_hth ;
48 end
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C.1.11. Variable parameters function

1 function [ Par ] = ModelParametersVariable (Dim)
2

3 %% −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %%
4 % WAVE PROPAGATION MODEL %
5 % −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− %
6

7 %% Recall model dimensions from model dimension space %%
8 nnz = Dim. Wave . nnz ;
9 data_sheet = Dim. data_sheet ;

10 hz_grid = Dim. Wave . hz_grid ;
11 zN = Dim. Wave . zN ;
12 d = Dim. Wave . d ;
13 hz_tot = Dim. Wave . hz_tot ;
14

15 %% Sheetpile parameters
16 % Surface area sheetpi le [mm2]
17 A_P_pile = data_sheet (1 ,40) ;
18 % Thickness sheet p i l e [mm]
19 t_P_f lens = data_sheet (2 ,40) ;
20 % Length of one sheet p i l e element ( converted to rectangular shape ) [mm]
21 b_P_pile = A_P_pile / t_P_f lens ;
22 % Half of the length of one sheet p i l e element [m]
23 a = ( b_P_pile /1000) / 2 ;
24 % Half of the thickness of sheet p i l e [m]
25 b = ( t_P_f lens /1000) / 2 ;
26 % Unit weight p i l e / s t e e l [ kg/m3]
27 rho_pile = 7850;
28 % Wave speed sheet p i l e [m/ s ]
29 c_P_pile = 5100;
30 % P i l e impedance [ kNs/m3]
31 Z_P_pile = ( A_P_pile /1000000) * rho_pile * c_P_pile *0.00981;
32 % S p e c i f i c p i l e impedance [ kNs/m]
33 z_P_pile = rho_pile * c_P_pile *0.00981;
34

35 %% Vibrator parameters %%
36 % Hammer e f f i c i e n c y f a c t o r [−]
37 F_P = 1 . 0 ;
38 % Driving frequency vibrator [Hz]
39 f = data_sheet (2 ,35) ;
40 % Impact time of the hammer [ s ]
41 t_vibro = 1/ f ;
42 % Excentrical moment vibrator [ kg m]
43 m_ex = data_sheet (1 ,35) ;
44 % Maximal driving force vibrator [N]
45 F_vibro = data_sheet (4 ,35) *1000;
46 % Force dead weight vibrator [N]
47 F_0 = data_sheet (3 ,35) * 9 . 8 1 ;
48 % Pressure at the sheet p i l e t i p as a r e s u l t of the force F_0 [ Pa ]
49 Pressure_F_0 = ( F_0/ A_P_pile ) *1000000;
50 % Pressure at the sheet p i l e t i p as a r e s u l t of the force F_vibro [ Pa ]
51 Pressure_F_vibro = ( F_vibro / A_P_pile ) *1000000;
52

53 %% Creating model parameter vectors %%
54 % F i l l in the parameter value of the f i r s t ground layer :
55 % Wave speed P−Waves [m/ s ]
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56 c_P ( 1 : nnz , 1 ) = data_sheet (1 ,20) ;
57 % Wave speed S−Waves [m/ s ]
58 c_S ( 1 : nnz , 1 ) = data_sheet (1 ,21) ;
59 % Poisson ’ s r a t i o [−]
60 nu ( 1 : nnz , 1 ) = data_sheet (1 ,22) ;
61 % Reduction f a c t o r for disturbance or remolding [−]
62 R_R ( 1 : nnz , 1 ) = data_sheet (1 ,23) ;
63 % Unit weight s o i l [ kg/m3]
64 rho_soi l ( 1 : nnz , 1 ) = data_sheet (1 ,24) ;
65 % E l a s t i c i t y modulus [N/m2]
66 E ( 1 : nnz , 1 ) = data_sheet (1 ,25) *1000;
67

68 % F i l l in the other values ( over depth ) of the vector by over writing the
69 % values of the previous ground layer :
70 UpdateVector = data_sheet (1 ,19) ;
71 Update = data_sheet (1 ,19) ;
72 for i = 1 : 1 : 8 ,
73 i f hz_tot > Update
74 c_P ( ( ( ( abs ( data_sheet ( i , 1 9 ) ) +hz_grid ) / hz_grid ) ) : end , 1 ) = data_sheet ( i +1 ,20) ;
75 c_S ( ( ( ( abs ( data_sheet ( i , 1 9 ) ) +hz_grid ) / hz_grid ) ) : end , 1 ) = data_sheet ( i +1 ,21) ;
76 nu ( ( ( ( abs ( data_sheet ( i , 1 9 ) ) +hz_grid ) / hz_grid ) ) : end , 1 ) = data_sheet ( i +1 ,22) ;
77 R_R ( ( ( ( abs ( data_sheet ( i , 1 9 ) ) +hz_grid ) / hz_grid ) ) : end , 1 ) = data_sheet ( i +1 ,23) ;
78 rho_soi l ( ( ( ( abs ( data_sheet ( i , 1 9 ) ) +hz_grid ) / hz_grid ) ) : end , 1 ) = data_sheet ( i

+1 ,24) ;
79 E ( ( ( ( abs ( data_sheet ( i , 1 9 ) ) +hz_grid ) / hz_grid ) ) : end , 1 ) = data_sheet ( i +1 ,25)

*1000;
80 else
81 end
82 % Make condition for i f statement ( the current depth of the layer )
83 UpdateVector = [ UpdateVector ; data_sheet ( i +1 ,19) ] ;
84 Update = sum( UpdateVector ) ;
85 end
86

87 %% Determination of the c r i t i c a l distance %%
88 % C r i t i c a l angle [ rad ] %%
89 t h e t a _ c r i t = asin ( c_S ( 1 : d( 1 ) / hz_grid ) . / c_P ( 1 : d( 1 ) / hz_grid ) ) ;
90 % Tangent theta c r i t i c a l used for calculat ion only [ rad ]
91 t a n _ t h e t a _ c r i t = tan ( t h e t a _ c r i t ) ;
92 % C r i t i c a l horizontal distance from the p i l e [m]
93 d _ c r i t = ta n_ t he t a _ c r i t . * abs (zN( 1 : d( 1 ) / hz_grid ) ) ;
94 for i = 2 : 1 : length (d) ,
95 i f d( i ) == 0 ,
96 else
97 % Create temporary (empty) vectors
98 theta_crit_temp = zeros (d( i ) / hz_grid , 1 ) ;
99 tan_theta_crit_temp = zeros (d( i ) / hz_grid , 1 ) ;

100 d_crit_temp = zeros (d( i ) / hz_grid , 1 ) ;
101 % Determine for a certain ground layer (number i ) the properties
102 for i i = 1 : 1 : d( i ) / hz_grid ,
103 theta_crit_temp ( i i , 1 ) = asin ( c_S ( i i +(sum(d ( 1 : i −1) ) / hz_grid ) ) /c_P ( i i +(sum

(d ( 1 : i −1) ) / hz_grid ) ) ) ;
104 tan_theta_crit_temp ( i i , 1 ) = tan ( theta_crit_temp ( i i , 1 ) ) ;
105 d_crit_temp ( i i , 1 ) = tan_theta_crit_temp ( i i , 1 ) * abs (zN( i i , 1 ) ) ;
106 end
107 % Create t o t a l properties of the entire s o i l by adding the new
108 % vector to the t o t a l vector

Geert Reuver 4226178



170 C. Matlab code

109 t h e t a _ c r i t = [ t h e t a _ c r i t ; theta_crit_temp ] ;
110 t a n _ t h e t a _ c r i t = [ ta n _ th e t a _ c r i t ; tan_theta_crit_temp ] ;
111 % Add to the calculated distance vector of a p a r t i c u l a r s o i l layer i , the
112 % l a s t digid of the t o t a l c r i t i c a l distance vector
113 d_crit_temp_new = d_crit_temp + d _ c r i t (end) ;
114 % Create t o t a l properties of the entire s o i l by adding the new
115 % vector to the t o t a l vector
116 d _ c r i t = [ d _ c r i t ; d_crit_temp_new ] ;
117 end
118 end
119

120 % C r i t i c a l r a d i a l distance [m]
121 r _ c r i t = sqrt ( d _ c r i t .^2+zN. ^ 2 ) ;
122

123 %% S p e c i f i c impedance s o i l %%
124 % P−waves [ kNs/m3]
125 z_P = rho_soi l . * c_P . * 0 . 0 0 9 8 1 ;
126

127 %% Factor " s " for P−waves %%
128 s = sqrt ((1 −2.*nu) . / ( 2 . * ( 1 −nu) ) ) ;
129 % Incedental angle of the S−wave [ degrees ]
130 theta_S = asind ( sind (Dim. Wave . theta_P ) . * s ) ;
131 % Incidental angle of the R−wave with c r i t i c a l distance [ degrees ]
132 theta_R_P = atand ( d _ c r i t . / abs (zN) ) ;
133 theta_R_S = asind ( sind ( theta_R_P ) . * s ) ;
134

135 %% Material absorption parameter %%
136 % Material damping c o e f f i e c i e n t [%/100]
137 D = data_sheet (3 ,40) /100;
138

139 % Calculate the material absorpotion parameter for a l l s o i l l a y e r s
140 % i n d i v i d u a l l y
141 alpha_P_Temporary = ( 2 . * pi ( ) . *D. * f ) . / c_P ;
142

143 % Pre−al lo cat i on for speed algorithm
144 alpha_P = zeros ( length ( c_P ) , 1 ) ;
145 % Calculate the material absorption parameter with repsect to the average
146 % over the height
147 for i = 1 : 1 : length ( c_P ) ,
148 % P−waves and R−waves
149 alpha_P ( i , 1 ) = sum( alpha_P_Temporary ( 1 : i ) ) / i ;
150 end
151

152 %% Sleicher ’ s solution ( for spread surface loads ) for Boussinesk ’ s algorithm
153 % Poisson ’ s number [−]
154 m = 1 . /nu ;
155 % Arbitrary calculat ion number related to the E l a s t i c i t y modulus [N/m2]
156 C = (m. ^ 2 . * E) . / (m.^2−1) ;
157 % Displacement sheet p i l e toe by the load F_0 [m]
158 w_F_0 = ( ( 2 . * Pressure_F_0 ) . / ( pi ( ) . *C) ) . * ( log ( sqrt ( a.^2+b. ^ 2 ) +a ) . * b + . . .
159 log ( sqrt ( a.^2+b. ^ 2 ) +b) . * a−log ( sqrt ( a.^2+b. ^ 2 )−a ) . * b−log ( sqrt ( a.^2+b. ^ 2 )−b) . * a ) ;
160 % Displacement sheet p i l e toe by the load F_vibro [m]
161 w_F_vibro = ( ( 2 . * Pressure_F_vibro ) . / ( pi ( ) . *C) ) . * ( log ( sqrt ( a.^2+b. ^ 2 ) +a ) . * b + . . .
162 log ( sqrt ( a.^2+b. ^ 2 ) +b) . * a−log ( sqrt ( a.^2+b. ^ 2 )−a ) . * b−log ( sqrt ( a.^2+b. ^ 2 )−b) . * a ) ;
163

164 %% Total Energy [ Joule ] = [Nm] −−> Nmm = Joule * 10^3
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165 W_F_0 = w_F_0 . * F_0 . * 1 0 0 0 ;
166 W_F_vibro = w_F_vibro . * F_vibro . * 1 0 0 0 ;
167 W_tot = W_F_0 + W_F_vibro ;
168

169 %% Calculation " Pile−s o i l wave t r a n s i t i v i t y " %%
170 % Damping f a c t o r p i l e toe [−]
171 J_c = 2 . * ( z_P . / z_P_pile ) ;
172 % P i l e v e l o c i t y [m/ s ]
173 v_P_pile = ( ( F_vibro+F_0 ) ./1000) . / Z_P_pile ;
174 % Dynamic resistance of the p i l e "TOE" [kN]
175 R_T = R_R . * J_c . * Z_P_pile . * v_P_pile ;
176 % Vibration transmission e f f i c a c y of the "TOE" of the p i l e [−]
177 E_T = R_T . / ( ( F_vibro+F_0 ) ./1000) ;
178

179 %% Calculation " P i l e wave propagation " %%
180 % Impact time of p i l e with s o i l [ s ]
181 t_P_pi le = t_vibro ;
182

183 %% Calculation " Propagation of waves through the s o i l " %%
184 % Wave length in s o i l (P−waves ) [m]
185 lambda_P_soil = t_P_pi le . * c_P ;
186 % Determination of the material property "k"
187 k_s = 1 . / ( sqrt ( 2 . * pi ( ) . * rho_soi l . * lambda_P_soil ) ) ;
188 % Amplification f a c t o r in the v e r t i c a l direction for P−waves [−]
189 F_v_P = 2 . * ( ( cosd (Dim. Wave . theta_P ) . * cosd ( 2 . * theta_S ) ) . / ( ( s . ^ 2 . * sind ( 2 . *Dim. Wave .

theta_P ) . * . . .
190 sind ( 2 . * theta_S ) ) +( ( cosd ( 2 . * theta_S ) ) . ^ 2 ) ) ) ;
191 % Amplification f a c t o r in the horizontal direction for P−waves [−]
192 F_h_P = 2 . * ( ( cosd (Dim. Wave . theta_P ) . * sind ( 2 . * theta_S ) ) . / ( ( s . ^ 2 . * sind ( 2 . *Dim. Wave .

theta_P ) . * . . .
193 sind ( 2 . * theta_S ) ) +( ( cosd ( 2 . * theta_S ) ) . ^ 2 ) ) ) ;
194 % Amplification f a c t o r in the v e r t i c a l direction for R−waves [−]
195 F_v_R = 2 . * ( ( cosd ( theta_R_P ) . * cosd ( 2 . * theta_R_S ) ) . / ( ( s . ^ 2 . * sind ( 2 . * theta_R_P ) . * . . .
196 sind ( 2 . * theta_R_S ) ) + ( ( cosd ( 2 . * theta_R_S ) ) . ^ 2 ) ) ) ;
197 % Amplification f a c t o r in the horizontal direction for R−waves [−]
198 F_h_R = 2 . * ( ( cosd ( theta_R_P ) . * sind ( 2 . * theta_R_S ) ) . / ( ( s . ^ 2 . * sind ( 2 . * theta_R_P ) . * . . .
199 sind ( 2 . * theta_R_S ) ) + ( ( cosd ( 2 . * theta_R_S ) ) . ^ 2 ) ) ) ;
200

201 %% Creating Parameter model space for wave propagation model %%
202 Par . Wave . c_P = c_P ; Par . Wave . c_S = c_S ; Par . Wave . nu = nu ; Par . Wave . rho_soi l =

rho_soi l ;
203 Par . Wave . R_R = R_R ; Par . Wave . z_P = z_P ; Par . Wave . d _ c r i t = d _ c r i t ; Par . Wave . s = s ;
204 Par . Wave . theta_S = theta_S ; Par . Wave . theta_R_P = theta_R_P ; Par . Wave . theta_R_S =

theta_R_S ;
205 Par . Wave . f = f ; Par . Wave . t_vibro = t_vibro ; Par . Wave . alpha_P = alpha_P ;
206 Par . Wave . r _ c r i t = r _ c r i t ; Par . Wave . F_P = F_P ; Par . Wave . A_P_pile = A_P_pile ;
207 Par . Wave . t_P_f lens = t_P_f lens ; Par . Wave . b_P_pile = b_P_pile ; Par . Wave . a = a ; Par .

Wave . b = b ;
208 Par . Wave . z_P_pile = z_P_pile ; Par . Wave . Z_P_pile = Z_P_pile ; Par . Wave . m_ex = m_ex ;
209 Par . Wave . F_vibro = F_vibro ; Par . Wave . F_0 = F_0 ; Par . Wave . Pressure_F_0 = Pressure_F_0

;
210 Par . Wave . Pressure_F_vibro = Pressure_F_vibro ; Par . Wave .m = m; Par . Wave . E = E ; Par .

Wave .C = C;
211 Par . Wave . w_F_0 = w_F_0 ; Par . Wave . w_F_vibro = w_F_vibro ; Par . Wave . W_F_vibro =

W_F_vibro ;
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212 Par . Wave . W_F_0 = W_F_0 ; Par . Wave . W_tot = W_tot ; Par . Wave . J_c = J_c ; Par . Wave .
v_P_pile = v_P_pile ;

213 Par . Wave . R_T = R_T ; Par . Wave . E_T = E_T ; Par . Wave . t_P_pi le = t_P_pi le ;
214 Par . Wave . lambda_P_soil = lambda_P_soil ; Par . Wave . k_s = k_s ; Par . Wave . F_v_P = F_v_P ;
215 Par . Wave . F_v_R = F_v_R ; Par . Wave . F_h_P = F_h_P ; Par . Wave . F_h_R = F_h_R ;
216 end
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C.1.12. Variable WPM function

1 function [v_max] = WavePropagationModelVariable ( Distance )
2

3 [DimVar] = ModelDimensionsVariable ( Distance ) ;
4 [ ParVar ] = ModelParametersVariable (DimVar) ;
5

6 %% Velocity at receiving point %%
7 i f DimVar . Wave . depth_pipe ==0
8 % Spherical wave v e l o c i t y in v e r t i c a l direction (P−wave) with F_v_P [mm/ s ]
9 v_S_v_without = ParVar . Wave . k_s . * ParVar . Wave . F_v_P . * ParVar . Wave . E_T . * . . .

10 ( ( sqrt ( ParVar . Wave . F_P . * ParVar . Wave . W_tot ) ) . * cosd (DimVar . Wave . theta_P ) . * . . .
11 1e3 . / ( DimVar . Wave . r_r ) ) ;
12 % Spherical wave v e l o c i t y in horizontal direction (P−wave) with F_v_P [mm/ s ]
13 v_S_h_without = ParVar . Wave . k_s . * ParVar . Wave . F_v_P . * ParVar . Wave . E_T . * . . .
14 ( ( sqrt ( ParVar . Wave . F_P . * ParVar . Wave . W_tot ) ) . * cosd(90−DimVar . Wave . theta_P )

. * . . .
15 1e3 . / ( DimVar . Wave . r_r ) ) ;
16 % Spherical wave v e l o c i t y in d i r e c t direction (P−wave) with F_v_P [mm/ s ]
17 v_S_without = ParVar . Wave . k_s . * ParVar . Wave . F_v_P . * ParVar . Wave . E_T . * . . .
18 ( ( sqrt ( ParVar . Wave . F_P . * ParVar . Wave . W_tot ) ) . * 1 e3 . / ( DimVar . Wave . r_r ) ) ;
19 else
20 % Spherical wave v e l o c i t y in v e r t i c a l direction (P−wave) [mm/ s ]
21 v_S_v_without = ParVar . Wave . k_s . * ParVar . Wave . E_T . * ( ( sqrt ( ParVar . Wave . F_P . * . . .
22 ParVar . Wave . W_tot ) ) . * cosd (DimVar . Wave . theta_P ) . * 1 e3 . / ( DimVar . Wave . r_r ) ) ;
23 % Spherical wave v e l o c i t y in horzontal direction (P−wave) [mm/ s ]
24 v_S_h_without = ParVar . Wave . k_s . * ParVar . Wave . E_T . * ( ( sqrt ( ParVar . Wave . F_P . * . . .
25 ParVar . Wave . W_tot ) ) . * cosd(90−DimVar . Wave . theta_P ) . * 1 e3 . / ( DimVar . Wave . r_r ) ) ;
26 % Spherical wave v e l o c i t y in d i r e c t direction (P−wave) [mm/ s ]
27 v_S_without = ParVar . Wave . k_s . * ParVar . Wave . E_T . * ( ( sqrt ( ParVar . Wave . F_P . * . . .
28 ParVar . Wave . W_tot ) ) . * cosd(90−DimVar . Wave . theta_P ) . * 1 e3 . / ( DimVar . Wave . r_r ) ) ;
29 end
30 % Geometric and material damping r e s p e c t i v e l y damping
31 v_S_v = v_S_v_without . * ( 1 . / DimVar . Wave . r_r ) . * exp(−ParVar . Wave . alpha_P . * DimVar . Wave .

r_r ) ;
32 v_S_h = v_S_h_without . * ( 1 . / DimVar . Wave . r_r ) . * exp(−ParVar . Wave . alpha_P . * DimVar . Wave .

r_r ) ;
33 v_S = v_S_without . * ( 1 . / DimVar . Wave . r_r ) . * exp(−ParVar . Wave . alpha_P . * DimVar . Wave . r_r ) ;
34

35 %% Rayleigh−waves %%
36 % R−wave correction f a c t o r
37 Par . Wave . W_correction = W_correction ;
38 % Spherical wave (P−wave) v e l o c i t y in v e r t i c a l direction without damping
39 % t r a v e l i n g along the c r i t i c a l radius distance [mm/ s ]
40 v_R_P_without = ParVar . Wave . k_s . * ParVar . Wave . F_v_R . * ParVar . Wave . E_T . * . . .
41 ( sqrt ( ParVar . Wave . F_P . * ParVar . Wave . W_tot ) . / ParVar . Wave . r _ c r i t ) . * . . .
42 cosd (DimVar . Wave . theta_P ) . * 1 e3 ;
43

44 % Damped spherical wave along the c r i t i c a l radius distance [mm/ s ]
45 v_R_P = v_R_P_without . * ( 0 . 5 . / ParVar . Wave . r _ c r i t ) . * exp(−ParVar . Wave . alpha_P . * . . .
46 ParVar . Wave . r _ c r i t ) ;
47 % Geometric and material damping r e s p e c t i v e l y damping . As the R−wave a r i s e s
48 % at the surface , the material damping w i l l be according to the s o i l layer
49 % at surface l e v e l .
50 v_R = W_correction . * v_R_P . * ( ParVar . Wave . d _ c r i t . / DimVar . Wave . d_hth ) . ^ 0 . 5 . * . . .
51 exp(−ParVar . Wave . alpha_P ( 1 ) . * ( DimVar . Wave . d_hth−ParVar . Wave . d _ c r i t ) ) ;
52
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53 %% Maximum value of P−waves and R−waves for the pipe depth [mm/ s ] %%
54 v_max = max(max( v_R (DimVar . Wave . depth_pipe / 0 . 1 : end) ) ,max( v_S (DimVar . Wave . depth_pipe

/ 0 . 1 : end) ) ) ;
55 end
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C.1.13. Element damping matrix [CEl em] function

1 function [C, Par ] = DampingMatrix (M, K, Par ,Dim)
2

3 %% Find the eigenfrequencies of the mass and s t i f f n e s s matrices %%
4 % Use the matlab build in eigenvalue function to find the eigenvalues of
5 % the s t i f f n e s s and mass−matrices
6 EigenValAll=eig (K,M) ;
7 % sorted natural angular frequencies , ( squar−root i s taken since the
8 % function e i gives omega^2 instead of omega) [ rad/ s ]
9 EigenFreqRad=sort ( r e a l ( sqrt ( EigenValAll ) ) ) ;

10 % Delete the zero frequencies at the s t a r t of the vector
11 EigenFreqRad_Position = EigenFreqRad == 0 ;
12 EigenFreqRad ( EigenFreqRad_Position ) = [ ] ;
13 % sorted natural angular frequencies [Hz]
14 EigenFreq=EigenFreqRad /(2* pi ) ;
15

16 %% Finde the frequency boundaries %%
17 % Position in the vector for the upper boundary frequency
18 omega_nPosition = find ( EigenFreqRad > ( Par . Wave . f *2* pi ( ) ) ) ;
19 omega_nPosition = omega_nPosition ( 1 ) ;
20

21 % Lower boundary frequency [ rad/ s ]
22 omega_m = EigenFreqRad ( 1 ) ;
23 % Upper boundary frequency [ rad/ s ]
24 omega_n = EigenFreqRad ( omega_nPosition ) ;
25

26 %% Determination of the alpha and beta parameters %%
27 % The Rayleigh−damping chosen i s based on the frequency of the f i r s t mode
28 % and the f i r s t frequency bigger than the freqeuncy of e x c i t a t i o n
29 % Damping r a t i o s o i l [%/100]
30 zeta = Dim. data_sheet (6 ,35) ;
31 % Alpha parameter
32 alpha = (2* zeta *omega_m*omega_n) /(omega_m + omega_n) ;
33 % Beta parameter
34 beta = (2* zeta ) / (omega_m + omega_n) ;
35

36 %% Determination of the damping matrix [C] %%
37 C = alpha . *M + beta . * K;
38

39 %% Create Parameters model space for the pipe model %%
40 Par . Pipe . alpha = alpha ; Par . Pipe . beta = beta ; Par . Pipe . EigenFreq = EigenFreq ;
41 Par . Pipe . EigenFreqRad = EigenFreqRad ; Par . Pipe .omega_m = omega_m;
42 Par . Pipe . omega_n = omega_n ;
43 end
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C.1.14. Element stiffness matrix [KEl em] function

1 function [KElem]= ElementMatrixK ( prenode , postnode , Lb , E , I )
2 % PURPOSE : This i s a subprogram as for S t i f f n e s s matrice
3 %
4 % K=[ 12 6* l −12 6* l
5 % 4* l ^2 −6* l 2* l ^2
6 % 12 −6* l
7 % symmetric 4* l ^2 ] ;
8 %
9 % The length of the current element [m]

10 l =postnode−prenode ;
11 % The length of the current element per unit length , lb : length_bar
12 lb= l /Lb ;
13 KElem( 1 , 1 ) =12 ;
14 KElem( 2 , 1 ) =6* l ; KElem( 2 , 2 ) =4* l ^2 ;
15 KElem( 3 , 1 )=−12 ; KElem( 3 , 2 ) =−6* l ; KElem( 3 , 3 ) =12 ;
16 KElem( 4 , 1 ) =6* l ; KElem( 4 , 2 ) =2* l ^2 ; KElem( 4 , 3 ) =−6* l ; KElem( 4 , 4 ) =4* l ^2;
17 KElem=KElem/ lb ^3*E* I /Lb^3;
18

19 for i =2:4
20 for j =1: i−1
21 KElem( j , i ) =KElem( i , j ) ;
22 end
23 end
24 end
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C.1.15. Element stiffness matrix boundary condition [KBC ,El em] function

1 function [KElem_BC]=ElementMatrixK_BC ( prenode , postnode , Lb , k )
2 % PURPOSE : This i s a subprogram as for S t i f f n e s s matrice
3 %
4 % K=[ 12 6* lb −12 6* lb
5 % 4* lb^2 −6*lb 2* lb^2
6 % 12 −6*lb
7 % symmetric 4* lb^2 ] ;
8 %
9 % The length of the current element [m]

10 l =postnode−prenode ;
11 % The length of the current element per unit length , lb : length_bar
12 lb= l /Lb ;
13 KElem_BC( 1 , 1 ) =12 ;
14 KElem_BC( 2 , 1 ) =6* l ; KElem_BC( 2 , 2 ) =4* l ^2 ;
15 KElem_BC( 3 , 1 )=−12 ; KElem_BC( 3 , 2 ) =−6* l ; KElem_BC( 3 , 3 ) =12 ;
16 KElem_BC( 4 , 1 ) =6* l ; KElem_BC( 4 , 2 ) =2* l ^2 ; KElem_BC( 4 , 3 ) =−6* l ; KElem_BC( 4 , 4 ) =4* l

^2;
17 KElem_BC=KElem_BC/ lb ^3*k/Lb^3;
18

19 for i =2:4
20 for j =1: i−1
21 KElem_BC( j , i ) =KElem_BC( i , j ) ;
22 end
23 end
24 end
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C.1.16. Element matrix force vector [FElem] function

1 function [ FElem , qElem ] = ElementMatrixF ( prenode , postnode , Lb , q , q2 )
2 % PURPOSE : This i s a subprogram used to obtain the time dependent time
3 % vector
4 % F= q*L/2 [ 6
5 % L
6 % 6
7 % −L ]
8 %
9 % The length of the current element [m]

10 l =postnode−prenode ;
11 % The length of the current element per unit length , lb : length_bar
12 lb= l /Lb ;
13

14 FElem ( 1 , : ) = 6 ;
15 FElem ( 2 , : ) = l ;
16 FElem ( 3 , : ) = 6 ;
17 FElem ( 4 , : ) = − l ;
18 FElem = FElem* lb /12*q2*Lb ;
19

20 qElem ( 1 , : ) = q ;
21 qElem ( 2 , : ) = q ;
22 qElem ( 3 , : ) = q ;
23 qElem ( 4 , : ) = q ;
24 end
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C.1.17. Element mass matrix [MEl em] function

1 function [MElem]=ElementMatrixM ( prenode , postnode , Lb , pb , A)
2 % PURPOSE : This i s a subprogram to obtain the l o c a l Mass matrix
3 %
4 % M=1/420[ 156 22* l 54 −13* l
5 % 4* l ^2 13* l −3* l ^2
6 % 156 −22* l
7 % symmetric 4* l ^ 2 ] ;
8 %
9 % The length of the current element [m]

10 l =postnode−prenode ;
11 % The length of the current element per unit length , lb : length_bar
12 lb= l /Lb ;
13 MElem( 1 , 1 ) =156 ;
14 MElem( 2 , 1 ) =22* l ; MElem( 2 , 2 ) =4* l ^2 ;
15 MElem( 3 , 1 ) =54 ; MElem( 3 , 2 ) =13* l ; MElem( 3 , 3 ) =156 ;
16 MElem( 4 , 1 ) =−13* l ; MElem( 4 , 2 ) =−3* l ^2; MElem( 4 , 3 ) =−22* l ; MElem( 4 , 4 ) =4* l ^2 ;
17 MElem=MElem* lb /420*pb*A*Lb ;
18 for i =2:4
19 for j =1: i−1
20 MElem( j , i ) =MElem( i , j ) ;
21 end
22 end
23 end
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C.1.18. Global force function

1 function [ GlobalForce ]= GlobalForceFunction ( GlobalForce , LocalForce , i i )
2 % PURPOSE : This i s a subprogram to obtain the assembly of the global
3 % force matrix
4

5 % ( 1 ) . V e r i f y the positions where the l o c a l matrix needs to be added to the
6 % global matrix
7 a=1+2*( i i −1) : 2 * ( i i +1) ;
8 % ( 2 ) . assembly of global matrix
9 GlobalForce ( a , : ) = GlobalForce ( a , : ) + LocalForce ;

10 end
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C.1.19. Global matrix function

1 function [ GlobalMatrix ]= GlobalMatrixFunction ( GlobalMatrix , LocalMatrix , i i )
2

3 % PURPOSE : This i s a subprogram to obtain the assembly of the global
4 % matrices
5

6 % ( 1 ) . V e r i f y the positions where the l o c a l matrix needs to be added to the
7 % global matrix
8 a=1+2*( i i −1) : 2 * ( i i +1) ;
9 % ( 2 ) . assembly of global matrix

10 GlobalMatrix ( a , a ) = GlobalMatrix ( a , a ) + LocalMatrix ;
11 end
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C.1.20. Global matrix assembly function

1 function [ Par ,Dim]= GlobalMatrixAssambly (Dim, Par )
2

3 %% Time and position dependent force behavior %%
4 f p r i n t f ( ’ Constructing Force Matrix F ’ )
5 f p r i n t f ( ’ \n ’ )
6 % The time and position dependent behavior i s determined according to the
7 % wave propagation model and calculated for every element
8 t i c
9 [ F_Sin ,Dim] = TimeAndPositionDependentForce (Dim, Par ) ;

10 toc
11

12 f p r i n t f ( ’ \n ’ )
13 f p r i n t f ( ’ Constructing Matrix M, K and C ’ )
14 f p r i n t f ( ’ \n ’ )
15 t i c
16 %% I n i t i a l i z e the parameters required %%
17 rho_Pipe = Par . Pipe . rho_Pipe ;
18 A_Pipe = Par . Pipe . A_Pipe ;
19 E_Pipe = Par . Pipe . E_Pipe ;
20 I_Pipe = Par . Pipe . I_Pipe ;
21 NumElem = Dim. Pipe .NumElem;
22 LengthPipe = Dim. Pipe . LengthPipe ;
23 LengthElem = Dim. Pipe . LengthElem ;
24 PosX = Dim. Pipe . PosX ;
25 SizeGlobalMatrix = Dim. Pipe . SizeGlobalMatrix ;
26 k_SoilSpring = Par . Pipe . k_SoilSpring ;
27

28 %% Pre−defining the Mass and S t i f f n e s s matrices %%
29 % Additional boundary length of pipe on both sides [m]
30 length_aditional_pipe = Dim. data_sheet (8 ,30) ;
31 % Additional elements on both sides of the pipe [−]
32 N_add = length_aditional_pipe /Dim. Pipe . LengthElem ;
33 Par . Pipe . N_add = N_add ;
34 % Predefine matrices
35 M = zeros (4*N_add+length ( SizeGlobalMatrix ) ,4*N_add+length ( SizeGlobalMatrix ) ) ;
36 K=M;
37 K_BC=M;
38 F=zeros ( length (M) , length ( F_Sin ( 1 , : ) ) ) ;
39 q=zeros ( length (M) , length ( F_Sin ( 1 , : ) ) ) ;
40

41 % Make extended force vector , F_Sin_Temp , including the additional boundary
42 % elements
43 F_Sin_Temp = [ zeros (N_add , length ( F_Sin ( 1 , : ) ) ) ; . . .
44 F_Sin ; zeros (N_add , length ( F_Sin ( 1 , : ) ) ) ] ;
45 F_Sin_Temp2 = ones ( s i z e ( F_Sin_Temp ) ) ;
46 % Temporary length of the pipe structure [m]
47 LengthPipeTemp = LengthPipe+2* length_aditional_pipe ;
48 % Temporary PosX array
49 PosX_new = 0 :Dim. Pipe . LengthElem : LengthPipe + 2 * . . .
50 length_aditional_pipe+Dim. Pipe . LengthElem ;
51 Dim. Pipe . PosX_new = PosX_new ;
52

53 %% Assembly of the l o c a l to global matrices M, K and F %%
54 h3 = waitbar ( 0 , ’ Constructing the K, M and C matrices ’ ) ;
55 NumElemTemp = round ( LengthPipe/LengthElem ) +2*N_add ;
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56 i = 0 ;
57 for i i = 1 :NumElem+2*N_add ,
58 i = i + 1 ;
59 waitbar ( i /NumElemTemp)
60 % S t i f f n e s s matrix K
61 [KElem] = ElementMatrixK (PosX_new( i i ) ,PosX_new( i i +1) , LengthPipeTemp , E_Pipe ,

I_Pipe ) ;
62 [KElem_BC] = ElementMatrixK_BC (PosX_new( i i ) ,PosX_new( i i +1) , LengthPipeTemp ,

k_SoilSpring ) ;
63 [K] = GlobalMatrixFunction (K, KElem , i i ) ;
64 [K_BC] = GlobalMatrixFunction (K_BC, KElem_BC, i i ) ;
65 % Mass matrix M
66 [MElem] = ElementMatrixM (PosX_new( i i ) ,PosX_new( i i +1) , LengthPipeTemp , rho_Pipe ,

A_Pipe ) ;
67 [M] = GlobalMatrixFunction (M,MElem, i i ) ;
68 % Force Matrix F
69 [ FElem , qElem ] = ElementMatrixF (PosX_new( i i ) ,PosX_new( i i +1) , . . .
70 LengthPipeTemp , F_Sin_Temp ( i i , : ) ,F_Sin_Temp2 ( i i , : ) ) ;
71 [ F ] = GlobalForceFunction (F , FElem , i i ) ;
72 [ q ] = GlobalForceFunction (q , qElem , i i ) ;
73 end
74 close a l l
75

76 %% Create the t o t a l global force vector F %%
77 % The values of q need to be corrected exept for the f i r s t two time
78 % dependent arrays and also for the l a s t two
79 q ( 3 : end−2 , : ) = q ( 3 : end−2 , : ) / 2 ;
80 F = F . * q ;
81

82 %% Include boundaries by matrix reduction%%
83 M_BC = M;
84 K_BC = K + K_BC ;
85 F_BC = F ;
86

87 % Apply f ixed rotation and t r a n s l a t i o n at boundaries
88 M_BC = M_BC( 3 : end−2 ,3:end−2) ;
89 K_BC = K_BC( 3 : end−2 ,3:end−2) ;
90 F_BC = F_BC ( 3 : end−2 , : ) ;
91

92 % Inverse mass matrix
93 M_INV = inv (M_BC) ;
94

95 %% Obtain the damping matrix C %%
96 % Use the damping matrix function to obtain the damping matrix including
97 % the boundary conditions speci f ied above
98 [C_BC, Par ] = DampingMatrix (M_BC, K_BC, Par ,Dim) ;
99 toc

100 f p r i n t f ( ’ \n ’ )
101 %% Store the matrices in the parameter space %%
102 Par . Matrix .M = M_BC;
103 Par . Matrix .M_INV = M_INV;
104 Par . Matrix . K = K_BC ;
105 Par . Matrix .C = C_BC;
106 Par . Matrix . F = F_BC ;
107 Par . Matrix . F_Sin = F_Sin ;
108 end
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C.1.21. Equation of motion function

1 function dy = FunctionTotalOde ( t , y , F ,M_INV, K, C, TimeOde,Dim)
2 %% Equation of Motion %%
3 % The equation of motion i s re−written to a system of two f i r s t order
4 % d i f f e r e n t i a l equations
5 t
6

7 i f t == 0
8 F = F ( : , 1 ) ;
9 else

10 i f t == TimeOde(end)
11 F = F ( : , end) ;
12 else
13 i = find (TimeOde<t , 1 , ’ l a s t ’ ) ;
14 i i = find (TimeOde>t , 1 , ’ f i r s t ’ ) ;
15

16 i f i i −i ==2
17 F = F ( : , i +1) ;
18 else
19 FTemp = F ( : , i : i i ) ;
20 % Interpolate the data set (TimeOde, F) at time t
21 F = interp1 ( [ TimeOde( i ) TimeOde( i i ) ] ,FTemp’ , t ) ;
22 F = F ’ ;
23 end
24 end
25 end
26 % Predefine the length of the displacement and the v e l o c i t y vector
27 L = length (K) ;
28

29 % Equation Of Motion
30 dy = [ y ( L+1:end , : ) ;M_INV*F − M_INV*C* y ( L+1:end , : ) − M_INV*K* y ( 1 : L , : ) ] ;
31 end
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C.2. Additional code suggestions
C.2.1. Runga Kutta solver (RK4) function

1 function [ t , y ] = RK4Method( EquationOfMotion , t , x0 , v0 , Par ,Dim)
2 %% Solver function with the Fourth−oder Runga−kutta method (RK4) %%
3

4 % Predefine the matrices required
5 M_INV = Par . Matrix .M_INV;
6 K = Par . Matrix . K;
7 F = Par . Matrix . F ;
8 C = Par . Matrix .C;
9

10 % Define the time step for the calculat ion
11 dt = median( d i f f ( t ) ) ; % time step
12

13 % Define the displacement vector and the i n i t i a l conditions
14 y = zeros ( length (Dim. Pipe . SizeGlobalMatrix ) *2 , length ( t ) ) ;
15 y ( 1 : length (Dim. Pipe . SizeGlobalMatrix ) , 1 ) = x0 ;
16 y ( length (Dim. Pipe . SizeGlobalMatrix ) +1:end , 1 ) = v0 ;
17

18 % Solve with the RK4−mehtod with the application of the "Equation Of
19 % Motion"
20 for i = 1 : length ( t ) ,
21 k1 = dt * f e v a l ( EquationOfMotion , t ( i ) , y ( : , i ) ,F ( : , i ) ,M_INV, K, C,Dim) ;
22 k2 = dt * f e v a l ( EquationOfMotion , t ( i ) +dt /2 , y ( : , i ) +k1 /2 ,F ( : , i ) ,M_INV, K, C,Dim) ;
23 k3 = dt * f e v a l ( EquationOfMotion , t ( i ) +dt /2 , y ( : , i ) +k2 /2 ,F ( : , i ) ,M_INV, K, C,Dim) ;
24 k4 = dt * f e v a l ( EquationOfMotion , t ( i ) +dt , y ( : , i ) +k3 , F ( : , i ) ,M_INV, K, C,Dim) ;
25 y ( : , i +1) = y ( : , i ) + ( k1 + 2*k2 + 2*k3 + k4 ) / 6 ;
26 end
27

28 end
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C.2.2. Stresses and strains, including Jacobian, function

1 function [ Out ] = StressesAndStrains (Dim, Par )
2 %% Calculation of the s t r e s s e s and s t r a i n s of the pipe %%
3 % The s t r e s s e s are calculated with use of the rotation angles calculated by
4 % the matlab ODE−solver . The s t r a i n s are also folowing from the matlab
5 % ODE−solver .
6

7 %% Localizing the matrices required for the ODE−Solver %%
8 F = Par . Matrix . F ;
9 M_INV = Par . Matrix .M_INV;

10 K = Par . Matrix . K;
11 C = Par . Matrix .C;
12

13 %% I n i t i a l conditions of the FEM %%
14 x0 = zeros ( length (K) , 1 ) ;
15 v0 = zeros ( length (K) , 1 ) ;
16 y_0 = [ x0 ; v0 ] ;
17

18 %% Localized parameters required %%
19 NumElem = Dim. Pipe .NumElem;
20 NumNode = Dim. Pipe .NumNode;
21

22 %% Simulation time vector %%
23 TimeOde = 0 : Par . Pipe . t_Step : Par . Pipe . tEnd ;
24

25 %% Solving the equations of motion with the ODE Solver %%
26 opts = odeset ( ’ Jacobian ’ ,@( t , y ) Jacobian ( t , y , F ,M_INV, K, C, TimeOde,Dim) , . . .
27 ’ S t a t s ’ , ’on ’ , ’ RelTol ’ ,1e−2, ’ AbsTol ’ ,1e−4) ;
28 % opts = odeset ( ’ Stats ’ , ’ on ’ , ’ RelTol ’ , 1 e−4 , ’AbsTol ’ , 1 e−6) ;
29 t i c
30 [ t , y ] = ode15s (@( t , y ) FunctionTotalOde ( t , y , F ,M_INV, K, C, TimeOde,Dim) ,TimeOde, y_0 , opts

) ;
31 toc
32

33 %% Determining the rotat ions and displacements of the Pipe %%
34 L = length ( y ( 1 , : ) ) / 2 ;
35 % Displacements Pipe Elements [m]
36 w = y ( : , 1 : 2 : L−1) ;
37 % Rotation angles Pipe Elements [ rad ]
38 theta = y ( : , 2 : 2 : L ) ;
39 % Velocity Pipe Elements [m/ s ]
40 v = y ( : , L + 1 : 2 : 2 * L−1) ;
41 % Angular speed Pipe Elements [ rad/ s ]
42 omega = y ( : , L + 2 : 2 : 2 * L ) ;
43

44 %% Determination of the d i f f e r e n t i a l rotation angle %%
45 for i i = 1 : length (w( 1 , : ) )−1,
46 Deltatheta ( : , i i ) = theta ( : , i i +1) − theta ( : , i i ) ;
47 end
48

49 %% Determination of the Momentum and s t r e s s on every element
50 % Outer diameter pipe [m]
51 D_out = Par . Pipe . D_out ;
52 % Outer radius pipe [m]
53 R_Out = D_out / 2 ;
54 % Innter radius pipe [m]
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55 R_In = R_Out−(Par . Pipe . t f_Pipe /1000) ;
56 % Center of g r a v i t y h a l f Pipe [m]
57 yz_Pipe = ( 4 / ( 3 * pi ( ) ) ) * ( ( R_Out^3−R_In^3) / ( R_Out^2−R_In^2) ) ;
58 % Extension of the Pipe element at the distance yz_Pipe ( t h i s extension i s
59 % c i r c l a r chaped ) [m]
60 ds_z = yz_Pipe . * Deltatheta ;
61 % Strain of the Pipe element at the distance yz_Pipe [−]
62 epsilon_z = ds_z . /Dim. Pipe . LengthElem ;
63 % Stress of the Pipe element at the distance yz_Pipe [N/mm̂ 2]
64 sigma_Pipe = Par . Pipe . E_Pipe . * epsilon_z . * 1 e−6;
65 % Momentum of the Pipe element at the distance yz_Pipe [kNm]
66 Momentum_Pipe = sigma_Pipe . * ( Par . Pipe . A_Pipe /2) . * yz_Pipe . * 1 e3 ;
67 % Maximum momentum [kNm]
68 Max_Momentum = max( abs (Momentum_Pipe ( : ) ) ) ;
69

70 %% Maximum s t r e s s plus position and moment in time %%
71 % Maximum s t r e s s in pipe [N/mm̂ 2]
72 Max_sigma = max( abs ( sigma_Pipe ( : ) ) ) ;
73 % Position of the maximum s t r e s s in the pipe :
74 [num idx ] = max( sigma_Pipe ( : ) ) ;
75 [ time_max_stress Element_max_stress ] = ind2sub ( s i z e ( sigma_Pipe ) , idx ) ;
76 % Position in time [ s ]
77 time_max_stress = time_max_stress * Par . Pipe . t_Step ;
78 % Position on the beam from the l e f t boundary [m]
79 Position_max_stress = ( Element_max_stress−1)*Dim. Pipe . LengthElem + . . .
80 (Dim. Pipe . LengthElem /2) ;
81

82 %% Print the imporatant values to the screen %%
83 % Print the postion of the mamimum values on the screen
84 f p r i n t f ( ’ \n\n ’ ) ;
85 f p r i n t f ( ’ Position of the maximum s t r e s s and Moment: \n ’ ) ;
86 f p r i n t f ( ’ x = %.2 f m ( Position from the l e f t boundary ) \n ’ , Position_max_stress ) ;
87 f p r i n t f ( ’ t = %.2 f s ( Position in time ) \n\n ’ , time_max_stress ) ;
88 f p r i n t f ( ’Maximum values at the position \n ’ ) ;
89 % Print maximum value momentum to screen
90 f p r i n t f ( ’M = %.2 f kNm \n ’ , round (Max_Momentum, 2 ) ) ;
91 % Print maximum value s t r e s s to screen
92 f p r i n t f ( ’ sigma = %.2 f N/mm̂ 2 \n\n ’ , round ( Max_sigma , 2 ) ) ;
93

94 %% Define outcome workspace
95 Out .w = w; Out . theta = theta ; Out . v = v ; Out . omega = omega ;
96 Out . sigma_Pipe = sigma_Pipe ; Out . Momentum_Pipe = Momentum_Pipe ;
97 Out . Max_sigma = Max_sigma ; Out .Max_Momentum = Max_Momentum; Out . t = t ;
98 end
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C.2.3. Jacobian ODE-solver function

1 function [ J ] = Jacobian ( t , y , F ,M_INV, K, C, TimeOde,Dim)
2

3 % Predefine the length of the displacement and the v e l o c i t y vector
4 L = length (K) ;
5

6 i f t == 0
7 F = F ( : , 1 ) ;
8 else
9 i f t == TimeOde(end)

10 F = F ( : , end) ;
11 else
12 i = find (TimeOde<t , 1 , ’ l a s t ’ ) ;
13 i i = find (TimeOde>t , 1 , ’ f i r s t ’ ) ;
14

15 i f i i −i ==2
16 F = F ( : , i +1) ;
17 else
18 FTemp = F ( : , i : i i ) ;
19 % Interpolate the data set (TimeOde, F) at time t
20 F = interp1 ( [ TimeOde( i ) TimeOde( i i ) ] ,FTemp’ , t ) ;
21 F = F ’ ;
22 end
23 end
24 end
25

26

27 JTemp1 = [ ] ;
28 JTemp2 = [ ] ;
29 for i i i = 1 : L
30 i = i i i
31 yy = zeros (2*L , 1 ) ;
32 yy ( i i i ) = 1 ;
33 yy ( L+ i i i ) = 1 ;
34

35 % Equation Of Motion
36 f = @( c ) [ c ( 2 ) . * yy ( L+1:end , : ) ;−c ( 2 ) . *M_INV*C* yy ( L+1:end , : ) − c ( 1 ) . *M_INV*K* yy ( 1 :

L , : ) ] ;
37 [JTemp] = jacobianest ( f , [ 1 1 ] ) ;
38

39 JTemp1 = [JTemp1 JTemp ( : , 1 ) ] ;
40 JTemp2 = [JTemp2 JTemp ( : , 2 ) ] ;
41 end
42

43 J = [JTemp1 JTemp2 ] ;
44

45 end
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C.2.4. Jacobian estimation/assembly function

1 function [ jac ] = jacobianest ( fun , x0 )
2 % Author : John D’ Errico
3 % e−mail : woodchips@rochester . r r .com
4 % Release : 1.0
5 % Release date : 3/6/2007
6

7 % get the length of x0 for the s i z e of jac
8 nx = numel( x0 ) ;
9

10 MaxStep = 100;
11 StepRatio = 2 ;
12

13 % was a s t r i n g supplied ?
14 i f ischar ( fun )
15 fun = str2func ( fun ) ;
16 end
17

18 % get fun at the center point
19 f0 = fun ( x0 ) ;
20 f0 = f0 ( : ) ;
21 n = length ( f0 ) ;
22 i f n==0
23 % empty begets empty
24 jac = zeros ( 0 , nx ) ;
25 err = jac ;
26 return
27 end
28

29 r e l a t i v e d e l t a = MaxStep* StepRatio .^(0:−1:−25) ;
30 nsteps = length ( r e l a t i v e d e l t a ) ;
31

32 % t o t a l number of d e r i v a t i v e s we w i l l need to take
33 jac = zeros (n , nx ) ;
34 err = jac ;
35 for i = 1 : nx
36 x0_i = x0 ( i ) ;
37 i f x0_i ~= 0
38 delta = x0_i * r e l a t i v e d e l t a ;
39 else
40 delta = r e l a t i v e d e l t a ;
41 end
42

43 % evaluate at each step , centered around x0_i
44 % difference to give a second order estimate
45 f d e l = zeros (n , nsteps ) ;
46 for j = 1 : nsteps
47 f d i f = fun ( swapelement ( x0 , i , x0_i + delta ( j ) ) ) − . . .
48 fun ( swapelement ( x0 , i , x0_i − delta ( j ) ) ) ;
49

50 f d e l ( : , j ) = f d i f ( : ) ;
51 end
52

53 % these are pure second order estimates of the
54 % f i r s t derivative , for each t r i a l delta .
55 derest = f d e l . * repmat ( 0 . 5 . / delta , n , 1 ) ;
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190 C. Matlab code

56

57 % The error term on these estimates has a second order
58 % component , but also some 4th and 6th order terms in i t .
59 % Use Romberg exrapolation to improve the estimates to
60 % 6th order , as well as to provide the error estimate .
61

62 % loop here , as rombextrap coupled with the trimming
63 % w i l l get complicated otherwise .
64 for j = 1 :n
65 [ der_romb , e r r e s t ] = rombextrap ( StepRatio , derest ( j , : ) , [ 2 4 ] ) ;
66

67 % trim o f f 3 estimates at each end of the scale
68 nest = length ( der_romb ) ;
69 trim = [ 1 : 3 , nest +(−2:0) ] ;
70 [ der_romb , tags ] = sort ( der_romb ) ;
71 der_romb ( trim ) = [ ] ;
72 tags ( trim ) = [ ] ;
73

74 e r r e s t = e r r e s t ( tags ) ;
75

76 % now pick the estimate with the lowest predicted error
77 [ err ( j , i ) , ind ] = min( e r r e s t ) ;
78 jac ( j , i ) = der_romb ( ind ) ;
79 end
80 end
81

82 end % mainline function end
83

84 % =======================================
85 % sub−functions
86 % =======================================
87 function vec = swapelement ( vec , ind , val )
88 % swaps val as element ind , into the vector vec
89 vec ( ind ) = val ;
90

91 end % sub−function end
92

93 % ============================================
94 % subfunction − romberg extrapolation
95 % ============================================
96 function [ der_romb , e r r e s t ] = rombextrap ( StepRatio , der_init , rombexpon)
97 % do romberg extrapolation for each estimate
98 %
99 % StepRatio − Ratio decrease in step

100 % d e r _ i n i t − i n i t i a l d e r i v a t i v e estimates
101 % rombexpon − higher order terms to cancel using the romberg step
102 %
103 % der_romb − d e r i v a t i v e estimates returned
104 % e r r e s t − error estimates
105 % amp − noise amplif ication f a c t o r due to the romberg step
106

107 srinv = 1/ StepRatio ;
108

109 % do nothing i f no romberg terms
110 nexpon = length (rombexpon) ;
111 rmat = ones ( nexpon+2 ,nexpon+1) ;
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C.2. Additional code suggestions 191

112 % two romberg terms
113 rmat ( 2 , 2 : 3 ) = srinv .^rombexpon ;
114 rmat ( 3 , 2 : 3 ) = srinv . ^ ( 2 *rombexpon) ;
115 rmat ( 4 , 2 : 3 ) = srinv . ^ ( 3 *rombexpon) ;
116

117 % qr f a c t o r i z a t i o n used for the extrapolation as well
118 % as the uncertainty estimates
119 [qromb, rromb ] = qr ( rmat , 0 ) ;
120

121 % the noise amplif ication i s further amplified by the Romberg step .
122 % amp = cond (rromb) ;
123

124 % t h i s does the extrapolation to a zero step s i z e .
125 ne = length ( d e r _ i n i t ) ;
126 rhs = vec2mat ( der_init , nexpon+2 ,ne − ( nexpon+2) ) ;
127 rombcoefs = rromb\(qromb’ * rhs ) ;
128 der_romb = rombcoefs ( 1 , : ) ’ ;
129

130 % uncertainty estimate of d e r i v a t i v e prediction
131 s = sqrt (sum( ( rhs − rmat* rombcoefs ) . ^ 2 , 1 ) ) ;
132 rinv = rromb\eye ( nexpon+1) ;
133 cov1 = sum( rinv . ^ 2 , 2 ) ; % 1 spare dof
134 e r r e s t = s ’*12.7062047361747* sqrt ( cov1 ( 1 ) ) ;
135

136 end % rombextrap
137

138

139 % ============================================
140 % subfunction − vec2mat
141 % ============================================
142 function mat = vec2mat ( vec , n ,m)
143 % forms the matrix M, such that M( i , j ) = vec ( i +j −1)
144 [ i , j ] = ndgrid ( 1 : n , 0 :m−1) ;
145 ind = i + j ;
146 mat = vec ( ind ) ;
147 i f n==1
148 mat = mat ’ ;
149 end
150

151 end % vec2mat
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