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Abstract
Current trends in embedded systems software aim at an increase of reusability, exchangeability and maintainability and thus at a significant reduction of time- and costs-to-market. One way to reach these goals is the adoption of Component Based Software Engineering (CBSE) for the embedded systems domain. Unfortunately most existing embedded systems applications are realized as coarse-grained layered or even monolithic software that can hardly be reused. This paper demonstrates how to recognize reusable and exchangeable components within existing typically monolithic or stacked embedded systems software via a semi-automatic analysis of the system’s source code. The complexity of the proposed analysis is kept linear to code size by utilizing expert-knowledge on the application-domain, and deployment specific configuration data. To prove our approach, a functional decomposition for an existing automotivemiddleware stack is calculated and is finally compared to a human designed one.

1. Introduction
State-of-the-art embedded systems software has reached a level of complexity that led to a noticeable increase not only in time- and costs-to-market but also in maintenance costs. As a result, different software engineering methodologies have been adapted and introduced into the embedded systems domain to address this issue.

One of these methodologies is that of Component Based Software Engineering (CBSE) [12, 4, 11]. Various component models have been proposed by academia, some of them have even found their way into industrial usage [13, 14].

In CBSE an application is built by assembling small prefabricated, typically black-boxed, building blocks—the components. Components are trusted units of execution that encapsulate specific functionality and are well defined by a precise specification of their points of interaction, the so-called interfaces. Interfaces may be of type provided if a component provides a set of operations or data holders, or of type required if a component requires operations or access to data holders.

Components interact with their environment via their well defined interfaces only. As a consequence, components are free from side-effects and thus are potentially reusable and exchangeable. In addition, component based development introduces a higher level of abstraction for system developers and a clear separation of concerns by breaking away system- and component-development. Upcoming industry-standards like the Automotive Open System Architecture (AUTOSAR) [2, 8] heavily rely on CBSE as the engineering paradigm for their future applications.

However, existing embedded applications are typically designed as layered or sometimes even monolithic software architectures, and thus do not comply to the component paradigm. To keep CBSE’s promises of reduced costs and increased quality, existing, well-tested, but non-component-based code-bases have to be made accessible for component based software development.

This paper contributes a solution to this remit, by proposing a methodology on how to recognize potential software components within layered or monolithic embedded systems source codes, and thus making these existing codes available for CBSE.

The paper’s structure is as follows: Section 2 provides an overview on coupling within software for embedded systems. Section 3 describes the proposed methodology by defining an algorithm for component recognition, based on static analysis. To prove the proposed methodology, in Section 3.2 the semi-automatically generated decomposition of an automotive software stack (AUTOSAR Basic Software [3]) is compared to a manually calculated one. Section 4 provides an overview of related work in the domain of static analysis. Finally, the paper is concluded in Section 5.
2. Coupling within Software Components

One of the important properties of software components is that of encapsulation and separation. A well designed component contains a set of semantically related operations and memory locations that in total provide specific functionality exposed by the component’s interfaces.

When trying to find those related operations and memory locations within a global set of functions and data structures contained within monolithic or coarse-grained layered software, the coupling between all functions and all data structures has to be examined.

For the algorithm presented within this paper two types of coupling are of interest:

Coupling via Control-Flow. Control-flow refers to the path of execution of a program. Two distinct functions within a program are strongly coupled via control-flow, if at least one of them passes control over to the other one. This is typically done by invoking the other function via a function call.

Coupling via Data-Flow: Data-flow refers to the flow of information during the execution of a program. As information is typically stored within specific locations like designated memory cells, coupling via data-flow can be observed by examining accesses to variables and structure fields. Two distinct functions are strongly coupled via data-flow if both access the same memory location, no matter if the type of access is read or write.

When taking these two types of coupling into account, two rules have to hold when performing automated component recognition:

1. Two distinct operations must not be strongly coupled if they are contained within distinct components (horizontal coupling).

2. Two distinct operations may be strongly coupled if they are contained within one component (vertical coupling).

3. Component Recognition

To decompose existing non-component-based programs into a set of reusable, exchangeable and thus independent components, the proposed algorithm gathers information on horizontal and vertical coupling by performing a static analysis of the program’s source code. Utilizing the analysis results, all functions of the program are classified into sets of decoupled, independent components.

The analysis is performed at compile-time and is independent of any test cases. The recognized components are determined w.r.t. all possible program runs. The algorithm is flow-insensitive (independent of intra-procedural control-flow) and performs a single pass on the input program. It does not consider the different calling contexts of functions and is therefore context-insensitive.

To determine the vertical and the horizontal coupling, the algorithm considers three categories of information that is gathered by traversing the program’s abstract syntax tree (AST):

Functions. The functions of the input program are the basic ingredients for component recognition and in the end are assigned to one specific component each, recognized by the algorithm’s decomposition.

Function calls. Any function call means coupling by control-flow. Thus function calls imply a semantic relation between the calling and the called function, except if the called function is marked as irrelevant (see Section 3.1).

Types of accessed structure fields. To gather information on coupling by data-flow, our algorithm relies on type-information without the consideration of any concrete instances of data. As any function that uses a specific type has a semantic relation to all other functions also using this type, type-based analysis turned out to be sufficient for the algorithm’s purpose.

However, basic data types typically do not imply any semantic relations. As consequence only user defined data types are considered during analysis. In detail, the collected type-usage information consists of structure types and field names.

3.1. Algorithm

When developing an algorithm based on static analysis, various options regarding complexity and thus execution time exist. Our algorithm was developed with respect to scalability, hence its complexity is kept linear to the size of the analyzed source code. In addition, our algorithm incorporates configuration data, especially data on late bound function pointers and on domain specific properties, to provide linear complexity and to find sufficient solutions quickly.

In detail, our algorithm presented in Figure 2 requires the following work-flow:

1. Annotate function pointers. Any function pointer within the input program $P$ has to be associated with exactly those function(s) it will point to at run-time. In embedded systems software this is typically exactly one function, that is not known at compile-time but is subject to system configuration and specified at link- or deployment-time.

2. Mark relevant functions. Most software utilizes common helper functions or compiler-built-ins for e.g. memory manipulation. To avoid assigning these functions to program specific components,
all relevant functions have to be marked by a domain expert. In practice, the set of unwanted functions is smaller than the set of relevant ones. Therefore, the algorithm takes a set of irrelevant functions as input value \( F_M \). This set is later on used to calculate the set of all relevant (and thus marked) functions \( F_M \) (Fig. 2, line 2).

3. Mark characteristic structure fields. The most important task of a domain expert within our workflow is the identification of relevant data structures and their respective relevant fields. Some structures are closely related to component functionality, but other ones are used for internal purpose only. By taking only relevant fields into account, our algorithm is sensitive to dedicated component functionality only. Again, normally the set of irrelevant structure fields is smaller than that of relevant ones. Consequently a set of fields that have to be ignored \( D_M \) is passed to the algorithm, that calculates the set of all relevant and therefore marked fields \( D_M \) (Fig. 2, line 3).

All following steps are part of the algorithm’s implementation and may therefore be executed automatically.

4. Calculate the call graph. Both, call graph and usage graph, are gained by iterating over all expressions within all functions of \( P \) (Fig. 2, lines 5,7). A call graph, \( G_C = (N_C, E_C) \), is computed from \( P \)’s AST where functions of the program are represented by nodes \( n \in N_C \), and calls are represented by edges \( e \in E_C \) between the calling and the called function (Fig. 2, lines 17–19).

5. Calculate usage graph. A usage graph, \( G_U = (N_U, E_U) \), is computed where functions and accessed data fields are represented by nodes \( n \in N_U \), and the usage of a specific data field in the respective function is represented by an edge \( e \in E_U \), between the function node and the data field node. To identify field accesses, the occurrence of arrow- and dot-expressions within the AST is analyzed (Fig. 2, lines 9–16). Figure 1 provides a C-code snippet and Figure 3 depicts an AST snippet representing the last line of the code. Our algorithm traverses the program’s AST and finds all occurrences of field accesses in user defined data structures. In the given example, two structure types \( (S1, S2) \) with one data field each \( (a, b) \) are defined. As a result two data field accesses \( ((S1, a) \) and \( (S2, b) ) \) are collected by storing the structure-type of the left-hand-side, and the field name of right-hand-side of the dot- and the arrow-operator.

6. Calculate component graph. A component graph, \( G_P = (N_P, E_P) \), can be calculated by creating a set union of the call graph and the usage graph. It unites all gathered information on coupling via control-flow and on coupling via structure type based data field usage. (Fig. 2, line 26)

7. Extract components from component-graph. The algorithm’s final step is the extraction of all disjoint, connected sub-graphs, the components, from the component graph. Our algorithm performs the extraction via a reachability calculation. The algorithm’s output is a set of sets of nodes where each set of nodes represents one component. A domain expert can further group subsets of the automatically computed components into single components if desired.

3.2. Proof of Concept

To prove the proposed algorithm it was applied to an automotive communication stack, namely an AUTOSAR Basic Software (BSW) implementation. The same implementation was manually decomposed as described in [7], which allows a reliable validation of the algorithm’s results.

The analyzed source code is full-fledged C-code that implements the FlexRay Interface- and Driver-Layer as specified by the AUTOSAR standard. The source code can be characterized as shown in Table 1 and in Table 2. The generated AST contained 291794 nodes, which were traversed only once by our algorithm. The full execution of our component recogni-
Input:
\(P\) : program to be analyzed
\(FM\) : set of functions to be ignored
\(DM\) : set of structure fields to be ignored

Output:
\(CP\) : set of component-sets

begin
1 \[ FM \leftarrow \text{functions}(P) - \overline{FM}; \quad \text{// determine relevant functions} \]
2 \[ DM \leftarrow \text{structure}\_\text{fields}(P) - \overline{DM}; \quad \text{// determine relevant structure fields} \]
3 \[ NC \leftarrow \emptyset; \quad EC \leftarrow \emptyset; \quad NU \leftarrow \emptyset; \quad EU \leftarrow \emptyset; \quad \text{// iterate over all marked functions in a program} \]
4 \[ \text{foreach } f \in \text{functions}(FM) \text{ do} \]
5 \[ NC \leftarrow NC \cup \{ id(f) \}; \quad \text{// id(...) provides a unique identifier} \]
6 \[ \text{// iterate over all expressions and subexpressions in a function} \]
7 \[ \text{foreach } exp \in \text{expressions}(f) \text{ do} \]
8 \[ \text{switch } exp \text{ do} \]
9 \[ \text{case } lhs.rhs \text{ or } lhs \rightarrow rhs \quad \text{// dot or arrow expression} \]
10 \[ s \leftarrow \text{structure type in lhs}; \quad d \leftarrow \text{structure field name of rhs}; \]
11 \[ \text{if } (s, d) \in DM \text{ then} \]
12 \[ NU \leftarrow NU \cup \{ id(f) \} \cup \{ id((s, d)) \}; \quad \text{// collect structural data usages} \]
13 \[ EU \leftarrow EU \cup \{ \{ id(f), id((s, d)) \} \}; \]
14 \[ \text{end} \]
15 \[ \text{end} \]
16 \[ \text{// collect call graph data} \]
17 \[ \text{case } f(...), f.c(...) \quad \text{// function-call-expression} \]
18 \[ EC \leftarrow EC \cup \{ \{ id(f), id(f.c) \} \}; \]
19 \[ \text{end} \]
20 \[ \text{otherwise } \quad \text{// any-other-expression} \]
21 \[ \text{skip; } \quad \text{// no information is extracted} \]
22 \[ \text{end} \]
23 \[ \text{end} \]
24 \[ \text{// build undirected graph} \]
25 \[ GP \leftarrow (NU \cup NC, EU \cup EC); \]
26 \[ \text{// extract components via reachability} \]
27 \[ CP \leftarrow \emptyset \]
28 \[ \text{while } GP \neq (\emptyset, \emptyset) \text{ do} \]
29 \[ n \leftarrow \text{choose_node}(GP) \quad \text{// choose some node } n \]
30 \[ GS \leftarrow \text{reachable_subgraph}(n, GP) \]
31 \[ GP \leftarrow GP - GS \quad \text{// remove subgraph } GS \text{ from } GP \]
32 \[ CP \leftarrow CP \cup \{ \text{nodeset}(GS) \} \]
33 \[ \text{end} \]
34 \[ \text{end} \]

Figure 2: Component Recognition Algorithm
Figure 4a and Figure 4b show $P$’s component graph containing all functions and data fields. Figure 4b in addition depicts the manually identified components, represented as clusters. Figure 4c depicts the component graph as seen by our algorithm. Only nodes and edges marked as relevant are considered for calculation, all irrelevant edges and nodes are filtered out. As depicted, all recognized components match the manually identified ones, again denoted as clusters. No edges cross the boundaries of the defined clusters, so no strong coupling exists between distinct components.

4. Related Work

Lee et al. [10] describe a methodology to recognize components within existing object-oriented source-codes considering class cohesion. They propose to calculate coupling by message passing and data usage, and in addition consider coupling by class association, composition and inheritance. In contrary, our algorithm is intended to work on object-oriented but also on non-object-oriented source-codes. To keep their analysis effort small, their approach also relies on domain knowledge, mainly extracted from UML use-cases and architectural descriptions.

Emami, Ghiya, and Hendren [6] present a context-sensitive approach that generates a graph representing all invocation paths (in the absence of recursion) and precisely handles indirect calls through function pointers in C. They focus on analysis of stack-directed pointers, and collect alias information in the form of points-to relationships. They claim through empirical evidence that exponential behavior is not seen in practice and suggest the use of a memorization scheme to avoid redundant analysis. Our algorithm is linear in the size of the program, but sufficient to establish the required properties of the input program.

Hind, Burki, Carini, and Choi give experimental results of comparing flow-sensitive and flow-insensitive flow analysis algorithms in [9] based on memory locations associated with names. The call graph is constructed while alias analysis is performed.

Diwan, McKinley, and Moss evaluate three alias analysis algorithms based on programming language types. The most precise of these three is a flow-insensitive analysis that uses type compatibility and additional high-level information such as field names [5]. They use redundant load elimination to demonstrate the effectiveness of the algorithms in terms of opportunities for optimization.

5. Conclusion

This paper provides an algorithm for component recognition within monolithic or layered software architectures. The algorithm performs static source code analysis in a flow- and context-insensitive single pass. To keep its complexity linear to code size of the input program, domain expertise is used to confine the algorithm’s search space. The decomposition of an industrial automotive communication stack, calculated with our algorithm, was successfully compared to a manually created one and showed to be valid, and to be even more precise than the human made one.
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Figure 4: Component Graphs