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Abstract

In this work I investigate radio propagation and antennas used in radio frequency identification (RFID) systems operating in the high frequency (HF) band at 13.56 MHz and in the ultra-high frequency (UHF) band between 860 MHz and 960 MHz. Where at 13.56 MHz, the transmission between an interrogator (or reader) and a transponder (or tag) are well known and can be determined analytically, modeling of the radio transmission in the UHF band is a far more challenging task. Instead of modeling the UHF channel, I decided to pursue a rather empirical approach by performing and discussing measurements in RFID typical environments. The results show that the region where transponders are reliably recognized might be quite small. However, with some modifications to the scenario and with appropriate choice and placement of reader and tag antennas, it is shown how reliability can be significantly improved.

In a further chapter I focus on the interaction between a transponder antenna and a transponder chip at UHF. In particular, the mechanism of backscattering that is utilized to achieve a data transmission from the transponder to the interrogator (the return-link) is theoretically analyzed. It is found that for a given transponder chip, there exists two distinct optimum antenna impedances, one maximizes the power available for the chip’s internal circuitry and one maximizes the signal that is reradiated towards the interrogator. To draw conclusions for the link budget of an RFID system, a numerical example is presented that relies on measured characteristics of state-of-the-art transponder chips. This new measurement method for thoroughly characterizing the input impedances and the sensitivity of transponder chips is also presented in this work.

For exploiting the benefits of both the HF and the UHF band, a dual-band transponder antenna was designed. The antenna consists of a shorted loop-slot antenna serving the UHF band and a printed spiral operating as an air coil in the HF band. Both structures were merged into one single-input dual-band antenna. Therefore, the UHF antenna structure was modified to additionally function as two turns of the HF coil. With this arrangement the performance at HF remains at the level of single-band antenna solutions. To determine the characteristics at UHF, a new and highly accurate measurement method was developed to characterize both input impedance and gain of electrically-small and autonomous antennas. By comparing
the dual-band antenna with a manufactured single-band antenna occupying the same amount of area, it was shown by measurement that the performance of the dual-band design at UHF is only impaired by some few decibels.

In return-link limited UHF RFID systems, the read range is determined by the capability of the interrogator’s radio frequency (RF) frontend to separate the strong transmitted signal leaking into the receiver from the weak backscattered signal reradiated by the transponder. To avoid costly carrier compensation circuitry in the RF frontend, I designed a microstrip patch antenna that uses a tunable directional coupler to provide high transmit to receive separation. By continuously tuning this coupler, a separation of more than 52 dB was achieved in time variant scenarios.
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1 Introduction

This work relates to practical antennas for the economically most relevant radio frequency identification systems that are in use or under development today. RFID is a method that allows to remotely retrieve, store, and manipulate data contained in a transponder unit that is permanently attached to an object. This introduction focuses on these systems and explains their mode of operation as well as the physical basics that can be exploited to achieve energy and data transmission between an interrogating device (or reader) and a passive transponder (or tag). Antenna requirements for RFID systems are rendered and today’s most frequently used antenna solutions are explained. To obtain the characteristics of the radio channel, some results of a measurement campaign that was conducted with RFID typical antennas in prevalent scenarios are presented. The chapter concludes with a comparison of two systems, one of them utilizes magnetic coupling at 13.56 MHz and the other one uses radio transmission in a frequency band between 860 MHz and 960 MHz.

Original publications related to this chapter


1.1 Primarily deployed RFID systems today

Object identification for managing a supply chain is probably the most relevant field for RFID technology. This task requires cheap, compact, reliable, and often
long-lasting transponder units that contain a non-volatile random access memory for storing and updating data. Storing data directly with the object saves costs and allows to quickly process or pass on the object without the need for an inquiry at a remote database in real-time. Low-cost transponder units are passive, which means that they do not have a dedicated power source, but draw the energy needed for operation from the electromagnetic field that is produced by an interrogating device.

In recent years, two system concepts have evolved that utilize the electromagnetic field for data and energy transmission between the transponders and the interrogators. Apart from an affinity in the principle operation these two systems operate at very different carrier frequencies and thus require separate consideration, especially concerning the antennas and RF\textsuperscript{1} frontends. These systems are

\begin{itemize}
  \item RFID systems that operate in the HF\textsuperscript{2} band at 13.56 MHz and
  \item RFID systems that operate in the UHF\textsuperscript{3} band between 860 MHz and 960 MHz.
\end{itemize}

Both systems are available at a quite advanced stage today. Some different standards treating the air interface have been released for HF \cite{1,2} and UHF \cite{3,4}. The latter have very recently been consolidated and published by the ISO\textsuperscript{4} as “Amendment 1” to the existing ISO18000-6 standard \cite{5}. However, there is great potential in optimizing the functionality and reliability of RFID systems beyond the standardized—especially in the UHF domain. Many techniques like beam-forming, active carrier cancelation, advanced RF frontend designs, and extensive use of digital signal processing hardware to manage e.g. collisions of multiple transponders are not yet provided by most commercially available RFID systems. In 2004, Infineon Technologies Austria AG started the research project \textit{Comprehensive Transponder System} (CTS) to determine whether a system can be set up that is able to switch between the HF and the UHF band, thus exploiting the benefits of both frequency bands.

In the CTS project I was assigned to investigate the radio transmission in both the HF and the UHF band and to do research on practical antennas that enable dual-band operation. At the interrogator side a dual-band antenna design was not considered because separate HF and UHF antennas can be used. Designing dual-band antennas for RFID transponders on the other hand is very challenging. The characteristics of the transponder antenna have a direct impact on the system performance that can hardly be regained by relaxing other system constraints. The transponder antenna thus has to compete with the performance of

\textsuperscript{1}RF: radio frequency
\textsuperscript{2}The high frequency (HF) band ranges from 3 MHz to 30 MHz.
\textsuperscript{3}The ultra-high frequency (UHF) band ranges from 300 MHz to 3 GHz.
\textsuperscript{4}ISO: International Organization for Standardization
1.2 Magnetic coupling in HF RFID systems

At 13.56 MHz, magnetic coupling is used to transfer energy between two coils, one is the interrogator coil and one is the transponder coil. The interrogator coil is loaded with an alternating current and produces a dominantly magnetic field. The transponder coil that is pervaded by this field produces an induced voltage at its output. Figure 1.1 shows the principle of the transformer-like coupling between the two windings. The magnetic field around the interrogator coil can be calculated by adding the contributions of a segmented version of the current carrying conductors [6, 7] and it can be shown that the field strength \( H \) decays inversely proportional with the distance \( r \) from the coil taken to the power of three (\(|H| \sim 1/r^3\)).

This loosely-coupled transformer-like arrangement can be used to transfer energy from the interrogator to the transponder. The power transmission loss between the interrogator coil input and the transponder coil output is related to the mutual inductance [8, 9, 10, 11] and decays with the transmission distance to the power of six (\( P_{\text{Tag}} \sim 1/r^6 \)). This shows that a long read range can not be achieved with two electrically-small coils at a frequency of 13.56 MHz.

As a representative example the power transmission coefficient

\[
|h_{\text{HF}}|^2 = \frac{P_{\text{RX,Tag}}}{P_{\text{TX,Reader}}} \tag{1.1}
\]

between two circular windings that are aligned coaxially in free space is given by Equation 1.2 [12]. A description of the symbols is given in Table 1.1. In Section 1.4 a plot of an exemplary HF transmission coefficient versus distance will be shown (Figure 1.6).

\[
|h_{\text{HF}}|^2 = \frac{1}{4R_1 R_2} \left( \frac{\mu_0 \omega \pi N_1 N_2 a^2 b^2}{(r^2 + a^2)^3} \right)^2 \tag{1.2}
\]

1.2.1 Antennas for HF systems

For low-cost applications in the HF band, wound and printed coils are used at the interrogator and the transponder, respectively. Since there is almost no power radiated because the coils are very small compared to the free space wavelength, the power transmission loss mainly depends on the characteristics of the windings and their position and orientation in space [8, 13].
**1 Introduction**

![Figure 1.1: Principle of coupling between reader and tag at 13.56 MHz.](image)

**HF interrogator coils**

To power a transponder the interrogator coil has to provide a minimum required magnetic field strength $H_{\text{Min}}$ at the transponder’s position. Practical and efficient interrogator coils achieve that with a minimum number of turns $N$ that conduct a minimum current $I$. When optimizing the coil radius $a$ of a circular coil that provides $H_{\text{Min}}$ at the transponder’s position with respect to a minimum number of ampere-turns $NI$, an optimum coil radius can be determined. According to [12], the optimum coil radius $a_{\text{Opt}}$ that requires the minimum number of ampere-turns for a particular read range $r$ is $a_{\text{Opt}} = \sqrt{2} \cdot r$. The read range of an HF system is thus closely related to the size of the interrogator antenna. Coils with a radius smaller than $a_{\text{Opt}}$ will either require more turns, or more current. Both measures lead to higher losses in the coil and—more importantly—to a higher magnetic field strength in the coil center. This relation implicates that the compact long-range reader for an HF RFID system is not feasible—at least not when the limits for the emitted magnetic field strength enacted by local authorities have to be met.

Efficient interrogator coils usually consist of a wire or a band made from a well conducting material like copper or silvered metal. Depending on the application the coil might fit in a hand-held reader device, surround a conveyor belt, or might
1.2 Magnetic coupling in HF RFID systems

Table 1.1: List of symbols for Equation 1.2.

<table>
<thead>
<tr>
<th>symbol</th>
<th>description</th>
<th>value (Figure 1.6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>h_{\text{HF}}</td>
<td>^2$</td>
</tr>
<tr>
<td>$R_1$</td>
<td>loss resistance of reader antenna</td>
<td>2 $\Omega$</td>
</tr>
<tr>
<td>$R_2$</td>
<td>input resistance of tag chip</td>
<td>10 k$\Omega$</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>permittivity constant</td>
<td>$4\pi \times 10^{-7}$ Vs/Am</td>
</tr>
<tr>
<td>$\omega$</td>
<td>angular frequency $\omega = 2\pi f$</td>
<td>$2\pi \cdot 13.56$ MHz</td>
</tr>
<tr>
<td>$N_1$</td>
<td>number of turns at the reader antenna</td>
<td>10 Turns</td>
</tr>
<tr>
<td>$N_2$</td>
<td>number of turns at the tag antenna</td>
<td>5 Turns</td>
</tr>
<tr>
<td>$a$</td>
<td>radius of the reader antenna</td>
<td>0.2 m</td>
</tr>
<tr>
<td>$b$</td>
<td>radius of the tag antenna</td>
<td>25 mm</td>
</tr>
<tr>
<td>$r$</td>
<td>transmission distance</td>
<td></td>
</tr>
</tbody>
</table>

frame a whole gate. To achieve an increase of the magnetic field strength, the reader coil is connected to a high-quality capacitor to form a parallel resonant circuit. When brought to resonance at 13.56 MHz, a current step-up in the coil that can be expressed by the quality factor $Q$, is obtained. The $Q$-factor of a circuit is defined as the ratio between its center frequency and bandwidth. With a high $Q$-factor the parallel resonant circuit will show an undesired bandpass filter characteristic which damps the response received from transponders. It is thus important to take control of the $Q$-factor. Typically, a $Q$-factor of 10 to 30 is chosen for interrogator antennas which offers a good trade-off between current step-up and frequency response [14].

**HF transponder coils**

Printed or wound spiral coils are commonly used as transponder antennas in the HF band. Most transponder coils consist of a metallization on plastic or paper. There are also coil variants that feature a wire that is molded into plastic or glued onto an adhesive film.

The alternating magnetic field produced by the interrogator penetrates the transponder spiral. The fraction of the magnetic field that is aligned perpendicular to the spiral plane induces a voltage in the winding. The voltage observed at the coil output strongly depends on the alignment of the two antenna windings with respect to each other. If the magnetic field is in parallel to the spiral plane no voltage is observed at the coil output. Often, additional interrogator coils that produce orthogonal fields are deployed in HF systems to gain independence from transponder orientation. With a time domain multiplexing scheme each coil can then be used separately to detect transponders.
According to the law of induction the open-circuit voltage of the transponder coil can be increased by the following:

**Magnetic field increase**  Exposing the transponder to a stronger magnetic field which can be achieved by more transmit power at the transmitter. This method is limited by the maximum field strength allowed by the authorities and might depend on the global region.

**Distance decrease**  Reducing the distance between the coils which increases the coupling factor is basically not an option because the read range is defined by the application.

**Coil diameter increase**  Enlarging the diameter of the windings in order to collect more magnetic flux is possible but limited to the maximum allowed size of the transponder.

**Number of turns increase**  A higher number of turns is the most effective way of increasing the open-circuit voltage of a coil. Each additional turn of the winding contributes its amount of voltage to the output. However, in planar spiral-shaped antenna coils the contribution of the inner coil turns is smaller because they cover a smaller area and thus collect less magnetic flux. Also, when the coil is loaded with the chip impedance, additional turns cause losses in the antenna that are related to the total resistance of the spiral conductor. It is obvious that when the antenna dimensions are fixed and the number of turns is increased, the conductor width of the winding has to be smaller. This causes dissipative losses and decreases the amount of available power at the antenna terminals. The most efficient antenna can be found by optimizing the number of turns and the width of the conductor, given fixed dimensions.

The optimization criterion for the antenna in the HF domain is to deliver maximum voltage to the transponder chip input. The internal rectifier of the chip then converts the 13.56 MHz signal into the supply voltage that powers the chip’s digital circuits. At HF, the input resistance of such a rectifier is typically some $10\, k\Omega$, and the input capacitance is very low. For maximum chip input voltage it is advantageous to create a parallel resonant circuit that consists of the transponder coil, the input impedance of the chip’s rectifier and an additional capacitance that tunes the resonant frequency to 13.56 MHz. The voltage step-up of this circuit allows to significantly improve the read range of HF transponders. In modern transponders the capacitance is built into the transponder chip. The capacitor in conjunction
with the coil defines the resonant frequency of the circuit. The equivalent parallel loss resistance and thus the bandwidth is determined by the quality of the on-chip capacitor, the ohmic losses in the coil, and the input impedance of the rectifier. In principle, $Q$-factors of more than 100 could be realized with state-of-the-art technology. On the one hand this leads to a good voltage step-up and consequently high sensitivity of the transponder, but on the other hand a very narrow-band resonant circuit is created. For most applications this is not desired because such transponders are very prone to detuning effects when put close to conducting or ferromagnetic materials [15]. More robust transponders are achieved by optimizing the inductance and resistance of the coil to achieve a wide-band voltage step-up. A typical $Q$-factor that is desired for RFID tag antennas is about 40. This leads to a bandwidth of 340 kHz. It is also common practice to start a tag antenna design with a higher-than-needed efficiency and resonant frequency, expecting it to be lowered when the antenna is operated in its environment. Also, if multiple transponders are placed close to each other a reduction of center frequency can be expected.
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Unlike at 13.56 MHz where RFID tag antennas are tiny compared to the free space wavelength ($\lambda_{13.56 \text{MHz}} = 22.1 \text{ m}$), it is possible to use antennas that are comparable in size with the free space wavelength at 866 MHz ($\lambda_{866 \text{MHz}} = 346 \text{ mm}$).

Heinrich Hertz used Maxwells equations to calculate the field produced by an infinitesimal dipole—the Hertzian dipole—in free space and found that there exist one electric and one magnetic field component that decreases inversely proportional with the distance from the antenna [16]. These field components are called the far field of an antenna and can overcome large distances. Equation 1.3 can be used to calculate the electric and the magnetic field vectors that are produced by a Hertzian dipole in free space. The formulas relate to a spherical coordinate system where a point $P$ is identified by a polar angle $\theta$, an azimuth angle $\varphi$ and a radial distance $r$ (Figure 1.2). The field terms assigned to the reactive near field of the dipole that decrease faster than the far field terms are written in gray. A description of the symbols is found in Table 1.2.
Figure 1.2: Hertzian dipole and its orientation in a spherical coordinate system.

\[
\begin{align*}
E_\theta &= \frac{I_0 s \sin(\vartheta)}{4\pi \varepsilon_0 \omega} \left( -\frac{j}{r^3} + \frac{k}{r^2} + \frac{jk^2}{r} \right) e^{j(\omega t - kr)} \\
E_r &= \frac{I_0 s \cos(\vartheta)}{2\pi \varepsilon_0 \omega} \left( -\frac{j}{r^3} + \frac{k}{r^2} \right) e^{j(\omega t - kr)} \\
H_\varphi &= \frac{I_0 s \sin(\vartheta)}{4\pi} \left( \frac{1}{r^2} + \frac{jk}{r} \right) e^{j(\omega t - kr)}
\end{align*}
\]

Table 1.2: List of symbols for Equation 1.3.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_0 )</td>
<td>amplitude of the electrical current along dipole</td>
</tr>
<tr>
<td>( s )</td>
<td>dipole length ((s \ll \lambda_0))</td>
</tr>
<tr>
<td>( \lambda_0 )</td>
<td>free space wavelength</td>
</tr>
<tr>
<td>( r )</td>
<td>transmission distance (radial)</td>
</tr>
<tr>
<td>( \vartheta )</td>
<td>polar angle of the spherical coordinate system (Figure 1.2)</td>
</tr>
<tr>
<td>( k )</td>
<td>free space wave number ((k = \frac{2\pi}{\lambda_0}))</td>
</tr>
<tr>
<td>( \omega )</td>
<td>angular frequency ((\omega = 2\pi f))</td>
</tr>
<tr>
<td>( t )</td>
<td>time</td>
</tr>
<tr>
<td>( \varepsilon_0 )</td>
<td>dielectric constant of free space</td>
</tr>
<tr>
<td>( j )</td>
<td>( \sqrt{-1} )</td>
</tr>
</tbody>
</table>

Figure 1.3 sketches a radio transmission between a reader and a tag antenna. The power that is fed into the reader antenna input \( P_{\text{TX, Reader}} \) is radiated into space according to the directional pattern of the reader antenna. The gain of commercially available reader antennas is typically some 5 dBi\(^5\) to 12 dBi. The transponder antenna picks up some power that comes directly from the reader antenna (commonly \( \text{dBi} \) denotes the antenna gain with respect to the isotropic radiator.

\(^5\text{dBi}\) denotes the antenna gain with respect to the isotropic radiator.
referred to as line-of-sight component) as well as signals that have been reflected at objects (multipath components). Weighted by the gain pattern of the transponder antenna, these components are then available at the transponder antenna port. Since low-cost RFID tags are small compared to the free space wavelength they have low gain and efficiency [17]. A gain below 0 dBi is typical for transponder antennas. With multipath components being present, the power available at the transponder antenna port $P_{RX,Tag}$ also depends on the properties of the environment in which the antennas are operated. The power transmission coefficient $|h|^2 = P_{RX,Tag}/P_{TX,Reader}$ thus depends on the

- transmission distance, the
- properties of the environment in which the antennas are operated in, the
- position and alignment of the antennas within the environment, and the
- gain patterns of the antennas.

The power transmission coefficient $|h|^2$ contains a large number of parameters of the scenario and, in most cases, can not be analytically determined. However, for indoor radio transmission $|h|$ can be described with stochastic models [18, 19]. These models are designed to render the effects of multipath propagation that occur in indoor transmission scenarios. They consider propagation in the far field of transmit and receive antennas. Since RFID transponders are often positioned in the transition region between near field and far field of the interrogator antenna, such models are inadequate. Furthermore, measurements have shown that because of the small transmission distance in RFID applications, only a few rather unpredictable multipath components are present [20]. In contrast to mobile communications where a large number of multipath components allows quite accurate statistical modeling, prediction of RFID channels is much more difficult. Usually, the antennas

![Figure 1.3: Schematic of a radio transmission between reader and tag antenna.](image-url)
and radio components for a specific RFID application have to be optimized by conducting experiments on-site.

### 1.3.1 Measurements of UHF RFID channels

In this section two exemplary measurements of RFID channels conducted in a laboratory and in a metal machining workshop are presented and discussed. The transmission coefficient between a fixed reader antenna and a flexible low-profile transponder antenna is determined while the transponder antenna is moving in space.

#### Antennas

A microstrip patch antenna with a resonant frequency of 868 MHz and a measured gain of 7.1 dBi was chosen for the reader antenna. The half-power beamwidth of this antenna is 70°. The reader antenna radiates vertically polarized waves. A shorted loop-slot antenna was used as a tag antenna. It can be fed by a coaxial wire and is vertically polarized as well. The measured gain of the tag antenna is 0.5 dBi.

Since both antennas are low-profile, a minimum distance of 5 cm was chosen for the measurement which means that the antennas were placed within the near field of each other. Thus, direct capacitive and inductive coupling effects between the antennas as well as the radio transmission loss at higher distance are obtained. For the measurement both linearly polarized antennas were aligned to achieve the best transmission.

#### Measurement results

A series of measurements was carried out in four different indoor scenarios. The results and a detailed discussion of the entire measurement campaign can be found in [20]. In this work, two representative samples were chosen to illustrate the wave propagation for RFID. The first measurement site was a 14 × 8 m² room with heavy metal machining equipment. I will refer to this room as the *metal machining workshop*. The second environment presented is a 8 × 6 m² office with four workplaces and some laboratory equipment referred to as *laboratory area*.

Common for both measurement setups, a transmission coefficient of approximately −10 dB is measured at an antenna distance of \( d = 5 \text{ cm} \). Here, direct inductive and capacitive coupling effects between the antennas are observed. When the antennas
1.3 Radio transmission in UHF RFID systems

are moved apart, the transmission coefficient decreases rapidly. At a distance of approximately 40 cm (≈ λ₀) the steep decrease ends and turns into a more temperate decay. At this point, the transmission coefficient has dropped to approximately -25 dB.

Since the measurements were carried out indoors, signal components that result from reflections at objects and walls are received by the tag antenna as well. Close to the transmit antenna, the direct signal component dominates. Other signals are weaker because of reflection losses at interacting objects and increased path lengths. Further away from the antenna the direct component decays and consequently the superposition with reflected signals leads to standing waves in space. Particularly, this happens if the amplitude of the direct signal and the superposed reflected signals are in the same order of magnitude. The measurements show that the mean signal strength of the reflected signal components in the area far off the transmit antenna (d > 2 m) is fairly constant versus transmission distance. The mean signal strength of the reflected components depends primarily on the properties of the scenario.
Metal machining workshop  Figure 1.4 shows the transmission coefficient measured in the metal machining workshop. In this figure, the origin (0,0) represents the position of the transmit antenna that was aimed at positive y-direction. Samples inside the half-power beamwidth cone of the transmit antenna are marked with dots to illustrate the reasonable area of operation. The area in front of the antenna is covered well but shows a steep decrease of the transmission coefficient versus distance. At a distance of 1 m and more, deep fading makes the channel loss hard to predict and thus influences the reliability of energy and data transfer necessary for communication with an RFID tag. Areas not directly irradiated by the transmit antenna show deep fades of more than 40 dB. In further measurements also performed in the metal machining workshop, deep fades start to occur from 25 cm transmission distance on. This clarifies that in such an environment special care has to be taken when choosing and positioning the transmit antenna. RFID tags that are placed outside the half-power beamwidth cone of the transmit antenna will not be recognized reliably—even when placed close to the transmit antenna.
1.3 Radio transmission in UHF RFID systems

Figure 1.5: Transmission coefficient versus receive antenna position in the laboratory room. The transmit antenna is located at the origin (0,0) and aims at positive x-direction. Measurements within the half-power beamwidth cone of the transmit antenna are marked with dots.

**Laboratory area** Figure 1.5 depicts the transmission coefficient measured in a laboratory room. It can be seen that the direct signal component dominates reflected signals for a quite long transmission distance. This clearly distinguishes the laboratory scenario from the metal machining workshop scenario.

**Consequences for operation of RFID systems**

In Figure 1.6 the UHF transmission coefficient at 866 MHz measured between the microstrip patch antenna and the shorted loop-slot antenna is plotted. The graph was taken from the channel measurement performed in the metal machining workshop.

Furthermore, a theoretical transmission coefficient in free space is plotted. It is as a scaled version of the electrical field strength $E_\theta$ produced by a Hertzian dipole (Equation 1.3). For RFID systems radio transmission like in free space is a very theoretical and unlikely case because there are always objects present that scatter
or reflect radio waves. However, also with the presence of fading, this theoretical transmission coefficient can be used to estimate the maximum read range of an RFID system. Often a maximum read range of 10 m or even 20 m are found in literature. These numbers have to be reviewed with great caution because they rarely represent a read range at which transponders are reliably detected in a fading scenario. They rather denote a maximum read range that was achieved under laboratory conditions—either with the absence of fading in open space or an anechoic chamber, or by finding a local field maximum in a fading environment.

Just like in designing a mobile communication system, the presence of fading has to be considered when setting up an RFID system. In mobile communication systems, error-correcting codes are used to mitigate variations of the channel. For RFID applications however, the lack of computing power at the transponder only allows simple error detection for transmitted or received data sequences. Furthermore, transponders are powered by the electromagnetic field that is produced by the interrogator and thus will not respond at all if they rest at a faded position. When setting up a UHF RFID system a lot of effort has to be put into optimizing the propagation characteristics of the particular environment.

1.3.2 Reciprocity

In RFID systems a bidirectional radio link is established between an interrogator and a transponder. The transmission from the interrogator to the transponder is called the forward link whereas the transmission from the transponder back to the interrogator is called the return link. According to the theorem of reciprocity the transmission coefficients \(|h_{\text{Forward}}|\) and \(|h_{\text{Return}}|\) are equal only if the signals transmitted in both directions are identical.

But, since modulation is introduced at the transponder, the returned signal is different from the signal sent and thus—strictly speaking—the theorem of reciprocity can not be applied. However, if the channel is sufficiently stable versus frequency and time, reciprocity can be assumed. In the following paragraphs the effects of Doppler and delay spread are analyzed for RFID typical transmission signals and scenarios.

Effect of delay spread  In current standardization maximum data rates of 640 kbit/s are allowed [4] which implies a signal bandwidth of \(B_S = 2.56 \text{ MHz}\)\(^6\). Since RFID is a short-range application that utilizes a strong line-of-sight signal

\(^6\)The most bandwidth consuming modulation scheme used for the return link is similar to a Manchester code.
component for communication, the expected delay spread is in the order of magnitude of the delay along one read range $r_{\text{Max}}$. Signals traveling by more than one read range further than the line-of-sight component will be too weak to significantly disturb the channel. The maximum delay spread $\tau_{\text{Max}}$ can thus be approximated as

$$\tau_{\text{Max}} \approx \frac{r_{\text{Max}}}{c_0} \quad (1.4)$$

where $c_0$ denotes the speed of light. With a maximum read range of $r_{\text{Max}} = 10 \text{ m}$ the coherence bandwidth $B_C$ which describes the spectral region where the channel can be considered as flat, results in [21]

$$B_C = \frac{1}{\tau_{\text{RMS}}} > \frac{1}{\tau_{\text{Max}}} = 30 \text{ MHz}. \quad (1.5)$$

Here, the mean delay spread $\tau_{\text{RMS}}$ is bounded by the maximum delay spread. Since the coherence bandwidth $B_C$ is by far greater than the signal bandwidth $B_S$, reciprocity is not constrained by the delay spread of the channel. This was also confirmed by evaluating the frequency response of the measured channels. The variation of the channel response $|h|$ within a 2.56 MHz bandwidth is below 1 dB.

**Effect of Doppler spread** A channel that is changing fast versus time can also constrain reciprocity. Time variant channels are characteristic for RFID applications because tagged objects are to be identified while moving. The period where the channel must not significantly change is given by the propagation delay in which a signal is returned by the transponder $T_{\text{Prop}} = 2r_{\text{Max}}/c_0$. A measure for how fast a channel changes is given by the coherence time $T_C$. Within one coherence time the channel coefficient can be considered as constant. $T_C$ is given by

$$T_C = \frac{1}{\nu_{\text{RMS}}} > \frac{1}{\nu_{\text{Max}}} \quad (1.6)$$

where the mean Doppler spread $\nu_{\text{RMS}}$ is bounded by the maximum Doppler spread $\nu_{\text{Max}}$. $\nu_{\text{Max}}$ is related to the operating frequency $f$ and the maximum velocity of movement $v_{\text{Max}}$ occurring in the scenario according to $\nu_{\text{Max}} = 2fv_{\text{Max}}/c_0$. When equating $T_{\text{Prop}}$ and $T_C$, the maximum velocity that still preserves reciprocity can be calculated. For a read range of $r_{\text{Max}} = 10 \text{ m}$ and a frequency of $f = 866 \text{ MHz}$ the maximum velocity that still preserves reciprocity is $v_{\text{Max}} = 2.6 \cdot 10^6 \text{ m/s}$. In RFID applications goods move much slower and thus

$$\frac{2r_{\text{Max}}}{c_0} = T_{\text{Prop}} \ll T_C \approx \frac{c_0}{2fv_{\text{Max}}} \quad (1.7)$$

is satisfied. Consequently, Doppler spread can be disregarded for the radio transmission in RFID systems as well.
1.3.3 Antennas for UHF RFID systems

**UHF transponder antennas**

Transponder antennas can be considered the weak point in the radio transmission chain of an RFID system. They are favored to be small which inevitably comes at the cost of low bandwidth and poor radiation efficiency. Furthermore, they are attached to objects that might contain fluids, metal, dielectric materials, or materials with high dielectric losses. Such objects often require specialized antenna designs or might even need boxing to generate some space around the transponder. The reason for this is that electrically-small antennas are very prone to proximity effects. Materials in the proximity of the transponder antenna cause a shift in center frequency and input impedance—often referred to as detuning [22]. This effect impairs the matching between the transponder antenna and the transponder chip which consequently reduces the power available to operate the chip’s digital circuits. Lossy materials in the proximity of the antenna will moreover absorb power. In [23] for instance, transponders were placed on empty corrugated fiberboard shipping containers. Measurements were taken with the boxes empty, filled with rice jars, and filled with polyethylene (PET) water bottles. The read rate of a pallet of such containers was then evaluated. Where over 99% of the empty boxes were recognized, only 81% of the boxes with rice filled jars and 25% of the boxes filled with water bottles were read. Also keep in mind that objects carrying the transponder antenna range from pharmaceuticals to railroad engines, so there is no one-fits-all antenna solution.

Transponder antennas used for most applications in UHF RFID systems consist of a printed or etched metallization on top of a thin and flexible sheet of plastic or paper. Often transponders are equipped with an adhesive film and can be attached to flat surfaces. Many fancy shapes of such antennas are found but technically most of them are dipole antennas having meandered conductors and a widened metallization at the dipole ends functioning as an end capacitance [24]. Both measures allow to size down the antenna compared to the half-wavelength dipole [25]. To match the impedance of such electrically-small dipole antennas with the input impedance of transponder chips, a matching structure in form of a little loop or slit is implemented in the center of the dipole. The length of such antennas ranges between 5 cm and 15 cm. For even smaller transponders a metallization in the form of a loop is used. They are commonly referred to as near field or loop antennas. Those antennas are also equipped with a similar matching structure.

The radiation pattern of an electrically-small dipole antenna approaches that of a Hertzian dipole. Radiation of small loop antennas on the other hand is similar to
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that of a magnetic dipole. Both antenna structures—and thus most transponder antennas—radiate linear polarization and are omnidirectional in one plane.

The antenna described in Chapter 3 uses a folded up resonator structure to produce radiation that is linearly polarized. The gain pattern of this credit card sized antenna is similar to that of a Hertzian dipole. In addition to the functionality at 866 MHz it can also be used in the HF band at 13.56 MHz.

UHF interrogator antennas

While the transponder antenna is optimized to cope with the radio frequency characteristics of the objects that are to be tagged, the interrogator antenna has to deal with the scenario. The choice and the installation of the interrogator antenna in its environment has to be carefully considered. A setup has to be found where fading is avoided as much as possible—especially in the region were the transponders are situated. This is best achieved by an antenna that on the one hand uniformly illuminates the region where the tagged objects are expected. On the other hand the gain pattern of the antenna should mask potential reflectors that would enhance multipath propagation. Some reflectors might also be hidden by using absorbing material. If even higher reliability is desired, more interrogator antennas can be deployed and used in a time division multiplex scheme.

It was explained above that most transponder antennas radiate linear polarization. When an interrogator antenna is used that radiates a linear polarized wave as well, the alignment between the two antennas is important. In applications where the orientation of the transponders is undetermined, the received power at the transponder antenna output can be dramatically reduced if the antennas are misaligned. It is therefore good practice to use interrogator antennas that emit circular polarization. The employment of antennas radiating circular polarized waves comes with an additional transmission loss of 3 dB when communicating with linearly polarized transponder antennas because of polarization mismatch.

For many RFID systems microstrip patch antennas are a good choice because of their wide main lobe and well suppressed side lobes. Also, they are low-profile which allows to mount them in confined spaces like gates or doors. With minor modifications patch antennas also radiate circular polarization. The antenna described in Chapter 4 fulfills all of the above mentioned requirements and also features separate well-isolated ports for transmitting and receiving signals.
1.4 Radio transmission at UHF versus inductive coupling at HF

Figure 1.6 compares the transmission coefficient between two UHF antennas and two HF coils versus distance. At UHF, transmission between a square patch antenna with overall dimensions of 40 cm × 40 cm and a loop slot antenna with dimensions of 7 cm × 4 cm is depicted. A representative measurement result obtained in a fading environment as well as the theoretical curve for free space transmission is shown. Furthermore, the power transmission between two loosely coupled HF coils that have roughly the same dimensions as the UHF antennas is shown. Even if the HF transmission coefficient might shift up and down depending on the $Q$-factors chosen for the interrogator and the transponder (see Section 1.2.1) the principal difference between the HF and the UHF transmission becomes clear.

**Free space loss**  At UHF, power received by the transponder decreases inversely proportional to the transmission distance squared $P_{\text{Transponder,UHF}} \sim 1/r^2$. Conversely, at HF, received power is related to the transmission distance according to $P_{\text{Transponder,HF}} \sim 1/r^6$. This shows that in principle, UHF systems outperform HF systems in terms of read range. For many applications read range might be essential, but if low costs and high reliability for low-range reading are important, HF systems are often preferred. For applications like personal admission control where a smart-card$^7$ has to be placed on top of the interrogator antenna, inductive coupling is often favored. Furthermore, in HF systems the quick decay of received power is often exploited to restrict the read range to a defined region. Interrogator coil arrangements can be optimized to produce a uniformly distributed magnetic field which allows to achieve reliable transponder recognition within a defined area of operation.

**Fading**  From Figure 1.6 it can be seen that the measured path loss of an exemplary UHF scenario strongly deviates from the idealized transmission in free space. This fading is a characteristic of UHF radio transmission and does not appear in HF RFID systems. Fading relativizes the advantage of high read range—it comes at the cost of reliability. Whether or not read range can be compromised certainly depends on the application. Some measures for taking control of fading were described in Section 1.3.3. An experimental study on the impact of fading in a typical reading gate application can be found in [26]. The authors perform a detailed analysis of the field strength within the gate area where a pallet loaded with various goods is

$^7$Smart-cards are credit card sized plastic cards containing an HF transponder.
Detuning  Once a transponder is put together with an object, the behavior of the antenna or coil will change because of the proximity of materials. At HF, conductors and materials that have ferromagnetic properties will alter the characteristics of a transponder coil. The proximity of such objects leads to a drop in a transponder’s resonant frequency which reduces the voltage step-up at 13.56 MHz. Consequently, the read range is reduced. Often, such effects can be countered by designing transponders that have a higher-than-needed resonant frequency to make them more robust against detuning.

With UHF transponders on the other hand conducting, ferromagnetic, and in addition to those also dielectric materials degrade the antenna performance. Detuning of an antenna that was optimized to best operate in free space causes a change of its input impedance which results in a mismatch between antenna and transponder chip. Water which has a relative dielectric constant of \( \varepsilon_r \approx 80 \) at 915 MHz [27] can severely detune an RFID transponder. In [28] a reduction of read range by
85% and more was measured for some commercially available transponders near water. Similar conclusions are drawn for the proximity to metal or food products [29, 30].

To counter detuning, a frequency hopping technique is provided in UHF RFID standards. The interrogator is supposed to switch between a set of frequencies to improve the transponder recognition rate. Depending on local radio regulations the bandwidth allocated for this technique is between 3 MHz (Europe) and 26 MHz (USA). However, from the practical measurement results presented in [28], it can not be concluded that the frequency hopping technique brings a significant improvement when reading detuned transponders.

If—in spite of these considerations—a UHF system has to be used for tagging such objects, a specialized transponder antenna design is necessary that takes the involved materials and their appearance into account. Examples of such antenna designs can be found in [31, 32, 33, 34].

**Absorption** Many materials also absorb electromagnetic energy and convert it into heat. This is much more pronounced at UHF compared to HF because losses in good conductors increase with frequency according to $\alpha_{\text{cond}} \sim \sqrt{f}$ and losses in dielectric materials increase linearly with frequency $\alpha_{\text{dielectric}} \sim f$ [35, 36]. The electric loss tangent of hair shampoo for instance might be as high as $\tan(\delta) = 1.2$ [27]. Waves propagating through such lossy media will certainly undergo strong attenuation.

**Shielding** A conductor that is exposed to an alternating electromagnetic field will cause a reflection of energy and thus shield the area behind it. Although the physical principles are identical for both frequency bands, shielding in the HF domain is often explained by the generation of eddy-currents that cause an opposed field which cancels out the original magnetic field.

Metals can be considered as good shields if they are much thicker than the skin depths $\delta = 1/\sqrt{\pi f \mu \sigma}$. A good conductor like copper has a skin depth of approximately $\delta_{\text{UHF}} \approx 2.2 \mu$m at 866 MHz and $\delta_{\text{HF}} \approx 18 \mu$m at 13.56 MHz. This shows that most metallic objects can be considered as good reflectors. However, very thin metal foils might be the exception for the HF band.

At UHF, dielectric materials can cause shielding as well. In [27] for instance, it is found that the reflection on an air / water-surface introduces even more attenuation than the absorption when propagating through some 10 cm of water, which impair the transmission.

---

$^8f$ denotes the frequency, $\mu$ the permeability, and $\sigma$ the bulk conductivity of the metal.
2 Antenna / chip interaction

In this section the interaction between the transponder antenna and the transponder chip is described. For UHF, the mechanism of forward and return link is explained considering a simple Thévenin equivalent circuit that represents the antenna as a source, and the chip as a load (Figure 2.1). While this equivalent circuit can be promptly applied for the forward link where power matching between the antenna and the chip has to be achieved, its use for the return link is not that trivial. However, by establishing a well thought-out power budget for the Thévenin source, valid results are obtained for the scattered power.

The progression illustrated in the following starts out with known transponder chip impedances and describes the finding of an optimum antenna impedance based on a power optimization for the forward link. By the use of the equivalent circuit, the antenna current for the two transponder chip states is derived. An analysis of the results yields a second optimum antenna impedance that maximizes the power contained in the modulated backscattered signal and thus improves the transmission back to the interrogator—the return link. The overall system performance is then investigated and the effects on the link budget are examined. With that, it is shown how a deviation from either of the two optimum antenna impedances, that might be a result of detuning or production tolerances, affects the power available to the chip or for the return link.

2.1 Matching antenna and chip impedances

To get the most power from the electromagnetic field into the chip, antenna and chip have to be matched. Figure 2.1 shows the Thévenin equivalent circuit of the tag antenna and the tag chip impedance. Since the input impedance of the chip $Z_{\text{Chip}}$ can not be chosen arbitrarily due to technological limits, the antenna has to be designed to match the chip as good as possible. The power matching condition is $Z_{\text{Ant}} = Z_{\text{Chip}}^*$. Theoretically, in case of perfect matching, the entire power available at the tag antenna output $P_{\text{RX,Tag}}$ can be used by the chip. Here, it has to be mentioned that transponder chips are highly non-linear loads. Apart from a principal change of input impedance versus power determined by measurements in
Section 6.6, the impedance itself is nonlinear meaning that voltage \( u \) and current \( i \) are not related according to \( u = Z_{\text{Chip}}i \). However, when considering operation at the fundamental frequency and at a certain power level only, an input impedance can be defined that linearly relates current and voltage. Due to the nonlinear nature of the load, a fraction of the incident power will be transferred to harmonic frequencies. Whether this power is retransmitted or remains in the transponder chip depends on the matching between antenna and chip at each harmonic frequency. Thus—strictly speaking—not the entire available power can be used by the transponder chip. The exception would be an antenna that presents lossless termination at all harmonic frequencies. However, since many antennas have periodic resonances, some power will indeed be reradiated at harmonic frequencies also.

In Figure 2.2 the power reflection coefficient at the chip’s input versus the chip impedance is plotted for a given antenna impedance. The curves were computed from Equation 2.13. Indeed, best power matching is achieved when the chip impedance equals the complex conjugate of the antenna impedance. A Smith diagram normalized to 50 \( \Omega \) was chosen to highlight that an antenna impedance of \( Z_{\text{Ant}} = (28 + 179j) \Omega \) is highly reactive. This is quite typical for RFID transponder antennas and antenna designers have to deal with such impedances. Apart from difficulties in the design process, advanced measurement methods like the one described in Chapter 5 are necessary to characterize RFID transponder antennas in terms of input impedance and gain.

### 2.2 Scattering properties of antennas

Before going into details with the mechanism of the return link it seems important to explain how an antenna scatters power when exposed to an electromagnetic field.
2.2 Scattering properties of antennas

First, every antenna scatters a part of the incident electromagnetic energy in its structural mode [37]. This scattering is caused by induced currents in the antenna structure and is often normalized to the antenna’s short circuit current. Scattering in the structural mode can thus not be used for a return link data transmission because it is not influenced by a change of the chip impedance. The structural scattering component is thus not relevant in RFID applications. It is similar to a reflected signal that is caused by an interacting object in space. However, there exist a certain class of minimum-scattering antennas [38] that indeed may scatter zero power in their structural mode. Although many simple RFID transponder antennas are such antennas when operated in free space, this property is in general not fulfilled when the antenna interacts with its environment and is subject to proximity effects. Thus, an analysis of scattering from RFID transponder antennas must not be limited to minimum-scattering antennas.

Second, there is the scattered field component that is produced by the antenna mode [37]. The antenna mode converts an electromagnetic field that is incident upon the antenna into an electric current at the antenna port. Conversely, for

Figure 2.2: The Smith diagram ($Z_0 = 50 \, \Omega$) shows lines of constant power reflection coefficient at the chip input in dB versus chip input impedance. The antenna impedance is $Z_{\text{Ant}} = (28 + 179j) \, \Omega$. 

![Smith diagram showing lines of constant power reflection coefficient at the chip input in dB versus chip input impedance. The antenna impedance is $Z_{\text{Ant}} = (28 + 179j) \, \Omega$.](image)
transmitting, the antenna mode generates radiation that is caused by the current fed into the antenna port. When antennas are used to transmit and receive signals one utilizes the antenna mode. An incident wave impinging on a receive antenna will excite a distribution of currents and charges in the antenna structure which will give rise to a wave that proceeds out of the antenna port. If an antenna is perfectly matched, this wave is entirely dissipated in the load. However, there is still current flowing upon the antenna port which causes a radiation by the receiving antenna. This is a fundamental theorem in antenna scattering that has been derived by a number of authors in the 1940s [39, 40, 41].

I found the more recent derivation provided by Collin in the Appendix of [42] very helpful. In particular he states that the total scattered field of both, the structural and the antenna mode of a receiving antenna $E_s(Z_{\text{Chip}})$ for an arbitrary load impedance $Z_{\text{Chip}}$ can be written as

$$E_s(Z_{\text{Chip}}) = E_s(Z_{\text{Chip}} = \infty) - \frac{U}{Z_{\text{Chip}} + Z_{\text{Ant}}} E_r. \quad (2.1)$$

This total scattered field consists of the

- structural mode component $E_s(Z_{\text{Chip}} = \infty)$ which describes the scattering of a wave incident upon the open circuited antenna, and of the

- antenna mode component $I E_r$ which describes the reradiation caused by the antenna current $I$. The antenna current $I$ is influenced by the load $Z_{\text{Chip}}$ that is connected to the antenna port and can be modulated by changing $Z_{\text{Chip}}$.

In general, the radiation pattern of the antenna mode (specified in $E_r$) is not equivalent to the radiation pattern of the structural mode that is contained in $E_s$ [38, 42].

Please note that the levels of scattered power in the structural mode and the reradiated power in the antenna mode might differ significantly and depend on the particular structure of the antenna and on the antenna’s load situation, respectively. In general the scattered power can be greater than, equal to, or smaller than the absorbed power [43].

### 2.3 Backscatter modulation

The return link is achieved by a substantial impedance change of the chip. This is done with a shunt transistor that is implemented in the input circuitry of the transponder chip. Switching on this transistor destroys matching between chip and antenna which results in power reflection at the chip. The reflected power is
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retransmitted by the transponder antenna. To retransmit the entire received power, the magnitude of the chip’s input reflection coefficient has to be 1 ($|\rho_{\text{Chip}}| = 1$). Since this ideal condition can not be achieved by a shunt transistor, an imperfect reflection at the tag chip is observed. Furthermore, when the shunt transistor is off, matching might not be perfect because of production tolerances or detuning of the antenna. In the following section the mechanism of the return link will be analytically derived for a periodic switching between the two input impedance states of the transponder chip.

In this calculation the power available at the antenna output $P_{\text{RX,Tag}}$ that relates to the antenna mode is assumed constant. This is reasonable because the antenna is put into a static radiation field which is produced by an interrogator. The power that is available at the antenna port is thus defined by the radiant flux density $T$ of the incident field and the effective antenna area $A_e$ according to

$$P_{\text{RX,Tag}} = TA_e. \tag{2.2}$$

Of course this power is only delivered to the chip impedance if antenna and chip are matched according to $Z_{\text{Ant}} = Z_{\text{Chip}}^*$. If this is the case then the amplitude of the equivalent Thévenin open source voltage $U$ from Figure 2.1 can be determined with

$$U = \sqrt{8P_{\text{RX,Tag}} \text{Re}(Z_{\text{Ant}})}. \tag{2.3}$$

This is a property of the antenna and the impinging field only. The amplitude of the antenna current $I$, that is obtained for an arbitrary chip impedance $Z_{\text{Chip}}$ that is connected to the antenna port can be calculated with

$$I = \frac{U}{Z_{\text{Ant}} + Z_{\text{Chip}}}. \tag{2.4}$$

For the case of perfect matching the antenna current solves to

$$I_{\text{Matched}} = \frac{U}{2 \text{Re}(Z_{\text{Ant}})}. \tag{2.5}$$

This current together with the antenna impedance represents the available power that the antenna draws from the incident electromagnetic field and that can be delivered to a load. If a current different from $I_{\text{Matched}}$ is observed at the antenna port then a part of the available power picked up by the antenna is not delivered into the load.

The applicability of the Thévenin equivalent circuit for scattering of antennas has been heavily discussed in recent literature [44, 43, 45, 46, 47, 48, 49]. The main concern of the authors is that the power scattered by an antenna is equated with the
power dissipated in the antenna impedance $Z_{\text{Ant}}$, which is incorrect. Simple examples can be constructed to confirm this [43]. Furthermore, the Thévenin equivalent circuit does not implicate at all the presence of scattering which is caused by the structural mode of an antenna [42]. The reradiated power can in fact only be computed by integration of the Poynting vector over a closed surface surrounding the antenna. There, the electromagnetic field around the antenna from which the Poynting vector is calculated is a superposition of the original impinging field, the field scattered in the structural mode of the antenna, and the field reradiated by the antenna which is caused by the current $I$ [39]. A calculation of the power reradiated by an RFID transponder has been published very recently in [50]. Although the results are the same, the derivation presented here is simpler and more intuitive. Additionally, I give an analytical expression for the optimum antenna impedance.

In the following the interaction between a transponder antenna and an RFID chip is analyzed in detail. According to Equation 2.4, the switching between the two input impedance states $Z_{\text{Chip1}}$ and $Z_{\text{Chip2}}$ causes two different currents at the antenna port:

$$I_1 = U \left( \frac{1}{Z_{\text{Ant}} + Z_{\text{Chip1}}} \right)$$

$$I_2 = U \left( \frac{1}{Z_{\text{Ant}} + Z_{\text{Chip2}}} \right)$$

(2.6)

For further consideration of the return link it has to be understood that the antenna current is composed from the currents $I_1$ and $I_2$. According to the pattern of switching between the chip’s impedance states, either $I_1$ or $I_2$ is present at the antenna port at a point of time. The antenna current can thus be considered as a vector modulated signal for which the modulation signal switches between two complex states.

In general, this vector modulated signal $I(t)$ will consist of one spectral component at the carrier frequency $\omega_c$ of the incident wave, and an infinite number of spectral components that were originally contained in the baseband modulation signal. After modulation these signals are located around the carrier frequency. The latter signal components, which are usually called the sidebands, are the ones that can be used to transmit information back to the interrogator. For prompt switching between $I_1$ and $I_2$, the sidebands spread over a theoretically infinite frequency range. In practice however, the impedance of the antenna strongly depends on the frequency which entails a narrowband frequency response of the antenna-chip system. Thus, harmonic signal components outside of the resulting bandwidth are damped.
To simplify matters, a rectangular modulation signal with a duty cycle of 50% and a frequency of $\omega_m$ for switching between the two chip impedance states is assumed. This simple modulation is very similar to the modulation schemes proposed in the standards and thus considered adequate for a principal study of backscattering. With such a modulation at the chip input, the antenna current $I(t)$ looks like shown in Figure 2.3. For better illustration an antenna impedance of $Z_{\text{Ant}} = (40 + 160j) \Omega$ was chosen. This represents the general case where neither perfect power matching nor optimal modulation efficiency is obtained. In the case of perfect power matching ($Z_{\text{Ant}} = Z^{*}_{\text{Chip1}}$), $I_1$ would be equal to $I_{\text{Matched}}$. Here, it is essential to remind that the power dissipation in the Thévenin antenna impedance can in general not be equated with the power reradiated by the antenna. In fact, from Figure 2.3, this is obvious because a current $I_2$ that is smaller than $I_{\text{Matched}}$ would in this case violate the power budget for the antenna. Namely, such an $I_2$ causes less power dissipation in the load $P_{2\text{Chip}}$, and simultaneously, less power dissipation in the antenna impedance $P_{Z_{\text{Ant}}}$. If one would falsely interpret the power dissipated in $Z_{\text{Ant}}$ as reradiated power, then the power budget can not be satisfied. For a given available power $P_{\text{RX,Tag}}$ a decrease of the power delivered to the load must on the other hand lead to an appropriate increase of reradiated power. Similar conclusions can be drawn for the current $I_1$ which is higher than $I_{\text{Matched}}$. It should be noted that for the particular case of a perfectly matched minimum-scattering antenna the dissipated power in the antenna impedance $P_{Z_{\text{Ant}}}$ is equal to the power reradiated by the antenna. However, this does not represent the general case as often assumed in literature.

The current $I(t)$ shown in Figure 2.3 is not yet band limited to demonstrate that an amplitude modulation as well as a phase modulation of the carrier is present. The latter is identified by the discontinuous phase when switching between the states. Figure 2.4 shows the spectral components of $I(t)$.

For the calculation of the reradiated power, the modulated signal has to be decomposed into two terms. The first term represents a continuous wave at the carrier frequency $\omega_c$ that can not be used to transmit information. It adds up with the scattered power produced by the structural mode of the antenna and is lost in space. In the spectrum this first term is seen at $\omega_c$.

The second term on the other hand represents a purely phase modulated signal with a phase offset of 180° between the two switching states. This signal holds all information that is contained in the baseband modulation signal and can be demodulated at the interrogator. In the spectrum it consists of all signal components to the left and right of $\omega_c$, but—and this is essential—does not contain a continuous carrier signal at $\omega_c$. This new signal is a result of the periodically switched reflection at the transponder chip input. Since it only contains frequency components
Figure 2.3: Antenna current versus time during modulation of the chip input impedance. The antenna impedance was chosen $Z_{\text{Ant}} = (40 + 160j) \, \Omega$ and the chip impedances were taken from Table 2.1. The current shown in this figure is normalized to a received power of $P_{\text{RX,Tag}} = 1 \, \text{W}$.

Figure 2.4: Spectrum of the backscattered signal for periodic hard switching of the chip input impedance with a 50% duty cycle. The power of the spectral components that are relevant for the return link (green) is $P_{\text{DSB}}$. 
other than the carrier frequency, it does neither interfere with the continuous sinusoidal antenna current at $\omega_c$, nor does it influence the reradiated power at $\omega_c$. It is but a signal that is rather normally radiated and not scattered by the receiving antenna.

The amplitude of the purely phase modulated portion of $I(t)$ can be calculated from the currents $I_1$ and $I_2$ according to

$$ \hat{I}_{PM} = \frac{|I_1 - I_2|}{2}. \quad (2.7) $$

$I_{PM}(t)$ is a signal with constant envelope so it is very simple to calculate the power that is delivered into the antenna by this portion of the signal. In contrast to calculating the reradiated power at the carrier frequency by solving the surface integral, here the power delivered into the antenna can be directly computed from the current $\hat{I}_{PM}$ and the real part of the antenna impedance $\Re(Z_{Ant})$ with

$$ P_{PM} = \frac{\hat{I}_{PM}^2}{2} \Re(Z_{Ant}). \quad (2.8) $$

With the filter characteristic of the antenna-chip system, harmonic signals may be cut off. The spectral components that have to be preserved for data transmission are located at $\omega_c + \omega_m$ and $\omega_c - \omega_m$. Since in RFID standardization a modulation frequency as high as 640 kHz can be chosen for highest data rate, the filter characteristic of the antenna will indeed be relevant and might in fact cut off harmonic signals. It is thus reasonable to define the power that is reradiated towards the interrogator by the power that is contained in the two very first side signals (shown in green in Figure 2.4). Let us call this power $P_{DSB}$ according to the term double sideband.

A decomposition of $I_{PM}(t)$ into its Fourier coefficients yields that a fraction of 81% ($8/\pi^2$) of the total power $P_{PM}$ is contained in the first side signals. Thus the power of the filtered reradiated signal that contains all information about the chip input impedance switching can be written as

$$ P_{DSB} = \frac{8}{\pi^2} P_{PM} = \frac{4 \hat{I}_{PM}^2}{\pi^2} \Re(Z_{Ant}), \quad (2.9) $$

or in terms of antenna and chip impedances by using Equation 2.7 and Equation 2.6 as

$$ P_{DSB} = \frac{8}{\pi^2} P_{RX,Tag} \frac{\Re(Z_{Ant})^2 \cdot |Z_{Chip1} - Z_{Chip2}|^2}{|Z_{Ant} + Z_{Chip1}|^2 \cdot |Z_{Ant} + Z_{Chip2}|^2}. \quad (2.10) $$

From the expression in the numerator it can immediately be seen that the power contained in the first side signals is directly affected by the difference between the
two chip input impedances measured in the complex plane. This makes sense because if the antenna is perfectly matched to one of the impedances—let us make it $Z_{\text{Chip1}}$ for now—no power will be reflected in this state. When switching to the other state, a strong reflected signal is favored and only achieved if the second impedance $Z_{\text{Chip2}}$ coarsely violates the matching condition. Chip designers often provide the delta gamma value $\Delta \Gamma$ in their datasheets which relates to the difference between the two impedance values measured in the Smith chart (also see Section 6.7). Furthermore, when looking at the denominator, it is seen that complex conjugate matching of the antenna impedance with either of the two chip impedances reduces the corresponding term to the square of two times the real part of the antenna impedance $|2 \text{Re}(Z_{\text{Ant}})|^2$. The signal strength for the return link is thus improved when choosing the antenna impedance close to the complex conjugate of the chip impedances.

From Equation 2.10, a particular antenna impedance can be found that optimizes the power contained in the sidebands. Therefore, $P_{\text{DSB}}$ has to be partially derived for the real part $R_{\text{Ant}}$ and the imaginary part $X_{\text{Ant}}$ of the antenna impedance. Setting the derivatives zero and solving for $R_{\text{Ant}}$ and $X_{\text{Ant}}$ yields a global maximum for $P_{\text{DSB}}$ at:

\[
R_{\text{Ant}, \text{Mod}} = \sqrt{R_{\text{Chip1}} R_{\text{Chip2}} \frac{(R_{\text{Chip1}} + R_{\text{Chip2}})^2 + (X_{\text{Chip1}} - X_{\text{Chip2}})^2}{(R_{\text{Chip1}} + R_{\text{Chip2}})^2}}
\]

\[
X_{\text{Ant}, \text{Mod}} = -\frac{R_{\text{Chip2}} X_{\text{Chip1}} + R_{\text{Chip1}} X_{\text{Chip2}}}{R_{\text{Chip1}} + R_{\text{Chip2}}}
\]

This very interesting result shows that for maximum power in the side signals the antenna must not be matched to either of the chip input impedance states. Consequently, matching antenna and chip according to

\[
R_{\text{Ant, Pwr}} = R_{\text{Chip1}}
\]

\[
X_{\text{Ant, Pwr}} = -X_{\text{Chip1}}
\]

may transfer the most power into the chip, but will not achieve the optimum return link. That said, it is clear that one has to decide which optimization criterion to choose. An obvious thought is to select power matching in forward link limited systems and optimum modulation efficiency in return link limited systems. Whichever is chosen, with the Equations 2.11 and 2.12, the antenna designer can immediately find the optimum antenna impedance by only knowing the two impedance states of the transponder chip for which the antenna has to be designed.
In the following, the findings from Section 2.3 are used to determine an antenna impedance for a given transponder chip. The chip’s input impedance values used in this example were determined by measurement. Some transponder chips from different manufacturers were selected and the impedances in the absorbing state with the internal shunt transistor switched off ($Z_{\text{Chip1}}$) and in the reflecting state with the shunt transistor switched on ($Z_{\text{Chip2}}$) were characterized. Details on the measurement campaign can be found in Chapter 6. The chosen chip impedance values match the principal properties of state-of-the-art transponder chips. Table 2.1 summarizes the values used in this example, and also gives the two optimal antenna impedances determined in Section 2.3 and Section 2.1.

Table 2.1: Chip impedances and possible antenna impedance.

<table>
<thead>
<tr>
<th>symbol</th>
<th>value</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_{\text{Chip1}}$</td>
<td>$(28 - 179j) \Omega$</td>
<td>absorbing state (shunt transistor off)</td>
</tr>
<tr>
<td>$Z_{\text{Chip2}}$</td>
<td>$(88 - 113j) \Omega$</td>
<td>reflecting state (shunt transistor on)</td>
</tr>
<tr>
<td>$Z_{\text{Ant, Pwr}}$</td>
<td>$(28 + 179j) \Omega = Z_{\text{Chip1}}^*$</td>
<td>maximum power put into the chip</td>
</tr>
<tr>
<td>$Z_{\text{Ant, Mod}}$</td>
<td>$(57 + 163j) \Omega$</td>
<td>maximum power put into the sidebands</td>
</tr>
</tbody>
</table>
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2.4 Effects on a system shown with a numerical example

2.4.1 Link budget

The link budget presented in Figure 2.5 gives an overview of the radio transmission of an RFID system. The power levels and attenuation factors are explained in Table 2.2.

Figure 2.5: Link budget of the entire radio transmission.

Table 2.2: Summary of variables used for the link budget in Figure 2.5.

<table>
<thead>
<tr>
<th>symbol</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{TX,Reader}}$</td>
<td>power fed into the reader antenna</td>
</tr>
<tr>
<td>$</td>
<td>h_{\text{Forward}}</td>
</tr>
<tr>
<td>$P_{\text{RX,Tag}}$</td>
<td>power available at the tag antenna output</td>
</tr>
<tr>
<td>$r_{\text{Mismatch}}$</td>
<td>loss factor caused by imperfect matching between antenna and chip</td>
</tr>
<tr>
<td>$P_{\text{Rect}}$</td>
<td>power available for rectification in the RFID chip</td>
</tr>
<tr>
<td>$\eta_{\text{Mod}}$</td>
<td>modulation efficiency</td>
</tr>
<tr>
<td>$P_{\text{DSB}}$</td>
<td>sideband power fed back into the tag antenna</td>
</tr>
<tr>
<td>$</td>
<td>h_{\text{Return}}</td>
</tr>
<tr>
<td>$P_{\text{RX,Reader}}$</td>
<td>sideband power available at the reader</td>
</tr>
</tbody>
</table>
2 Antenna/chip interaction

Figure 2.6: Matching loss factor $r_{\text{Mismatch}}$ in dB versus antenna impedance.
2.4 Effects on a system shown with a numerical example

2.4.2 Forward link

The transmitted continuous wave signal $P_{TX, Reader}$ is fed into the interrogator antenna. The forward link transmission coefficient $|h_{Forward}|^2$ that includes the channel coefficient and the actual gain of the antennas leads to the power $P_{RX, Tag}$ that is available at the transponder antenna port.

The loss factor $r_{Mismatch}$ describes the ratio of the power accepted by the transponder chip and the available power at the antenna port. If matching is perfect ($Z_{Ant} = Z_{Chip1}^*$) the entire power received by the antenna is available to the chip and consequently at its rectifier when in absorbing mode ($r_{Mismatch} = 1$). If $Z_{Ant}$ deviates from $Z_{Chip1}^*$ some power is reflected at the chip input and thus not available for supplying the transponder chip’s circuitry ($r_{Mismatch} < 1$). This means that rather than the entire available power, only a part of it, namely $P_{Rect}$, can be used by the chip. From Equation 2.4 and Equation 2.5 the loss factor $r_{Mismatch}$ that is caused by mismatching can be written as

$$r_{Mismatch} = \frac{P_{Rect}}{P_{RX, Tag}} = \frac{|I_1|^2 \text{Re}(Z_{Chip1})/2}{|I_{Matched}|^2 \text{Re}(Z_{Chip1})/2} = \frac{4\text{Re}(Z_{Ant})\text{Re}(Z_{Chip1})}{|Z_{Ant} + Z_{Chip1}|^2}. \quad (2.13)$$

In Figure 2.6, $r_{Mismatch}$ of this numeric example is drawn as a function of the antenna impedance. It is seen that the contour loops for constant $r_{Mismatch}$ center around the complex conjugate chip impedance $Z_{Chip1}^*$ where the matching condition is perfectly satisfied.
Figure 2.7: Modulation efficiency in dB versus antenna impedance.
2.4.3 Return link

When the transponder chip continuously switches between its impedance states a modulated signal is generated that is radiated by the transponder antenna. The power contained in the significant sidebands that are fed back into the antenna is $P_{\text{DSB}}$ (Equation 2.10). It makes sense to define a modulation efficiency $\eta_{\text{Mod}}$ that relates the available continuous wave power at the antenna output with $P_{\text{DSB}}$ according to

$$\eta_{\text{Mod}} = \frac{P_{\text{DSB}}}{P_{\text{RX,Tag}}} = \frac{8}{\pi^2} \frac{\text{Re}(Z_{\text{Ant}})^2 \cdot |Z_{\text{Chip1}} - Z_{\text{Chip2}}|^2}{|Z_{\text{Ant}} + Z_{\text{Chip1}}|^2 \cdot |Z_{\text{Ant}} + Z_{\text{Chip2}}|^2}. \quad (2.14)$$

It is a measure for the total losses that are caused by modulation and relates two power levels that are contained in different frequencies.

For this example a plot of the modulation efficiency versus the antenna impedance is shown in Figure 2.7. It can be seen that best modulation efficiency is indeed achieved when the optimum antenna impedance $Z_{\text{Ant,Mod}}$ is chosen ($\eta_{\text{Mod,Max}} = -9.2\,\text{dB}$). With this optimization criterion there comes a matching loss factor of $\tau_{\text{Mismatch}} = 0.7\,\text{dB}$ at the rectifier input. If one would have chosen to go with power matching ($Z_{\text{Ant,Pwr}} = Z_{\text{Chip1}}^\ast$) then the returned modulated signal would have been weaker by $1.2\,\text{dB}$ ($\eta_{\text{Mod}} = -10.4\,\text{dB}$).

This does not seem very relevant in this particular example, and one would probably decide to build an antenna with an impedance somewhere between $Z_{\text{Ant,Mod}}$ and $Z_{\text{Chip1}}^\ast$. However, I expect from future RFID chip developments that the two chip impedance states differ by far more than today. In particular, with a better shunt transistor that provides a resistance of $10\,\Omega$ when switched on, $Z_{\text{Chip2}}$ is approaching a short circuit which will also entail a lower optimum antenna impedance $Z_{\text{Ant,Mod}}$. With such a shunt transistor an impedance in reflecting mode of $Z_{\text{Chip2}} = (10 - 1j)\,\Omega$ could be achieved. Operation at any of the two optimum antenna impedances then entails a loss of some $4\,\text{dB}$ in either modulation efficiency or matching. Furthermore, for such a transponder chip the maximum modulation efficiency is $-2.6\,\text{dB}$ which would be an improvement of $6.6\,\text{dB}$ compared with today’s transponder chips.

2.5 Consequences for an RFID system

In the link budget $\eta_{\text{Mod}}$ can be used to determine the total transmission coefficient $a_{\text{Transm}}$ that includes the transmission coefficients $|h_{\text{Forward}}|$ and $|h_{\text{Return}}|$ for forward
and return link as well as the modulation efficiency $\eta_{\text{Mod}}$ encountered at the transponder. The total transmission coefficient can be written as

$$a_{\text{Transm}} = |h_{\text{Forward}}|^2 \cdot \eta_{\text{Mod}} \cdot |h_{\text{Return}}|^2.$$  \hspace{1cm} (2.15)

As described in Section 1.3.2 the transmission coefficients of the forward link and the return link can be considered equal.

The power transmission coefficient between the reader antenna input and the chip’s rectifier (when in absorbing mode) is found as

$$a_{\text{Forward}} = |h_{\text{Forward}}|^2 \cdot r_{\text{Mismatch}}.$$ \hspace{1cm} (2.16)

With the minimum operating power of the transponder chip $P_{\text{Rect, Min}}$, the transmit power $P_{\text{TX, Reader}}$ necessary to operate the chip can be determined with $a_{\text{Forward}}$. On the other hand, with the interrogator’s dynamic range $d_{\text{Reader}}$ which denotes the ability to separate the returned sidebands from the transmitted continuous wave signal that is unintentionally leaking into the receiver, $a_{\text{Transm}}$ can be used to calculate the maximum transmission loss allowed. Equivalently, the maximum read range for a return link limited system can be estimated.

Equations 2.15 and 2.16 are particularly interesting when designing an RFID system because they express whether the system will be forward link limited or return link limited. A sound forward link is thus provided if

$$P_{\text{Rect, Min}} \leq P_{\text{TX, Reader}} \cdot a_{\text{Forward}}$$ \hspace{1cm} (2.17)

holds, and a sound return link is obtained if

$$d_{\text{Reader}} \geq \frac{1}{a_{\text{Transm}}}.$$ \hspace{1cm} (2.18)

is satisfied.

A very important finding contained in these considerations is, that waking up the transponder does not necessarily lead to its recognition. This is sometimes assumed in literature (e.g. [51]) but requires sufficient sensitivity of the interrogator device. Also, power returned by the transponder is often equated with the total reflected power at the chip input when in reflecting mode. This vastly overestimates the actual signal power returned in the relevant sidebands. As a consequence, a widely held belief is that RFID systems are mostly forward link limited. This is not true as was recently shown by measurement with commercially available equipment in [28]. Similar conclusions are drawn in [26]. I am convinced that with the dynamic range provided in today’s interrogator units, passive RFID systems can be both forward or return link limited if the transponder antenna is subject to a proximity effect. The reason for this is that detuning of the transponder antenna has an impact on the antenna gain but also on the modulation efficiency. Both factors degrade the received power at the interrogator and require a higher dynamic range for detection.
3 A dual-band HF / UHF transponder antenna for RFID tags

Conventional RFID systems operating at one single carrier frequency can hardly handle the great variety of shapes and materials that occur in products and packaging. The project Comprehensive Transponder System accomplished by Infineon Technologies Austria AG tackles this problem by adding dual-band functionality to an RFID system. Operation in the HF band as well as in the UHF band provides two options to establish a data or energy link to each object equipped with a dual-band RFID tag. The project goal was to exploit the preferences of transmission at either of the two frequencies and to determine what the penalties of a dual-band system are in terms of performance in either band.

In this chapter the design of the dual-band transponder antenna is described. Section 3.1 gives an overview of the requirements for the antenna design that were defined with the project partners. In Section 3.2 the chosen antenna structures for the HF band and the UHF band are presented. Based on these structures a low-profile, electrically-small, and flexible antenna that operates at both frequency bands is developed. Section 3.2.4 discusses how the input impedance of the antenna can be adjusted to match a dual-band RFID chip at both frequencies. Simulation models for the antenna structure are presented and discussed in Section 3.3. In Section 3.4, the antenna performance in either band is verified by measurements on antenna prototypes that are matched to a dual-band RFID chip [52] developed by Infineon Technologies Austria AG. A summary of the achievements is given in Section 3.5.

Original publications related to this chapter


3.1 Dual-band transponder antenna requirements

The general requirements for dual-band transponder antennas that are to be deployed in RFID systems were already discussed in Section 1.2.1 and Section 1.3.3. When designing a dual-band transponder antenna, some requirements desired at one frequency band may have a strong impact in the other band. One example is the large on-chip shunt capacitor that is used to tune an HF transponder coil to its resonant frequency. Such a capacitor will short circuit any currents at UHF and inhibit operation. It must not be implemented in a dual-band chip. Also the presence of the HF antenna coil which manifests itself similar to a closed loop at UHF rules out many antenna structures that are often found in conventional UHF transponders. In the following, some requirements that are a result of discussions with the project partners are given.

3.1.1 Electrical definition

The dual-band RFID system will conform to the ISO/IEC 15693 standard [1] at the HF band and to the ISO/IEC 18000-6-AMD1 standard [5] at the UHF band. These are the most economically relevant and also most established systems today. The center frequencies of the radio transmission modes are 866 MHz (UHF, European) and 13.56 MHz (HF). Functionality at both frequencies should be provided to a transponder chip that has one single port (two pins) serving both frequencies. This requirement is necessary to compete with existing systems in terms of cost. The antenna will be optimized to deliver the maximum power into the chip at both frequencies.

**UHF** At 866 MHz, antenna and chip can be matched by tuning and optimizing geometric parameters of the chosen antenna structure. Due to the on-chip bonding pad capacitance the input impedance of the chip is highly capacitive (see Section 2.1). Matching will thus be achieved by operating the antenna below its natural resonant frequency where it shows sufficiently inductive behavior. Furthermore, also the transponder chip will have dual-band capabilities which comes at the cost of performance—especially in the UHF band. This dual-band system will thus be forward link limited because of the increased operating power necessary to supply the chip. Consequently, in coherence with Section 2, complex conjugate matching of antenna and chip will be used instead of optimizing the antenna impedance for maximum modulation efficiency. For the proof-of-concept stage of this dual-band RFID system a transponder that fathoms the performance limits when operated in free space is of interest. As a consequence, the transponder antenna will be optimized for high antenna efficiency. It is well understood that
3.1 Dual-band transponder antenna requirements

Table 3.1: Electrical specification of the UHF antenna.

<table>
<thead>
<tr>
<th>parameter</th>
<th>specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>operating frequency</td>
<td>$f_{\text{UHF}} = 866$ MHz</td>
</tr>
<tr>
<td>radiation pattern</td>
<td>approximately omnidirectional in one plane</td>
</tr>
<tr>
<td>gain and efficiency</td>
<td>to be optimized</td>
</tr>
<tr>
<td>bandwidth</td>
<td>robustness to proximity effects is not yet considered</td>
</tr>
<tr>
<td>polarization</td>
<td>linear</td>
</tr>
<tr>
<td>input impedance</td>
<td>matched to the transponder chip port impedance $Z_{\text{Chip1}}$</td>
</tr>
</tbody>
</table>

for electrically-small antennas there is a trade-off between antenna efficiency and bandwidth [17, 53, 54, 55]. Optimizing the antenna for maximum efficiency thus comes at the cost of bandwidth which would grant better robustness to detuning effects. However, once an efficient antenna is found, the trade-off can be readjusted to obtain more bandwidth by damping. Table 3.1 summarizes the electrical UHF antenna parameters.

HF Transponder antennas for RFID systems operating at 13.56 MHz are spiral antennas. These inductors are tuned to the desired resonant frequency by either an on-chip or an external capacitor. In conventional HF transponder coil designs some 4 to 6 coil turns that are located at the outermost of the available space are connected to a shunt capacitance of some 10 to 30 pF to set the resonant frequency. This meets a practical trade-off between open circuit voltage at the chip input on the one hand and robustness to proximity effects on the other hand. Further robustness to proximity effects is gained by selecting a higher-than-needed resonant frequency.

For tuning this dual-band antenna a shunt capacitor can not be applied because it would short circuit signals at UHF. As a consequence the HF antenna has to be resonant on its own. This might be achieved by thoughtfully arranged concentrated capacitors or by a distributed capacitance that is caused by very closely spaced turns of the HF coil. The latter will entail a very narrow isolation gap between the coil turns and thus lead to difficulties in production—especially if a low-cost production process is used. The use of lumped circuit elements like tuning capacitors or inductors are ruled out because of cost constraints also. A possible solution is the use of substrate capacitors that consist of metallizations on a very thin dielectric layer. Finding a way to utilize such capacitors for making the coil resonant on its own while not inhibiting UHF performance will need some thought. Table 3.2 shows the required parameters of the HF coil antenna.
Table 3.2: Electrical specification of the HF antenna.

<table>
<thead>
<tr>
<th>parameter</th>
<th>specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>resonant frequency</td>
<td>$f_{HF} = 13.56 \text{ MHz} \ldots 14 \text{ MHz}$ when connected to the chip</td>
</tr>
<tr>
<td>quality factor</td>
<td>$Q_{HF} \approx 40$</td>
</tr>
<tr>
<td>bandwidth</td>
<td>$B = f_{HF}/Q_{HF} \approx 340 \text{ kHz}$</td>
</tr>
</tbody>
</table>

3.1.2 Environmental definition

In product identification the diversity of materials that may be present in the proximity of the transponder antenna is not seizable. There might be very lossy materials like fruit juice but also perfectly conducting materials like an aluminum beverage can. For the proof of concept these issues are considered important but cannot be treated in detail. The chosen approach is to design an antenna that perfectly interacts with the transponder chip when positioned in free space. The influence of materials situated in the proximity of the transponder are to be investigated at a later point of time.

The size of the transponder is given by one of its intended applications as a vicinity card\(^1\) according to ISO/IEC 7810, ID-1 [56]. With this standard there come some more mechanical requirements and also a thermal operating range. Substrate materials with metal structures on both sides are widely used for many HF transponders and also for some UHF transponders today. Since the usage of substrate capacitors is considered necessary the dual-band antenna design will be based on such a substrate. A preferably thin laminate is favored to achieve high capacitance per area and to maintain mechanical flexibility of the transponder antenna. This will also allow manufacturing of the transponder as sticker or reeled tape. The environmental definition parameters that were worked out together with the industrial project partners are summarized in Table 3.3. They supplement the general mechanical specifications given in the ISO/IEC 15693 [1] and the ISO/IEC 7813 [57] standard.

\(^1\) Vicinity cards are transponders in form of a credit card sized plastic enclosure.
### 3.1 Dual-band transponder antenna requirements

<table>
<thead>
<tr>
<th>parameter</th>
<th>specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>size</td>
<td>maximum antenna size: $85.6 \times 54 \times 0.76 \text{mm}^3$</td>
</tr>
<tr>
<td>mechanical</td>
<td>Production of the antenna as sticker or reeled tape should be possible. Maximum deflections about the long and short cards axes are $h_w A = 20 \text{mm}$ and $h_w B = 10 \text{mm}$, maximum torsion angle is $\alpha = 15^\circ$.</td>
</tr>
<tr>
<td>thermal operating range</td>
<td>0 to 50°C</td>
</tr>
<tr>
<td>conducting material</td>
<td>Double sided etched copper for prototype design and possibly printed conductive ink for mass production.</td>
</tr>
<tr>
<td>substrate material</td>
<td>dielectric film</td>
</tr>
<tr>
<td>proximity of antenna</td>
<td>Antenna design for operation in free space.</td>
</tr>
</tbody>
</table>

Table 3.3: Environmental specification of the tag antenna.
3.2 Antenna design

This section describes the two antenna structures serving the HF and the UHF frequency bands. Furthermore, it is explained how the two antennas are combined into one dual-band antenna.

3.2.1 HF antenna

In the 13.56 MHz band, a printed spiral antenna is used. The alternating magnetic field excited by the reader penetrates the spiral in an arbitrary angle. The part of the magnetic flux that is aligned perpendicular to the spiral plane induces a voltage in the winding. According to the law of induction, the voltage can be increased by enlarging the diameter of the winding in order to collect more magnetic flux. It is therefore important that the HF antenna coil is placed at the outermost region of the available space.

The quality factor $Q_{HF}$ of the HF antenna is determined by the resistive losses in the antenna coil. $Q_{HF}$ is a measure for the voltage and current step-up at the antenna output. The quality factor is related to the antenna’s center frequency $f_{0, HF}$ and 3 dB bandwidth $B_{HF}$ according to $Q_{HF} = f_{0, HF} / B_{HF}$. This makes the quality factor available for measurement. The resonant frequency is determined by the total inductance and the total capacitance of the printed spiral.

It is important to point out that conventional single-band HF transponders usually feature an essentially inductive antenna that is tuned to the desired resonant frequency by a capacitor (≈25 pF) that is integrated into the transponder chip. For a combined HF and UHF transponder chip with one single port, such a capacitor would present a short circuit at the chip input for UHF and thus inhibit operation. Here it is essential to minimize the input capacitance of the chip like in a pure UHF design (today, typical UHF chip input capacitances are in the range of a few 100 fF to 1 pF). As a consequence, the HF antenna coil cannot be tuned by a chip capacitance, but rather has to be resonant on its own. This is achieved by the substrate capacitors C1, C2, and C3 (see bottom drawing of Figure 3.1 and a detailed explanation in Section 3.3.2) that create a parallel resonance with the coil at approximately 13.56 MHz.
3.2 Antenna design

3.2.2 UHF antenna

The challenge of the comprehensive antenna design was to find a UHF antenna shape that

- has minimal mutual interaction with the HF coil antenna
- and can be combined with the HF coil antenna consuming as little additional space as possible.

The shorted loop slot antenna [58, 59] was found to best fit these requirements because it is electrically small and features a closed ground plane at its circumference. The closed ground plane allows to place the HF coil around the shorted loop slot antenna. Since the conducting strips of the coil run in parallel to the outer edge of the ground plane, performance of the loop slot antenna is weakly impaired. The structure (not to scale) of a shorted loop slot antenna is shown in the top drawing of Figure 3.1.

The main design parameter of the shorted loop slot antenna is the length of the slot-line resonator, which is folded into a rectangle. The length determines the self resonant frequency $f_{0,\text{UHF}}$ of the antenna. A standing wave can be excited in the resonator by applying electric energy somewhere along the slot-line. The position of this feed with respect to the ends of the slot-line determines the feed point impedance. The highest input impedance is achieved by placing the feed point into the center of the resonator. Moving the feed point closer to either of the resonator ends (closer to the short) yields lower input impedance. The input impedance of the antenna also depends on the slot width—where a narrow slot causes smaller input impedance and also higher losses in the resonator. Radiation is mainly caused by the strong electric current present in the short.

3.2.3 Combining the antennas

To reduce HF eddy currents in the UHF antenna elements, the big metal area surrounded by the loop slot has to be removed. This leads to a modified version of the shorted loop slot antenna consisting of two rings. Induced HF currents in the rings push the magnetic field to the outside. This reduces the magnetic flux collected by the HF coil and consequently impairs its quality factor. To remove the closed loops a narrow gap is inserted into each of the loop slot antenna rings. This makes the UHF antenna compatible with the HF antenna. The modified antenna with the cutout and the gaps is shown in the middle drawing of Figure 3.1.
Figure 3.1: Antenna evolution
Top: Generic shorted loop slot antenna.
Middle: Modified antenna with center cutout and narrow gaps to reduce eddy currents.
Bottom: Dual-band antenna with outer HF coil, top metallization, and substrate capacitors (C1 C2 C3) bridging the gaps for UHF currents. The bypassing strip and the capacitor C4 conduct surface currents formerly present in the cutout area.
For UHF each gap is bypassed by a conducting strip formed by the top metallization. The substrate capacitors C1, C2, and C3 bridging the gaps are chosen to sufficiently conduct UHF currents, while only weakly conducting currents at HF. This allows a reuse of the UHF antenna rings as two inner turns of the HF coil antenna. Furthermore, the substrate capacitor C2 ($\simeq 55 \, \text{pF}$) is used to adjust the coil antenna to its center frequency. Fine-tuning is done by proper choice of C1 and C3.

Finally, a bypassing strip is introduced to conduct the UHF surface currents former present in the cutout. This strip consists of top metallization and is connected to the inner ring by the substrate capacitors C3 and C4. Simulations with Ansoft HFSS v11 [60] showed that such an arrangement well preserves the characteristics of the shorted loop slot antenna.

The shape of the HF antenna coil differs from standard geometries treated in literature because of:

- two wider innermost turns,
- a wider gap between those two turns, and the
- substrate capacitors C1 to C4.

With the procedure described in [12], the inductance of the coil at HF was determined. Based on this result, the capacitors that tune the HF antenna on the one hand and conduct UHF currents on the other hand were calculated. The resulting capacitor values are some 10 pF to 60 pF. Given the area available for the substrate capacitors, a very thin dielectric substrate has to be used. For the prototypes presented in this work, a 25 $\mu$m polyimide substrate (relative dielectric constant $\varepsilon_r = 3.1$, loss-tangent $\tan(\delta) = 0.007$) with double sided 18 $\mu$m copper cladding [61] was used and processed in house by a standard PCB manufacturing process.

The final antenna structure can be seen in the bottom drawing of Figure 3.1. Please note that for UHF the metallizations on top and bottom of the substrate are well connected by substrate capacitors. Except for the outer HF coil turns and the cutout that is replaced by the bypassing strip, there is no significant electrical difference to the generic shorted loop slot antenna shown in the top drawing of Figure 3.1. Conversely, at HF, currents between top and bottom metallizations are conducted by vias. This allows integration of the HF antenna into the shorted loop slot antenna by sharing the two inner rings. To summarize, the path of the HF current $i_{HF}$ through the dual-band antenna is shown in Figure 3.2.
3.2.4 Antenna tuning

The comprehensive RFID tag antenna has to be optimized when integrated into packaging, designated to an RFID chip, and assigned to a certain field of operation. In detail, the unknowns are

- material parameters of the antenna cladding (cardboard, plastic, paper, adhesive tape, ...),
- transponder chip parameters like input resistance, input capacitance, maximum input voltage, chip size, bonding / gluing techniques, and
- required bandwidth to gain robustness to detuning effects in multiple tag scenarios and in proximity of products and materials.

The following paragraphs discuss the effects of the design parameters that are available for antenna optimization.

**HF** Detuning effects and the chip input capacitance lower the center frequency of an HF tag antenna. This impairs the performance, especially when the antenna has small bandwidth, or equivalently, high quality factor. More reliable operation of an RFID tag can be achieved by choosing a center frequency slightly above 13.56 MHz and a quality factor of $Q_{HF} \approx 40$. These values provide sufficiently high output voltage and practical robustness to detuning effects.
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The center frequency can be coarsely adjusted by the number of outer turns and fine tuned by the substrate capacitors. A decrease in capacitance is achieved by shortening the top metallizations along the UHF antenna rings. This reduces the capacitance of C2, C1 and C3 and consequently increases the center frequency of the HF antenna. The quality factor of the HF antenna can be deliberately decreased by choosing smaller conductor width of the outer turns. A reduction of the quality factor leads to a wider frequency bandwidth.

**UHF** Matching to RFID chips, that typically show small input resistance and strongly capacitive behavior, can be achieved by choosing the self resonant frequency \( f_{0,UHF} \) of the antenna higher than the desired operating frequency. The antenna then shows inductive behavior and small input resistance. The ratio of input reactance and input resistance is set by the frequency offset. For transponder chips, typical ratios of \(-\text{Im}\{Z_{\text{Chip1}}\}/\text{Re}\{Z_{\text{Chip1}}\}\) range from 4 (packaged chip prototypes supplied by Infineon) to 34 (Atmel ATA5590 [62]). For testing with currently developed Infineon chips, a ratio of 4 was chosen for the first antenna prototypes. Scaling the real and imaginary part of the input impedance can be done by choosing the distance between the feeding point (or equivalently speaking the chip position) and the short circuit.

Addressing most general results, the comprehensive antenna was optimized to best operate in free space. Prototypes with a resonator circumference of 171.8 mm and a distance of 10 mm between the feed point and the short were built. The dimensions of the final antenna are 71 × 46 mm\(^2\). Compared to the dual-frequency RFID antenna described in [63] an area reduction by a factor of 4 is achieved.

3.2.5 Dual-band antenna with HF coil on the inside

The dual-band antenna described in Section 3.2 was optimized for best performance in the HF band. This Section describes modifications that may improve the antenna performance in the UHF band. It was argued in Section 3.2.3 that when combining the two antenna structures, UHF performance is degraded by the additional coil turns along the dual-band antenna’s circumference. It is expected that losses that come with induced currents in the HF coil conductors reduce the efficiency of the UHF antenna. For this new prototype, the HF coil winding is put to the inside of the loop slot antenna. It is hypothesized that the HF coil turns will interfere less with the electromagnetic field produced by the loop slot antenna when put inside the cutout area. Figure 3.3 depicts the two antenna variants. The original variant with the HF coil on the outside is labeled CTS28, the new antenna is called CTS35. Please note that this modification reduces the required area by 28%.
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Figure 3.3: Layouts of the prototype antenna variants (actual size). The top and bottom metallization are shown in black and gray, respectively.

It is obvious that the area surrounded by the HF coil winding is significantly smaller when the outer coil turns are moved to the inside of the loop slot antenna. This causes a lower inductance for the entire winding. To compensate for that, one more turn was added to the HF coil. The new prototype now has four turns in the inner winding plus two turns which result from re-using the loop slot antenna. Like in the original prototype, adjustment of the HF coil resonant frequency can be done by tuning the substrate capacitors C1, C2, and C3.

3.3 Antenna simulation

This section deals with the simulation of the dual-band antenna in the UHF band. Simulations were used to determine the effects of some structural parameters on the input impedance and radiation behavior of the antenna. Especially the characteristics of the folded loop slot resonator are hard to determine analytically but are fathomed relatively easy by simulation. Therefore, a field simulation software (HFSS v11 [60]) using a full-wave finite element method (FEM) was chosen.
3.3 Antenna simulation

3.3.1 Full model

The dual-band antenna consists of the very thin (25 µm) polyimide substrate which represents the smallest dimension of the structure. The overall antenna size is in the range of 70 mm. To investigate radiation from the antenna, a field solution has to be obtained on a surface surrounding the antenna at a distance of approximately a quarter wavelength. The diameter of that airbox is thus some 250 mm. The ratio of the biggest and smallest dimension that is contained in the structure that is to be simulated is directly related to the complexity of the mesh and thus affects the complexity of the numeric solution finding in terms of memory and computing power. For this antenna problem, a ratio of approximately $10^4$ is obtained. Some test runs showed that the amount of computing power and memory of an up-to-date workstation was not sufficient at the time of writing. Therefore, a simplified planar model of the antenna not containing the thin substrate was developed and is presented in Section 3.3.2.

3.3.2 Simplified planar model

To enable simulation with reasonable amount of computing power, a planar model of the dual-band antenna was developed that accounts for the effects of the thin substrate. In fact, since the substrate thickness is very small compared to the free space wavelength, surface currents—no matter if flowing on top or bottom metallization—will have the same effect on the radiation caused by the antenna.

The first effect that is necessary to consider for simulation is the transition of currents between the top and bottom metallization through electric displacement currents in the substrate capacitors. In this approach the distributed substrate capacitors (C1 to C4) are modeled as equivalent lumped capacitors. Since the lateral dimensions of the substrate capacitors are still small compared to the wavelength, this approach is reasonable. Figure 3.4 shows the simulation model with the equivalent capacitors that are included in the computation.

For simulation the top metallizations that are bridging the narrow gaps are omitted. The remaining gaps that cut across the inner and outer ring of the loop slot antenna are replaced with lumped capacitor boundary elements that account for the missing substrate capacitors. The value for the inner gap capacitor is equivalent to that of C3. For the outer gap capacitor the capacitance of the series connection of C1 and C2 is chosen. The value of the bypassing strip capacitor is set equal to C4. The HF bridge that connects the outermost turn of the HF coil is modeled as a conducting band that runs 1 mm above the antenna plane. The substrate capacitors that were originally formed by the intersections of the HF bridge with the HF coil turns are also modeled and called bridge capacitors. Table 3.4 gives
an overview of the capacitors used in the simulation model for the CTS28 antenna variant.

Second, the antenna metal is modeled as a finite conductivity boundary. This boundary can be used if the thickness of the conductors is much larger than the skin depth. With a copper layer thickness of 18 µm and a skin depth of 2.2 µm this is considered satisfied. Therewith, a surface boundary condition can be used in HFSS v11 and fields do not have to be solved inside the conductor. Furthermore, the thin copper cladding can be modeled as a two dimensional structure instead of a volume which again simplifies the model.
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Table 3.5: Simulated and measured input impedance values for CTS28.

<table>
<thead>
<tr>
<th>obtained by</th>
<th>accuracy level</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>simulation</td>
<td>low</td>
<td>$Z_{\text{Ant,Sim}} = (32.2 + 158.6j) \Omega$</td>
</tr>
<tr>
<td>direct reflection measurement</td>
<td>low</td>
<td>$Z_{\text{Ant,Refl}} = (58.8 + 211.4j) \Omega$</td>
</tr>
<tr>
<td>source-pull measurement</td>
<td>high</td>
<td>$Z_{\text{Ant,LoadPull}} = (66.4 + 176.4j) \Omega$</td>
</tr>
</tbody>
</table>

The third aspect of the planar model is the missing substrate in the resonator slot. It is hypothesized that if

- the thickness of the antenna substrate is very small compared to the slot width (1 mm/25 µm = 40) and if
- the permittivity of the substrate is relatively low ($\varepsilon_r = 3.1$)

the influence of the dielectric layer can be neglected. If this hypothesis does not hold, then the speed of wave propagation is overestimated which leads to a higher simulation result for the natural resonant frequency of the loop slot antenna.

Exemplary simulation results for the CTS28 antenna variant are presented with the measurement results in Section 3.4.2. Indeed, it is seen in Figure 3.6 that the measured natural resonant frequency of the antenna is lower by approximately 0.5% in comparison to the simulated result. This disproves the hypothesis and shows that the simulations will only reveal approximate results when optimizing the input impedance of the antenna. Table 3.5 summarizes the simulated and measured results for the input impedance at 866 MHz. However, the gain figures obtained by simulation agree very well with the measurement results discussed in Section 3.4.3. A comparison is shown in Figure 3.10. Please note that for both, the simulation and the measurement perfect matching of the antenna is provided. The actual input impedance of the antenna thus does not affect the gain and efficiency figures of the antenna.

3.4 Measurements

3.4.1 HF measurements

Antenna characteristics in the HF band were determined in a transmission experiment. The dual-band antenna was positioned coaxially to a wide-band test antenna.
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(16 turns, coil diameter 67.5 mm) at a distance of 30 mm. The open circuit voltage at the tag antenna terminal was measured to determine the self resonant frequency $f_{0,\text{HF}}$ and the quality factor $Q_{\text{HF}}$. A 3.3 pF capacitor was inserted between the antenna and the measurement cable to minimize influence of cable capacitance and measurement equipment. A self resonant frequency of $f_{0,\text{HF}} = 13.49$ MHz and a maximum quality factor of $Q_{\text{HF}} = 54.1$ was determined. This shows that an HF performance as good as that of single-band HF antennas can be achieved. Tuning the quality factor to the optimum of $Q_{\text{HF}} = 40$ can be achieved by reducing the conductor width of the outer HF antenna coil turns. The resonant frequency can be adjusted by changing the length of the conducting strips formed by the top metallization or—equivalently speaking—changing the capacitance of $C_1$, $C_2$, and $C_3$. An input impedance measurement with a vector network analyzer was additionally performed to verify the results from the quality factor measurement (Figure 3.5). Also, from that measurement the equivalent parallel resonant circuit elements $R_{\text{Par}}$, $L_{\text{Par}}$, and $C_{\text{Par}}$ of the antenna coil were determined by curve fitting. The results are summarized in Table 3.6.

![Figure 3.5: HF: Real and imaginary part of measured antenna input impedance versus frequency.](image)

### 3.4.2 UHF impedance measurements

A preliminary impedance measurement in the UHF band was performed by means of a vector network analyzer. The antenna was therefore directly connected to the
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Table 3.6: Characteristics of the HF coil winding.

<table>
<thead>
<tr>
<th>coil property</th>
<th>symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>equivalent parallel resistance</td>
<td>$R_{\text{Par}}$</td>
<td>10.1 kΩ</td>
</tr>
<tr>
<td>equivalent parallel inductance</td>
<td>$L_{\text{Par}}$</td>
<td>2.2 µH</td>
</tr>
<tr>
<td>equivalent parallel capacitance</td>
<td>$C_{\text{Par}}$</td>
<td>63.1 pF</td>
</tr>
<tr>
<td>center frequency</td>
<td>$f_{0,\text{HF}}$</td>
<td>13.49 MHz</td>
</tr>
<tr>
<td>quality factor</td>
<td>$Q_{\text{HF}}$</td>
<td>54.1</td>
</tr>
</tbody>
</table>

Figure 3.6: UHF: Real and imaginary part of measured and simulated antenna input impedance versus frequency.

measurement device via a thin coaxial cable. The author is aware that such a measurement will not give accurate measurement results because of interference of the radiating field with the measurement cable. However, the results show the principal characteristics of the input impedance versus frequency.

For this impedance measurement, the shield and the center conductor of the coaxial measurement cable were soldered to the outer and inner ring of the antenna, respectively. The measurement cable extends along the antenna plane to minimize proximity effects. The electrical length of the measurement cable is deembedded during the calibration process. Figure 3.6 shows real and imaginary part of the input impedance $Z_{\text{UHF}}$ versus frequency.

For the CTS28 antenna variant a self resonant frequency of $f_{0,\text{UHF}} = 875.9$ MHz was achieved by a resonator circumference of 171.8 mm. It is also seen from Fig-
Figure 3.6 that for frequencies below $f_{0,\text{UHF}}$, the input reactance $\text{Im}(Z_{\text{UHF}})$ shows inductive behavior and the input resistance $\text{Re}(Z_{\text{UHF}})$ decreases as discussed in Section 3.2.4.

A more accurate input impedance measurement at a single frequency was performed in the course of the gain measurement procedure [64]. The impedance is obtained by a load-pull measurement with a small, battery-powered oscillator that is equipped with a tunable matching network. A detailed description of this new method can be found in Section 5. The input impedance of the CTS28 dual-band antenna determined in this way is $Z_{\text{Ant}} = (66 + 176j) \Omega$. It was shown by experiments that this antenna matches its designated transponder chip prototype that was produced and packaged by Infineon very well. An improvement of power delivered into the chip could neither be achieved by moving the transponder chip away from its optimum position along the slot-line resonator, nor by readjusting the frequency—which is equivalent to resizing the slot-line resonator length.

### 3.4.3 UHF gain measurements

In this section, measurement results for three versions of the dual-band antenna are presented and compared to a generic single-band loop slot antenna (CTS29) that uses up a comparable amount of space. A precision dipole antenna is used as a reference in the measurement procedure. From the measurement results conclusions are drawn for the performance penalties of the dual-band design. The characterized prototypes are a

- loop slot antenna with all modifications done for the dual-band antenna, but without the HF coil winding (CTS27), a
- dual-band antenna variant with the HF coil at the circumference of the available space (CTS28), and a
- dual-band antenna variant with the HF coil inside the cutout of the loop slot antenna (CTS35).

All antennas are characterized with a new gain measurement procedure that was specifically developed for the measurement of small and low gain antennas (Chapter 5). With this method gain can be measured as a function of the polar and the azimuth angle. From the results the antenna efficiency is computed by integration of the measured gain with respect to the surface of a sphere (see Section 5.1).

A cable that connects the antenna with the measurement equipment introduces the following disadvantages when characterizing an RFID tag antenna:
3.4 Measurements

Figure 3.7: Dual-band tag antenna prototype with battery driven oscillator (actual size).

- Currents induced along the shield of the measurement cable will corrupt the measurement of directional pattern and of the input impedance. In particular, these currents will seriously impair the measurement results for small, and low-directivity antennas.

- A measurement cable complicates antenna pointing when 3D radiation patterns are to be determined.

To avoid these drawbacks, gain measurements were performed with a miniaturized, battery-driven, crystal-stabilized oscillator that generates a sinusoidal transmit signal directly at the antenna. A tunable matching network built into the oscillator unit provides a source impedance equal to the complex conjugate input impedance of the antenna. Prior to the characterization of each antenna variant, this matching network was tuned to deliver all the available oscillator power to the antenna. This was done by adjusting two capacitors included in the oscillator's matching network with a ceramic tuning tool. Optimum matching was achieved by maximizing the radiated power that was measured with a pickup antenna. After each gain measurement the available oscillator power was determined by using the measurement procedure described in Section 5.5. Figure 3.7 shows the dual-band antenna with the battery driven oscillator. For characterization the antenna was clamped into a polystyrol foam test fixture.

A precision, low-loss half-wavelength dipole that was fed by an identical oscillator was used as a reference antenna. From the results for the dipole, the measurement setup was calibrated to obtain a dipole efficiency of 100%. Gain figures were then determined by comparing all other antenna prototypes with the results for the dipole. A more detailed description of the gain measurement method can be found in Section 5.6.
At first, the antenna version without the extra HF coil turns (CTS27) was characterized. A maximum gain of \(-1.98\) dBi (gain compared to the isotropical radiator) was determined for this variant. Compared to the well optimized single-band shorted loop slot antenna with a measured gain of 0.02 dBi, a gain reduction of 2 dB is encountered. The reason for this is that the focus of the dual-band antenna design was put on the HF antenna performance. The gain reduction is explained as follows:

- The small slot width (1 mm) leads to high surface currents along the edges of the slot line resonator and thus to increased losses. A widened slot is not favored because it would increase the overall size of the antenna and decrease the area covered by the innermost winding of the HF coil antenna.

- Confinement of the ground plane (3 mm for CTS27 compared to 6.9 mm for CTS29) reduces the directivity of the antenna and causes a more omnidirectional radiation pattern which has an impact on the maximum gain.

- Removing the metal area in the center of the bottom metallization and replacing it with a bypassing strip concentrates the surface current into a small cross-section which also increases losses.

At this point it is obvious that—in comparison to a generic shorted loop slot antenna—some of the gain reduction can be recovered at the cost of overall antenna size and HF performance by widening the slot width, increasing the ground plane size, and introducing more than one bypassing strips. Whether this is practical or not depends on the requirements that are defined by the application.

The characterization of the dual-band antenna with the HF coil turns around the loop slot antenna (CTS28) revealed a maximum tag antenna gain at UHF of \(-4.75\) dBi. Obviously, induced currents in the outer HF winding cause an additional loss of UHF performance by approximately 2.8 dB. The last variant of the dual-band antenna with the HF coil turns on the inside of the loop slot antenna (CTS35) shows slightly different gain figures, but identical efficiency when compared to CTS28. The hypothesis that losses in the coil can be reduced by moving the HF coil turns to the inside of the cutout is thus disproved. A possible reason is that one more HF coil turn is necessary to maintain the resonant frequency at HF, and that losses caused by induced currents in this additional turn compensate the expected improvement. However, the required area of the last antenna variant is reduced by 24% in comparison to CTS28. It is also seen that CTS35 tends to radiate a more pure vertical polarization. The cross polarization ratio of CTS35 is higher by 6 dB.

The measured gain patterns for horizontal and vertical polarization (compared to the isotropic radiator) of all antennas are given in Figure 3.8, Figure 3.9, Fig-
Figure 3.10, and Figure 3.11. For reference, the gain pattern of the dipole is shown in Figure 3.12. Additionally, in Figure 3.10, the simulated gain of CTS28 is given.

Table 3.7 compiles the measurement results of the reference dipole and the selected antenna variants. All gain figures relate to gain compared to an ideal isotropic radiator. They are normalized to the power accepted by the antenna, which is a direct result of the perfect matching of the antenna with its test signal source. The antenna efficiency relates to the ratio between radiated and accepted power. It is also a property of the antenna only and does not consider the matching situation. The cross polarization ratio is computed as the total power radiated in vertical polarization divided by the total power radiated in horizontal polarization.
Figure 3.8: Measured gain of the single-band loop slot antenna CTS29 in horizontal and vertical polarization at UHF. The upper plots show the gain in the xy-plane with respect to the azimuth angle starting at the x-axis. The xz-plane plots are drawn versus the polar angle starting at the z-axis (see Figure 3.1).
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Figure 3.9: Measured gain of the dual-band antenna with HF winding removed (CTS27) in horizontal and vertical polarization.
Figure 3.10: Measured and simulated gain of the dual-band antenna with HF winding outside (CTS28) in horizontal and vertical polarization. The dashed line represents the simulation result. Apart from a tilt of some few degrees that is caused by imperfect orientation of the antenna in the rotation unit, the measured and simulated results for the gain pattern agree with an accuracy of approximately 1 dB.
Figure 3.11: Measured gain of the dual-band antenna with HF winding inside (CTS35) in horizontal and vertical polarization.
Figure 3.12: Measured gain of the reference dipole in horizontal and vertical polarization. The dipole is aligned in parallel to the $z$-axis.
### 3.5 Summary

A new antenna structure operating in both, the HF and the UHF band, was found. The antenna structure consists of a shorted loop slot antenna serving the UHF band and a coil antenna serving the HF band. It was explained how the antenna can be matched to state-of-the-art tag chips by tuning a few geometric parameters. A very thin and flexible laminate was used to allow easy integration into product packaging.

A simplified planar simulation model for the dual-band antenna was set up to determine the effects of the geometric parameters and to predict the antenna’s radiation behavior. For verification, some antenna variants—two for dual-band operation and two without HF capabilities—were picked and investigated. By measurement, a comparison to conventional single-band antennas showed that performance at UHF is degraded by some few dB, while performance at HF is very well preserved. The possibilities and limits in finding a trade-off between HF and UHF performance for a given application are explained. For this dual-band antenna, a U.S. patent [65] was filed.

<table>
<thead>
<tr>
<th>antenna type</th>
<th>Dipole</th>
<th>CTS29</th>
<th>CTS27</th>
<th>CTS28</th>
<th>CTS35</th>
</tr>
</thead>
<tbody>
<tr>
<td>max. total gain</td>
<td>2.09 dBi</td>
<td>0.02 dBi</td>
<td>-1.98 dBi</td>
<td>-4.75 dBi</td>
<td>-5.51 dBi</td>
</tr>
<tr>
<td>max. vertical gain</td>
<td>2.08 dBi</td>
<td>-0.02 dBi</td>
<td>-2.53 dBi</td>
<td>-5.50 dBi</td>
<td>-5.53 dBi</td>
</tr>
<tr>
<td>max. horizontal gain</td>
<td>-19.92 dBi</td>
<td>-10.48 dBi</td>
<td>-8.12 dBi</td>
<td>-9.90 dBi</td>
<td>-15.06 dBi</td>
</tr>
<tr>
<td>antenna efficiency</td>
<td>0.0 dB</td>
<td>-3.64 dB</td>
<td>-5.66 dB</td>
<td>-8.44 dB</td>
<td>-8.47 dB</td>
</tr>
<tr>
<td>cross polarization ratio</td>
<td>26.28 dB</td>
<td>11.13 dB</td>
<td>6.72 dB</td>
<td>5.57 dB</td>
<td>11.67 dB</td>
</tr>
</tbody>
</table>
4 An interrogator antenna with high transmit to receive separation

In this chapter an antenna is described that allows simultaneous transmission and reception in the same frequency band. Circular polarization is employed for a most reliable communication with RFID transponders that typically have linearly polarized antennas. To achieve high separation between transmitted and received signals, a square patch antenna originally transmitting horizontally and vertically polarized radiation is combined with a 3 dB-hybrid circuit. With this hybrid circuit the antenna can simultaneously radiate a right-hand circularly polarized wave and receive a left-hand circularly polarized wave. Furthermore, the transmit signal that is unintentionally leaking into the receive path can be compensated by tuning the hybrid circuit with two variable capacitance diodes. At 866 MHz a maximum Tx/Rx-separation of 65 dB was achieved in a static scenario. In a time variant indoor scenario with a metal object moving on a conveyor belt a Tx/Rx-separation of more than 52 dB was achieved by continuously tuning the hybrid circuit with a minimum-search algorithm.

Original publications related to this chapter


4.1 Motivation

Antennas that are simultaneously used for transmitting and receiving signals at one single carrier frequency are required in a variety of applications like radar or RFID. In RFID applications power and data are transmitted in the same frequency band.
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Transponders have to be continuously supplied with power radiated by the reader antenna—also during data transmission from the transponder to the reader. This data transmission is achieved by a modulation of the transponder antenna load which intelligibly causes a very weak returned signal—at least in comparison to the power continuously radiated to supply the transponder. Thus, an important property of an RF-frontend or an antenna used for RFID readers is its ability to separate the received from the transmitted signal (Tx / Rx-separation $\alpha$). The following options are commonly used to achieve Tx / Rx-separation:

- A directional coupler or a circulator can be used to separate the incident and the reflected wave at the antenna port. Imperfect matching—which comes along with every antenna—causes some of the transmit power to be reflected at the antenna input. Thus, with a directional coupler or a circulator the Tx / Rx-separation is limited to the antenna’s return loss. A tunable antenna [66] might bring an improvement, but a further degradation of performance can be expected from the imperfect coupler or circulator. Typically, only a Tx / Rx-separation of $\alpha < 20$ dB can be achieved.

- Antennas that transmit and receive waves with different polarization are usually a better choice to achieve decent Tx / Rx-separation. Such antennas have more ports—one for vertical and one for horizontal polarization, for instance—and are optimized for high cross-polarization ratio. Often, hybrid circuits are used to feed such antennas which provides different polarization modes [67, 68, 69]. Tx / Rx-separation of $\alpha \approx 30$ dB can be achieved with such antennas [70].

- If Tx / Rx-separation is to be improved beyond that, active decoupling methods are necessary. Basically, a version of the transmitted signal that can be adjusted in delay and amplitude is added to the signal returned from the antenna. If delay and amplitude are correctly set, the transmit signal that leaks into the receive output is canceled [71, 72].

For best Tx / Rx-separation as required in future RFID applications, I combined a dual-polarization antenna with an active Tx / Rx-decoupling circuit. The decoupling circuit is directly mounted on the antenna.

The operation principle of the antenna is described in Section 4.2. A modified 3 dB-hybrid circuit presented in Section 4.3 is used to feed a dual-polarized microstrip patch antenna. The hybrid can be connected to the transmit output of an RFID frontend. The receive output of the hybrid then provides the received signal to the frontend. Simulations and measurement results of a first prototype of the hybrid circuit are also presented in Section 4.3. Radiation is generated by a microstrip patch antenna that has two ports for horizontal and vertical polarization. Design and simulation of the bare patch antenna are given in Section 4.4.
The control hardware that is used to adjust the tuning of the antenna is briefly described in Section 4.5. With this hardware, the performance of the antenna together with the hybrid circuit is then determined by measurement. Results for static and time variant scenarios are given in Section 4.6. Methods for optimizing the antenna for RFID systems are described in Section 4.7. Section 4.8 discusses the applicability and benefits of the antenna in future RFID systems and draws conclusions.

4.2 Antenna principle

Since in RFID systems circularly polarized radiation is favored to account for the unknown orientation of transponder antennas (see Section 1.3.3), an antenna was built that transmits right-hand circularly polarized waves and receives left-hand circularly polarized waves. This is achieved by a combination of a cross-polarized antenna originally radiating horizontal and vertical polarization and a 3 dB-hybrid circuit. The basic property of the hybrid is splitting the power incident at one of its ports into two equal parts with a phase difference of +90° or −90°—depending on which port was chosen. This can be exploited to achieve right-hand and left-hand circular polarization by using a dual-input cross-polarized antenna. Due to the theorem of reciprocity, the antenna with the hybrid can be used to either transmit or receive circularly polarized radiation. For this application a right-hand circularly polarized wave is radiated by applying power to the first port of the hybrid. The second port of the hybrid on the other hand will be used to receive a left-hand circularly polarized wave.

If the hybrid circuit and the antenna inputs are well matched and the antenna is operating in free space—ideally—no power is present at the left-hand circular port when transmitting on the right hand-circular port of the hybrid. In practice however, a Tx/Rx-decoupling of approximately 30 dB has been achieved with a generic hybrid circuit and a square patch antenna built in house. The measurement was carried out in an anechoic chamber.

In the real world, manufacturing tolerances and—more importantly—the reception of electromagnetic waves that are reflected at objects in the proximity of the antenna impair the Tx/Rx-separation. It is in the nature of RFID systems that the environment around the antenna changes versus time. Consequently, the signal power at the receive port changes as well and makes the detection of a weak signal returned by a transponder more difficult. In this case the Tx/Rx-separation can be improved by adaptively tuning the hybrid circuit.
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4.3 Tunable hybrid

The use of variable capacitance diodes inserted into hybrid couplers has been known for long. Most recent advances are presented in [73], where the center frequency of a coupler is adjusted to allow switching between several narrow frequency bands. Varactor diodes were also used in a hybrid circuit by Ferrero [74] to reconfigure an antenna to allow different polarization modes. In this work however, the maximization of the Tx/Rx-separation of an antenna is achieved by inserting two variable capacitance diodes into a hybrid circuit. By applying two independent reverse voltages to the varactors the RF signals that are passing through them can be controlled separately. The diodes are placed across gaps in each of the two transmission lines of the hybrid that lead to the receive port (see Figure 4.1). Furthermore, the diodes are placed a quarter wavelength apart from each other (equivalent to a 90° phase shift) which enables to separately control the in-phase and the quadrature component of the signal that is coupled from the transmit port to the receive port of the hybrid. The control voltages are applied to the diodes by quarter wavelength transmission lines that isolate the RF signal from the control voltage source. With every diode there is also a bypass capacitor that blocks the control voltages from the ports of the hybrid.

For monitoring the power at the receive port, a power detector is placed in the corresponding corner of the hybrid. The detector provides an output voltage that is proportional to the logarithm of its input power. This output voltage can be used to optimize the Tx/Rx-separation by controlling the varactor voltages automatically by a minimum-search algorithm.

4.3.1 Simulation

The hybrid coupler that consists of a printed circuit board was simulated in ADS (Advanced Design System by Agilent Technologies). To allow a cancelation of signals with arbitrary phase shift and power at the antenna output, the coupler was investigated in ADS and optimized in its dimensions. Figure 4.2 shows the schematic used for simulation. The varactor diodes were modeled as ideal capacitors (C1 and C2). The coupler was then optimized to work similar to a generic hybrid with both varactors set to the middle of their tuning range. The full tuning range of the varactors allows to couple a small part of the transmit signal to the receive port with any phase shift between 0° and 360°. The maximum power of this coupled signal is approximately 20 dB below the input signal power. This allows to fully compensate a similarly weak parasitic signal that is leaking into the receive port by adjusting the two varactor voltages. With this arrangement, imperfections of
Figure 4.1: Tunable 3-dB-hybrid circuit (actual size). The Tx-input connector is on the lower left (port 1), the Rx-output connector is on the upper left (port 2). The vertical and horizontal input of the cross-polarized antenna is wired to the upper right and the lower right connector, respectively (port 3 and port 4). The power detector is seen in the upper left corner of the hybrid. Varactor diodes are placed in the middle of the upper and in the middle of the left transmission line of the hybrid. Thin meandered quarter-wave microstrip-lines are used to apply the control voltages to the varactors. The connector in the center is used to interface to an automatic tuning hardware.

the patch antenna as well as received sinusoidal signals caused by reflection of the radiated signal in space can be compensated.

Figure 4.3 shows the simulated result of the transmission coefficient $S_{21}$ that represents the magnitude and phase of the signal that is coupled from the transmit input (port 1) to the receive output (port 2) of the hybrid. $S_{21}$ is plotted versus a sub-range of the capacitance of the varactor diodes (C1 and C2). It is seen that tuning the two diode capacitances modulates $S_{21}$. The trajectories associated with the two diode capacitance values and hence with the tuning voltages applied to the diodes are quite orthogonal. This is a consequence of the diode placement within the circuit and a very important attribute of the coupler. If mutual interference between the effects of the two diode voltages is low then simple algorithms can be found to automatically tune the hybrid circuit.
Figure 4.2: Schematic of the tunable hybrid circuit used for simulation.
Figure 4.3: Simulation result for the transmission coefficient between input and output port ($S_{21}$) versus varactor diode capacitances. Red lines indicate constant $C_1$, blue lines indicate constant $C_2$.

The integration of the varactor diodes into the hybrid circuit led to an aggravation of matching at the input and the output port. Sound matching could be restored by placing two low-impedance microstrip lines in front of the input and output of the hybrid circuit. In Figure 4.1 these lines extend to the left of the hybrid. In the schematic used for simulation (Figure 4.2) they are named TL7 and TL8. The effect of these additional transmission lines is shown in Figure 4.4. At 866 MHz, $S_{11}$ is improved from $-16$ dB to $-25$ dB and $S_{22}$ is improved from $-11$ dB to $-14$ dB. The effect on $S_{21}$ is negligible. A comparison of simulated and measured results for the tuned hybrid circuit is given in Figure 4.5.
Figure 4.4: Comparison of input and output port matching with and without additional low-impedance microstrip lines.
4.3.2 Measurement

For testing, a version of the tunable hybrid with SMA connectors was manufactured and characterized with a 4-port vector network analyzer. Prior to the measurement, the hybrid was tuned to achieve best isolation at 866 MHz. The measured scattering parameters of the hybrid circuit at 866 MHz are

\[
S = \begin{pmatrix}
-38.1 \text{ dB} & -52.1 \text{ dB} & -4.0 \text{ dB} & -3.3 \text{ dB} \\
-68.8 \text{ dB} & -11.1 \text{ dB} & -4.0 \text{ dB} & -4.5 \text{ dB} \angle -168.8^\circ \\
-4.0 \text{ dB} \angle 95.7^\circ & -4.0 \text{ dB} & -15.1 \text{ dB} & -27.2 \text{ dB} \\
-3.3 \text{ dB} \angle 166.1^\circ & -4.5 \text{ dB} & -28.2 \text{ dB} & -24.0 \text{ dB}
\end{pmatrix}
\]

where port 1 is the transmit input and port 2 is the receive output. The cross-polarized antenna is connected to port 3 and port 4. The less relevant S-parameters are shown in grey.

From the S-parameters it can be seen that the hybrid circuit introduces only losses of approximately 1 dB for the transmit and also for the receive path. This shows that a very power efficient tuning of the branch line coupler is achieved. The losses caused by the varactor diodes in the receive path are similar to the losses caused by the microstrip lines in the transmit or in the receive path. Furthermore, there is a slight deviation from the expected 90° phase shift between the two antenna ports. In practice, this will result in a not perfectly circularly polarized transmitted and received wave. However, the cross-polar discrimination is still 15 dB for transmitting and 16 dB for receiving [75]. For RFID applications where the circular polarization is only required to gain independence of the transponder’s orientation, this is fairly enough.

Figure 4.5 shows the measured and simulated reflection coefficients at input (\(S_{11}\)) and output (\(S_{22}\)) as well as the transmission coefficient \(S_{21}\) versus frequency. At 866 MHz a high isolation between the input and the output port is achieved. The simulation result for \(S_{21}\) also agrees very well with the measurement.
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Figure 4.5: Measured and simulated S-parameters of the tuned hybrid versus frequency.

4.4 Square patch antenna

A microstrip square patch antenna with air dielectric that radiates horizontally and vertically polarized waves was built. The two ports of the antenna are connected to the patch by probe feeds and excite two orthogonal modes of oscillation of the patch. The positions of the feeding points were determined by simulation of the antenna in HFSS v11. To obtain a most efficient design, a new version of the hybrid coupler was developed that can be directly mounted at the back of the antenna’s ground plane. Figure 4.6 shows the structure of the antenna with the circuit board mounted at its back side. With this arrangement the patch can be directly connected to the antenna ports of the hybrid by two conducting bolts that are fed through the ground plane of the antenna. The input impedance of the patch antenna was optimized to 50 Ω. The component side of the tunable hybrid circuit was chosen as the reference plane for impedance optimization. The effects of the two bolts connecting to the patch are thus considered in the impedance optimization.
Figure 4.6: Structure of the square patch antenna with the hybrid coupler mounted directly at the back of the antenna’s ground plane. The bolts connecting the patch with the hybrid circuit are shown in red. The circuit board is drawn in green. In the right drawing the patch is displayed with 50\% transparency to display the feeding bolts.
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Figure 4.7: Simulated input reflection coefficient $S_{11}$ of one input of the square patch antenna in dB.

4.4.1 Simulation

Figure 4.6 shows the simulation model of the patch antenna. The patch consists of 1.5 mm aluminum sheet metal. The 30 cm by 30 cm ground plane has a thickness of 3 mm. Sufficient bandwidth was obtained with a distance of 8 mm between the ground plane and the patch [76]. By simulation, a center frequency of 866 MHz was obtained for a patch dimension of 158 mm by 158 mm. Matching to 50 Ω is best at a feed point offset of 33 mm measured from the patch center. In both polarization modes the antenna has a maximum simulated gain of 9.5 dBi and a half power beam width of 58° in the respective E-field direction and 64° in the respective H-field direction. With the aluminum conductors, its efficiency is expected to be higher than 95%. The simulated input reflection coefficient of one of the antenna inputs is presented in Figure 4.7. From the result, a bandwidth\(^1\) of 24.5 MHz was computed. The simulation results were confirmed by a measurement of the port impedance with a vector network analyzer. Therefore, a flange SMA connector was mounted to the back of the manufactured antenna instead of the printed circuit board. With this, a center frequency of 864 MHz and a bandwidth of 24.3 MHz was determined for the manufactured antenna.

\(^1\)Bandwidth where the reflection coefficient at the antenna input is smaller than $-10$ dB.
4.5 Automatic tuning hardware

This hardware consists of a circuit featuring a microprocessor with analog to digital (AD) and digital to analog (DA) converters. The AD converter samples the output voltage of the power detector with 10 bit resolution \( U_{\text{LSB,AD}} = 3.2 \text{ mV} \). Two 12 bit DA converters provide the control voltages for the diodes. An operational amplifier sets the voltage range of \( U_1 \) and \( U_2 \) to 0..30 V \( (U_{\text{LSB,DA}} = 7.3 \text{ mV}) \). In software, a modified gradient algorithm that automatically tunes the hybrid circuit was implemented. Manual adjustment of the diode tuning voltages \( U_1 \) and \( U_2 \) is also possible with a dial wheel. A photograph of the automatic tuning hardware is shown in Figure 4.8.

4.6 Performance testing

By measurement in an anechoic chamber the basic behavior of the cross-polarized microstrip patch antenna with the hybrid circuit attached was determined. Therefore, the detector power—or equivalently speaking the power at the receive port—
An interrogator antenna with high transmit to receive separation was measured versus the varactor tuning voltages $U_1$ and $U_2$. In Figure 4.9 it is seen that a minimum detector power of $P_{\text{Detector}} = -55.7 \text{ dBm}$ is achieved at $U_1 = 8.86 \text{ V}$ and $U_2 = 10.88 \text{ V}$. The measurement was taken with a 10 dBm sinusoidal signal at the transmit port. Thus, a maximum Tx/Rx-separation of 65.7 dB was achieved in this static scenario.

It should be noted that the minimum power at the receive port might be much smaller than the detector readout. This is due to the limited dynamic range of the detector chip which has an RF input power range between $-60 \text{ dBm}$ and $0 \text{ dBm}$. In fact, measurements with a spectrum analyzer and manual tuning of the varactor reverse voltages led to a Tx/Rx-separation of more than 80 dB. Thus, great potential is seen in this design when equipped with a more sensitive power measuring device.

In time variant scenarios where objects moving in space introduce reflections, the varactor voltages $U_1$ and $U_2$ have to be continuously adjusted to keep the Tx/Rx-
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separation as high as possible. In the contour plot shown in Figure 4.9, time variance will cause a movement of the minimum power position.

Digital signal processing hardware was used to implement a simple minimum-search algorithm that continuously tunes the varactor voltages $U_1$ and $U_2$ based on the detector power $P_{\text{Detector}}$. Testing the automatic tuning algorithm was done with the following measurement procedure:

- The antenna with the tunable hybrid and the automatic tuning circuit was mounted on a pole in an anechoic chamber.

- 15 cm in front of the antenna a half-wavelength copper strip mounted on a conveyor belt was placed. This metal causes a very strong reflected signal and is used to fathom the antenna performance. When the conveyor belt moves, the metal sweeps past the antenna. At $x = 0 \text{ m}$, the metal resides directly in front of the antenna.

- The transmit port of the antenna is fed with a 10 dBm sinusoidal signal.

- The power at the receive port was recorded by reading the detector voltage while the metal was swept past the antenna.

- The conveyor belt with the metal was moved from $x = -0.5 \text{ m}$ to $x = 0.5 \text{ m}$ twice. First with constant varactor voltages that were tuned to achieve best Tx/Rx-separation in the empty chamber. This case is equivalent to a patch antenna fed by a generic hybrid circuit that is optimized to have best Tx/Rx-separation in free space. In the second sweep, the hybrid circuit was continuously adjusted by tuning the varactor voltages with a minimum-search algorithm.

The result of the measurement is seen in Figure 4.10. For the case with constant varactor voltages, a 45 dB variation of received power is encountered while the reflecting metal is moving. Especially at $x = 0 \text{ m}$, where the reflecting metal is closest to the antenna, a strong signal is present at the receive port. Still, a Tx/Rx-separation $\alpha$ of 20 dB is retained. This is due to the highly optimized antenna and hybrid circuit.

Secondly, during the sweep with the continuous minimum-search algorithm switched on, the detector power remains below $-42 \text{ dBm}$. With the transmit power set to 10 dBm, this corresponds to a Tx/Rx-separation $\alpha$ well above 52 dB. This is an improvement of 32 dB compared to fixed varactor voltages (or a perfectly well built generic antenna of this kind). The ripple in the detector power is caused by the minimum-search algorithm. It will be possible to reduce this ripple to less than 1 dB by implementing a better algorithm. With this, a Tx/Rx-separation of approximately 60 dB will be achieved.
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In Figure 4.11 the varactor tuning voltages $U_1$ and $U_2$ are shown as a function of conveyor belt position $x$. Four test scenarios have been characterized. First, a metal reflector was placed on the conveyor belt. Because the reflected signal that has to be canceled by the hybrid circuit is strong, the varactor voltages vary most for this test case. Furthermore one single RFID transponder was put on the conveyor belt. Since the signal reflected by this tag is by far weaker than the signal reflected by the metal, the varactor tuning voltages vary less. A similar result is obtained with six different transponders attached to the conveyor belt with some 80 mm distance from each other. For reference, a measurement with the empty conveyor belt is also shown. During all four measurement runs, the Tx/Rx-separation remained well above 52 dB.

4.7 Considerations for automatic tuning

With this antenna an improvement in reading RFID transponders is achieved because imperfections of the antenna itself as well as parasitic sinusoidal signals that fade in and out versus time are suppressed. The response of a transponder on the other hand is a fastly modulated reflected signal only present for a short period of time. Of course—in theory—a very fast minimum-search algorithm could cancel
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Figure 4.11: Automatically tuned varactor voltages $U_1$ and $U_2$ during test runs with a metal reflector, one single RFID transponder, and 6 transponders positioned next to each other on the conveyor belt passing by the antenna. For reference, a measurement with the empty conveyor belt is also shown.

the response caused by a transponder too. However, if the designer of the algorithm has good knowledge of the temporal behavior of the scenario, a minimum-search algorithm can be parameterized that levels out reflected signals that do not carry information, while letting signals returned by transponders pass directly to the receive port. Another option is of course to halt the minimum-search algorithm for the period of time where a tag’s response is expected (e.g. after an inventory command) and engage it afterwards. This also eliminates possible interference of the minimum-search algorithm during a tag’s response. Whichever way is preferred, the result is that the superimposed carrier signal is strongly reduced while the transponder’s response passes directly to the receive port. This makes the detection of the weak returned transponder signal a lot easier.
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4.8 Summary

The employment of this antenna with high Tx / Rx-separation in an RFID system enables to receive weak signals returned from transponders at less effort compared to conventional techniques like active carrier cancelation. This allows cheaper RF-frontends because an expensive circulator or directional coupler are not required and—as long as digital signal processing hardware is used—less dynamic range is needed at the receiver. Furthermore, the suppression of the transmitted signal is directly done at the antenna where the received signal has the best signal-to-noise ratio. With a low-noise amplifier directly connected to the receive port of the tunable hybrid circuit this signal-to-noise ratio can be well preserved, even if the antenna cable leading to the RFID reader frontend is long and lossy.
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It was shown by numerous authors that the characterization of RFID transponder antennas that are favored to be small, have low gain, and show a strongly reactive input impedance, is far from trivial. In this chapter a method is presented that utilizes a small, highly-stable, battery-driven signal source to generate a sinusoidal transmit signal directly at the transponder antenna. The signal source is equipped with a tunable matching network that allows to determine the antenna impedance by a source-pull measurement. Also, with this autonomous signal source it is possible to perform accurate 3D gain measurements by means of a two axis rotation apparatus. From the measurement results the directional pattern and the antenna efficiency are derived. For verification, I perform a test measurement of a half-wavelength dipole and find good agreement of measured and theoretical data.

Original publications related to this chapter


5.1 Motivation

It has been published in numerous articles that the characterization of directional pattern and input impedance of small antennas is far from trivial [77, 78]. The main reason is that a measurement cable leading to the antenna-under-test has
to be avoided because it carries common-mode currents that may cause radiation by far stronger than the original radiation of the antenna. The fact that in RFID technology, antennas are not only small but also lossy due to low-cost manufacturing processes, makes the characterization of such antennas particularly difficult.

In [79] a method specific for antennas used in mobile equipment is presented. A small, battery-powered VCO\(^1\) is used to generate a CW\(^2\) signal directly at the antenna. Since antennas in mobile equipment are operated by an RF frontend typically presenting a 50 Ω impedance, matching issues are not considered in detail. Although maximum gain and efficiency of the antenna can be determined with the method in [79], the directional pattern is left unexplored.

A more advanced method that uses fiber optics instead of a measurement cable is presented in [80]. This is a very promising approach because it allows to determine gain, phase patterns, and also the input impedance. On the downside, the assembly needed at the antenna site is by far too large to apply this method to RFID transponder antennas.

A very interesting approach to measure the input impedance of RFID tag antennas is given in [81]. The impedance is determined from measurements of the antenna in a transverse electromagnetic (TEM) cell. For calibration, reflection measurements are carried out for which the transponder antenna is loaded with different calibration standards and placed in the cell. In a next step, tag antennas that are loaded with transponder chips are measured and from the results the antenna impedance is calculated. However, to my understanding, the results depend on the accuracy of the chip impedance which has to be known or characterized separately.

Input impedance measurements are also shown in [82], where an on-wafer-prober is modified to characterize planar antennas. The authors put the antenna on a styrofoam spacer and use absorbing material to reduce the impact of the on-wafer-prober and the probe-head metal. Still, it is argued that the probe head influences the measurement results.

I propose to characterize gain and input impedance of RFID tag antennas by means of a small, battery-driven oscillator that is mounted directly on the antenna and generates a sinusoidal transmission signal at 864 MHz. The oscillator is equipped with a tunable matching network that allows power matching with the antenna (Section 5.4). With this tunable signal source, the antenna's input impedance can be determined by a source-pull method (Section 5.5).

---

\(^{1}\) VCO: voltage controlled oscillator
\(^{2}\) CW: continuous wave
For the directional pattern measurement, the autonomously operating oscillator supplies the tag antenna with RF power. The antenna is thus operated autonomously without the disturbance of a measurement cable. Section 5.2 describes the gain measurement and also shows how to compute the antenna efficiency from the results. The apparatus that allows to automatically rotate the antenna around two axes is discussed in Section 5.3. The method is verified with a test measurement of a half-wavelength dipole presented in Section 5.6. The measured characteristics of the dipole agree very well with the theoretical data.

5.2 Directional pattern and antenna efficiency measurement

This section discusses a characterization method that allows proper measurement of directional pattern, gain, and efficiency of transponder antennas.

The fact that transponder antennas have to be low cost often rules out the use of quality materials and a precision manufacturing process like etched copper. In addition to that the antennas are preferred to be small. These constraints have an impact on the antenna efficiency which is often below 30%. Furthermore, the radiation pattern of small antennas approaches that of a Hertzian dipole which means that there is no substantial directivity. When a cable is used to connect such an antenna with measurement equipment, common mode currents will be induced along the cable. These currents will much more seriously corrupt the measurement results of a low directivity antenna than observed with a highly directive antenna. A small, high-quality balun might reduce this problem if the cable extends exactly along the antenna’s symmetry plane. Foregoing experiments in an anechoic chamber showed that if this is not the case, input impedance and radiation pattern measurements are not reproducible. Surrounding the cable with absorbing material reduces common mode currents which improves the accuracy of the input impedance measurement. On the other hand the absorbing material drains energy from the field which leads to inaccurate gain and efficiency figures.

Results that reveal the characteristics of the antenna when combined with a transponder chip and placed in a certain environment can thus only be achieved by a measurement that does not require a cable [83, 84]. The gain can therefore best be measured by the use of a small, autonomous calibrated receiver or transmitter that is directly connected to the transponder antenna. With the battery powered oscillator described in Section 5.4 such a calibrated transmitter was made available.
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Once a gain measurement is set up, the directional pattern of the antenna can be determined. This is done by rotating the antenna around two axes (azimuth and elevation) with an adequate angle increment and taking a series of gain measurements (see Section 5.3). To calculate the total radiated power, both the horizontally and the vertically polarized field components have to be determined. From these results the radiated power for each polarization is calculated according to

\[ P_{\text{Rad},i} = \int_0^{2\pi} \int_0^{\pi} P_{\text{In}} \frac{G_{\text{Iso},i}(\vartheta, \phi)}{4\pi} \sin(\vartheta) \, d\vartheta \, d\phi, \]

(5.1)

where \( G_{\text{Iso},i}(\vartheta, \phi) \) denotes the antenna gain for polarization \( i \) (horizontal or vertical) compared to the isotropic radiator and \( P_{\text{In}} \) denotes the power that is available at the antenna input [85]. The symbols \( \phi \) and \( \vartheta \) refer to the azimuth and the polar angle coordinate, respectively. Finally, the antenna efficiency can be calculated as

\[ \eta = \frac{P_{\text{Rad},\text{Hor}} + P_{\text{Rad,Ver}}}{P_{\text{In}}}. \]

(5.2)

5.3 Rotation unit

To automate antenna pointing, an apparatus was designed that incorporates an azimuth rotator that is placed on the floor of an anechoic chamber. On top of this rotator a tower made of polystyrol foam is mounted. The height of this tower is adjustable. The transponder antenna is attached to the elevation unit that consists of a stator and a rotor also made from polystyrol foam. Stator and rotor are connected by ball bearings that consist of polyurethane rings and glass balls. Attached to the rotor, there is a disc made from Rohacell that drives the rotor via a perlon cord that is moved by a stepper motor located at the bottom of the tower. This design offers the following advantages:

1. No conducting elements are included in the apparatus except for the ones located at the floor of the chamber which are “hidden” by pyramid absorbers.

2. There are no materials that show significant dielectric constants except for the small glass balls and polyurethane rings that are contained in the bearings.

This preserves the natural propagation of electromagnetic waves like in free space very well and thus enables exploring the radiation behavior of an antenna pointing in any direction. A photograph of the elevation unit that is located at the top of the tower is shown in Figure 5.1.

Please note that for the sake of simplicity of the apparatus, the dipole is mounted horizontally. This implies that the calibrated pickup antenna also has to be aligned horizontally to characterize the dipole’s radiation pattern for vertical polarization.
Consequently, rotating the tower axis modifies the polar angle $\vartheta$ whereas turning the rotor at the top of the apparatus modifies the azimuth angle of the dipole measurement.

Figure 5.1: Photograph of the rotation unit with the half-wavelength dipole and the test oscillator attached.

### 5.4 Small battery driven oscillator

The accuracy of the measurement mostly depends on the properties of the oscillator that has to provide

- sufficient output power to overcome noise at the receiver,
- stable frequency and power level, regardless of battery status and load situation,
- a matching network that is tunable to the complex conjugate of the antenna impedance,
- sufficient battery life to conduct the measurement procedure, and
Figure 5.2: Oscillator schematic. The stabilized voltage regulator is seen to the left and the oscillator chip with its components is drawn to the right. C7 and C8 can be tuned to match the source impedance with transponder antennas.

- it has to be small enough to maintain the electrical properties of the antenna-under-test.

The oscillator unit is built around a fully integrated PLL-stabilized oscillator chip TH72031 by Melexis Microelectronic Integrated Systems [86]. The chip contains a crystal oscillator that operates with an external quartz, a PLL unit that transfers the crystal frequency to 864 MHz, and a power amplifier that allows to set the output power to four different levels between $-12$ dBm and 9.5 dBm. The schematic of the oscillator unit is depicted in Figure 5.2.

At the output, the oscillator is equipped with a matching network that transforms the output impedance of the chip ($Z_{\text{osc pin7}} \approx (15 - 56j) \Omega$) to an impedance available at the oscillator’s output $Z_{\text{out}}$. The matching network consists of two inductors (L1 and L2) and two tunable capacitors (C7 and C8). By tuning the capacitors, the real and imaginary part of the output impedance of the oscillator can be adjusted. A miniature coaxial connector (W.FL series by Hirose Electric Co., LTD.) allows to connect the oscillator to measurement equipment or to an antenna with a thin coaxial cable. This cable introduces an electrical delay which leads to a transformation of the antenna impedance. For best matching, the output impedance of the oscillator $Z_{\text{out}}$ is therefore not the complex conjugate of the antenna impedance $Z_{\text{Ant}}^*$ but rather matched to the transformed version of the antenna impedance $Z_{\text{Ant}}^\prime$.

To further improve stability, a linear, low-dropout, low-noise, fixed voltage regulator (LP3984) was inserted to obtain a more stable 2 V supply voltage from the 3 V lithium button cell (CR1220, 25 mAh). The voltage regulator enables stable operation of the oscillator until the battery voltage drops below 2.0 V. Figure 5.3 depicts the oscillator’s frequency $f$ and output power $P$ versus time. It is seen that during
the first minute of operation the frequency varies slightly. This is due to thermal effects in the crystal oscillator and in the voltage regulator. Then, output power and frequency both remain sufficiently constant for approximately 40 minutes—long enough to conduct the antenna measurements. After 40 minutes of operation the voltage of the button cell drops below 2 V thus causing a marginal decay in output power until the oscillator switches off.

Figure 5.4 shows a photograph of the small, battery-driven oscillator. The size of the oscillator is $18 \text{ mm} \times 9 \text{ mm} \times 3 \text{ mm}$. In the top left corner of the oscillator the miniature surface-mount coaxial connector can be seen. Also, the thin coaxial cable that can be routed to the antenna-under-test or to measurement equipment is shown. The 3 V lithium cell battery can be inserted between the oscillator chip and the metal clip on the right.
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Figure 5.4: Battery powered oscillator with coaxial cable. The size of the unit is 18 mm × 9 mm × 3 mm. The 3 V Lithium battery can be inserted under the metal clip on the right.

5.5 Antenna impedance measurement

For the measurement of the antenna impedance it is essential that the oscillator described in Section 5.4 is placed at the tag antenna in a way that the interaction with the antenna is minimized. This is best achieved by placing the oscillator on the biggest metal area of the antenna. The thin coaxial cable (Ø = 0.7 mm) can then be routed along the antenna metal and connected to the feed point of the antenna. The propagation delay and the losses caused by the cable are deembedded after the measurement procedure. With the battery driven oscillator the antenna

![Block diagram of the impedance measurement procedure.](image)

Figure 5.5: Block diagram of the impedance measurement procedure.
impedance can be determined by the following four steps. Figure 5.5 illustrates the measurement procedure.

1. The antenna-under-test with the oscillator attached is mounted in front of two cross-polarized dipole antennas. With the RF-switch the dominant polarization is selected. The power received by the dipole antenna—which is in fact proportional to the power radiated by the device under test—is monitored with a spectrum analyzer. Next, the capacitors C7 and C8 are tuned to maximize the radiated power (source-pull measurement). This is done with a ceramic tuning tool. If the tuning range of the oscillator contains the complex conjugate of the transformed antenna impedance $Z_{\text{Ant}}'$, power matching is achieved between oscillator and tag antenna. This means that $Z_{\text{Ant}}'$ is now provided at the end of the antenna cable or, equivalently speaking, the oscillator provides a source impedance of $Z_{\text{Ant}}'$. 

2. Measurement of the oscillator source impedance can now be done by a load-pull measurement. Therefore, two double slug tuners (SF-11S by Microlab/FXR) and a power meter (Agilent E4416A) are connected to the oscillator. The tuners are then set to deliver the maximum power to the power meter. With this, the impedance at the tuner input is equivalent to the transformed antenna impedance $Z_{\text{Ant}}'$. Also, the power produced by the oscillator $P_{\text{out,oscillator}}$ can be determined by considering the losses in the tuners and the cables. This is the power that is delivered to the antenna during the measurement. Later, it is very important for calculating the antenna’s efficiency and gain.

3. The input impedance of the tuner $Z_{\text{Ant}}'$ can now be measured with a vector network analyzer. This load-pull measurement is very accurate because the network analyzer characterizes a passive load. Experiments have shown that direct measurements at the running oscillator by means of a vector network analyzer are inaccurate because the results strongly depend on the test port power.

4. Finally, the antenna cable has to be deembedded to determine the antenna impedance $Z_{\text{Ant}}$ from the measured impedance $Z_{\text{Ant}}'$. This is done with

$$\rho'_{\text{Ant}} = \frac{Z_{\text{Ant}}' - Z_0}{Z_{\text{Ant}}' + Z_0}, \quad \rho_{\text{Ant}} = \rho'_{\text{Ant}} \cdot e^{2\gamma l}, \quad \text{and} \quad Z_{\text{Ant}} = Z_0 \cdot \frac{1 + \rho_{\text{Ant}}}{1 - \rho_{\text{Ant}}} \tag{5.3}$$

where $\rho_{\text{Ant}}$ and $\rho'_{\text{Ant}}$ denote the reflection coefficients corresponding to the impedances $Z_{\text{Ant}}$ and $Z_{\text{Ant}}'$, $l$ is the cable length and $\gamma$ is the complex propagation constant of the antenna cable that includes losses and the velocity factor. For the antenna cable a propagation constant of $\gamma = (0.33 + j26) \frac{1}{m}$
was determined from a transmission coefficient measurement performed with a vector network analyzer. The reference impedance $Z_0$ is $50\,\Omega$.

For testing, the input impedance of a half-wavelength dipole (see Section 5.6) was measured. The result of $Z_{\text{Dipole}} = (77 - j15)\,\Omega$ agrees well with the result obtained by simulation in Ansoft HFSS of $Z_{\text{Dipole,Sim}} = (56 - j15)\,\Omega$. Furthermore, the method was successfully used to determine the impedance of the RFID transponder antennas described in Section 3.4.3.

### 5.6 Test measurement

For testing, a half-wavelength dipole made from brass with a bulk conductivity $\sigma = 15 \cdot 10^6\,\text{S/m}$, thickness $d = 6\,\text{mm}$, length $l = 156\,\text{mm}$, nominal input impedance $Z_{\text{Dipole,Sim}} = (56 - j15)\,\Omega$, and center frequency $f_c = 864\,\text{MHz}$ was measured in an anechoic chamber. To distinguish between horizontal and vertical polarization two cross-polarized dipole antennas were used as pickup antennas. The spectrum analyzer is connected to the pickup antennas’ outputs by means of an RF-switch that selects either the horizontal or the vertical polarization. The transmission distance was $d = 2.88\,\text{m}$ and thus sufficient to be in the far field.

The results for the dipole were obtained by conducting the following measurement procedure:

1. Perform the measurement procedure described in Section 5.5 to obtain perfect matching between the oscillator and the dipole-under-test. Furthermore, the available power at the antenna input is determined.
2. Measure the distance $d$ between the dipole-under-test and the pickup antenna.
3. Connect the oscillator to the dipole-under-test and attach the antenna to the rotation unit.
4. Power up the oscillator and wait for the oscillator signal to be stable (1 minute).
5. Start the automated measurement programm in Matlab. The measurement computer controls the antenna rotation unit, the RF-switch, and the spectrum analyzer and samples a series of power values at the pickup antennas’ outputs. The measurements are taken at pre-defined angle increments (e.g. $\Delta\varphi = \pi/20$ and $\Delta\theta = \pi/12$).
6. Convert the series of received power levels $P_{\text{Receive}}$ to the antenna gain $G_{\text{DUT}}$ according to

$$G_{\text{DUT}} = \frac{P_{\text{Receive}}/G_{\text{Pickup}}}{P_{\text{Out,Oscillator}}} \cdot \left(\frac{4\pi d}{c_0/f}\right)^2. \quad (5.4)$$
A pickup antenna with a gain of 6.2 dBi was used. The attenuation of the cables and the RF-switch were determined and considered in $G_{\text{Pickup,Vor}}$ and $G_{\text{Pickup,Hor}}$. From the measured antenna gain for horizontal and vertical polarization versus azimuth and polar angle, the antenna efficiency was calculated. This was done by approximating the integrals with sums in Equation 5.1.

A graphical representation of the antenna gain is given in Figure 5.6. The vertical gain pattern $G_{\text{Ver}}$ agrees well with the ideal characteristic of a dipole—except for a dependence of the elevation pattern on the azimuth angle $\varphi$. In the figure this is identified as a wave-like distortion in the vertical gain pattern. Obviously, the small oscillator attached to the dipole antenna causes a slight tilt of the effective dipole axis by some few degrees. The measured gain for horizontal polarization $G_{\text{Hor}}$—that should be zero in theory—results from the tilt of the effective dipole axis as well. Uncertainties caused by imperfect cross polarization capabilities of the pickup antenna or depolarization effects in the chamber seem to be negligible. This is confirmed by the consistent dependence of horizontal and vertical antenna gain on the azimuth angle $\varphi$. Please note that for the sake of better perception, the horizontal gain is shown with a magnification of 10 in Figure 5.6.
Table 5.1 shows the results obtained from the measurement and the corresponding theoretical values (linear scale). It can be seen that the measurement results agree with the theoretical results for an ideal dipole by approximately one decibel. This is a typical accuracy for an antenna gain measurement with reasonable effort.

The systematic errors in this gain measurement are mainly caused by the absolute accuracy of the spectrum analyzer and erroneous attenuation factors of the measurement cables connecting the pickup antenna with the polarization-switch and the spectrum analyzer. Although, the attenuation factors of the cables have been determined by measurement with a network analyzer, the validity of these numbers after running the long cables to the test site is questionable. These issues are typical for gain measurements that basically rely on a measurement of absolute radiant flux density and on Equation 5.4.

To overcome these measurement errors a relative gain measurement that directly compares the device-under-test with a reference antenna by exchanging the antennas in the rotation unit was favored. This measurement setup is illustrated in Figure 5.7. With that procedure the absolute accuracy of the spectrum analyzer and the cable losses cancel during the computation of gain. Nevertheless, horizontal and vertical polarization have to be balanced by a comparative measurement.

For calibration of the relative gain measurement setup, the dipole antenna that was characterized in the earlier measurement is used as a reference antenna. From simulations also considering the losses in the conductors it is seen that this antenna can be considered as an ideal half-wavelength dipole with a gain of 2.15 dBi and an efficiency of 100%\(^3\). A dedicated battery powered oscillator similar to the one described in Section 5.4 was permanently attached to the antenna. This unit (Figure 5.8) provides a highly stable reference and allows reproducible measurements on tag antenna prototypes. The calibration of the measurement setup is done by characterizing the reference dipole unit and extracting the parameters of the setup.

\(^3\)In fact, also with very extensive simulations of the sole dipole, efficiency was still well above 99%.

Table 5.1: Dipole antenna measurement results.

<table>
<thead>
<tr>
<th>antenna parameter</th>
<th>value</th>
<th>theoretical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>efficiency</td>
<td>133%</td>
<td>100%</td>
</tr>
<tr>
<td>peak gain</td>
<td>2.05</td>
<td>1.64</td>
</tr>
<tr>
<td>cross polarization ratio</td>
<td>102.5</td>
<td>(\infty)</td>
</tr>
</tbody>
</table>
from the results. Also balancing the received level of horizontal and vertical polarization can be done with this reference antenna by simply taking two measurements with the dipole aligned horizontally and vertically. The accuracy of the horizontal and vertical polarization with respect to each other is thus in the order of the cross polarization ratio of the reference dipole.

5.7 Summary

This work presents a method that allows the characterization of input impedance and gain of small antennas. The critical factors in measuring such autonomously operating antennas without the use of a measurement cable are addressed and a solution approach comprising a small, battery-powered oscillator is presented. The tunable matching network that is contained in the oscillator is a good way to determine the antenna input impedance by a source-pull measurement. Consequently, the perfect matching that is achieved between oscillator and antenna allows accurate gain measurements. A unit that rotates the antenna in both azimuth and elevation allows to obtain a series of gain figures from which the antenna efficiency can be calculated. The verification measurement results for a half-wavelength dipole agree well with the theoretical data. For an even more accurate characterization of transponder antennas the half-wavelength dipole with a dedicated oscillator that is
permanently attached to it is used as a precision reference antenna. Measurements that were carried out within the last two years and in different anechoic chambers were reproducible with an accuracy of some tenth of a dB.
6 Impedance measurement method for transponder chips

In this Appendix a method is presented to perform accurate measurements on passive RFID transponder chips in the UHF band. The chip samples were extracted from commercially available RFID tag inlays. I determine the minimum operating power necessary to get a response from the transponder chip. Furthermore, I measure the chip input impedance in both, the reflecting and the absorbing state as a function of input power. Measurement results of four transponder chips are presented and good agreement with values claimed in the manufacturer’s data sheets is found. At the end of the chapter conclusions are drawn for the optimum antenna design and for the link budget.

Original publications related to this chapter


6.1 Motivation

The main tasks in designing passive RFID transponders that operate in the UHF band are

- the development of a transponder chip that uses a rectifier to turn an RF signal into the supply voltage for the built-in logic, and

- the design of an appropriate antenna that is matched to the chip and can cope with the environment that is given by the application.
The typical input impedance of passive state-of-the-art UHF transponder chips is highly reactive (e.g. $Z_{\text{Chip}} \approx (28 - 180j) \, \Omega$) which is a result from technological aspects and efficient RF-rectifier design. In a conventional impedance measurement, the chip is directly connected to the 50 $\Omega$ system of a VNA (vector network analyzer) [87]. As a result the VSWR (voltage standing wave ratio) at the chip input is by far larger than 10:1 which leads to inaccurate results for the input impedance.

Besides the input impedance, the power accepted by the transponder chip is of high interest, first and foremost to obtain the minimum operating power. In a conventional test setup, the accepted power could in principle be calculated from the VNA’s source power and the reflection coefficient determined by the VNA. But, foregoing measurements showed that, at high VSWR, any inaccuracy of the measured reflection coefficient has a particularly strong impact on the accepted power determined in this way.

It is common practice that modulated backscattering by the transponder chip is achieved by changing its input impedance. Depending on the modulation scheme and the data rate used in the transmission, a switching between two impedance states is done with a rate up to 640 kHz. This makes separate measurement of the corresponding input impedances particularly difficult.

Finally, causing the chip to respond requires a carrier that is modulated with a command sequence—a feature which, to the knowledge of the author, is not provided by any VNA available on the market.

To attain accurate results for both power and impedance, that are useful for the antenna designer on the one hand and for the chip designer on the other hand, I developed a new measurement method. In Section 6.2 this pre-matched impedance test setup is described that allows to operate and characterize transponder chips as if they were directly connected to an antenna. Impedance tuners are used to transform the port impedance of a VNA to a desired antenna impedance. A set of custom built impedance standards is used to calibrate the setup and a dedicated test fixture holds the transponder chip during characterization (Section 6.3). An external signal source provides a carrier modulated with a command sequence that causes the transponder chip to respond. The sequence which is compliant to the EPCglobal Gen2 UHF RFID Protocol Standard [4] is described in Section 6.4. With an exemplary measurement presented in Section 6.5, it is shown how the input impedance of a transponder chip is obtained. This is done at a carrier frequency of 866 MHz which is within the frequency band dedicated to RFID systems in Europe. Section 6.6 elaborates on the relation between chip input impedance and operating power. The delta gamma value of the transponder chip, which is often given in data sheets, and the strength of the signal reradiated by the transponder are analyzed in Section 6.7. At the end of this chapter, in Section 6.8, a comparison of some
transponder chips is presented. In Section 6.10 conclusions are drawn for the radio link budget and for the optimum antenna design which are considered useful for chip and antenna designers.

### 6.2 Chip test setup

This section describes the test setup and measurement procedure that was developed to characterize and compare the tag chips.

![Figure 6.1: Block diagram of the measurement setup used to characterize the transponder chips.](image)

The measurement setup depicted in Figure 6.1 consists of the following components:

- **The tag chip** mounted in the test fixture (DUT).
- **The vector signal generator** (R&S SMU200A) that provides a signal that is modulated with the wake-up sequence. Output power and timing parameters are controlled by the measurement computer. The carrier frequency of the signal is 866 MHz.
- **The vector network analyzer** (R&S ZVA24) determines the impedance of the transponder chip. The wake-up sequence is provided by using the signal generator as an external source for the VNA. After the command, a series of impedance measurements is triggered to measure the chip impedance in both, the absorbing and the reflecting state. The real and the imaginary part of the impedance can be shown versus time.
- **Two impedance tuners** (Microlab/FXR SF-11S) provide static pre-matching [88] between the 50 Ω output of the VNA and the tag chip. This means that if the chip is in absorbing mode (equivalently speaking: if the chip does not try to reflect power) all available power is provided to the
rectifier and no power is returned\(^1\). Firstly, this allows direct adjustment of the power accepted by the chip, and secondly, the pre-matching transforms the transponder chip impedance into the 50Ω system impedance. This enables a more accurate impedance measurement due to lower VSWR at the VNA input. Moreover—since the tuners provide the complex conjugate chip impedance \(Z_{\text{Chip}}^*\) which is in fact the optimum antenna impedance—the measurement is equivalent to one with an antenna that is perfectly matched to the chip. The calibration of the VNA is done after pre-matching with the impedance tuners. Pre-matching is adjusted at the minimum operating power.

- The **directional coupler** (Narda SMA4242-10) separates the power returned by the tag chip from the source power. Firstly, this is necessary to find the optimum setting of the impedance tuners by minimizing the returned power. Secondly, the returned signal can be displayed on the

- **oscilloscope** (LeCroy Waverunner 204Xi) which is connected to the output of the directional coupler. A backscattered signal from the tag chip can thus be clearly identified.

- A **computer** is used to interface the oscilloscope, the VNA and the vector signal generator. This allows to control the experiments by the use of Matlab scripts and helps to find and compare characteristics of the transponder chips, to perform parameter sweeps, and to visualize results.

- The **power meter** (Agilent E4416A) to calibrate the available power at the chip input. This is done by replacing the DUT with the probe, adjusting the impedance tuners to match, and read the power \(P_{\text{Available}}\). Since the tuner’s insertion loss is practically independent on the tuner’s setting, \(P_{\text{Available}}\) is equivalent to the available power at the chip input in a subsequent chip measurement.

### 6.3 Chip test fixture

For characterization, a test fixture was designed that allows precisely reproducible measurements of input impedance and backscattering behavior. For calibration of the VNA, three dedicated test fixtures were used as calibration standards. The match- and short-standards were equipped with a 49.9Ω ± 1% and a 0Ω resistor, respectively, while the open-standard was left empty. Using the 49.9Ω resistor as a calibration standard is not optimal for calibrating the test setup. More

\(^1\)Strictly speaking this only holds for the fundamental frequency. Due to the fact that the chip rectifier is a nonlinear load, some power will be returned at harmonic frequencies.
accurate calibration in a pre-matched setup is achieved when a match-standard, that minimizes reflections at the load is used. For the measurements performed here, a match-standard with an impedance close to that of the transponder chips (e.g. $Z_{\text{Match}} = (28 - 180j) \\Omega$) would have been favored. Some such standards were created using surface mount resistors and capacitors. In a series of experiments where one chip was characterized in the test setup that was calibrated with each of the different match-standards built, it was found that the measurement results were highly dispersive. This inaccuracy was traced back to production tolerances of the lumped circuit elements—especially of the capacitors. The idea of generating better match-standards was so dismissed.

The parameters of the three standards used during the calibration process were verified by measurement [89, 90]. Due to the relatively low frequency of 866 MHz and the small dimensions of the calibration standards, the parameters of the kit emerged very closely to the expected values in terms of impedance and electrical offset. The author is aware that a more accurate measurement of the chips’ input impedances would have been possible with a TRL$^2$ calibration. But, with the TRL calibration, the reference impedance for the reflection measurement is equivalent to the transmission line impedance leading to the chip. Thus, a tunable pre-matched test setup where a complex reference impedance is used can hardly be applied and consequently, the investigation of neither the reflected signal like shown in Section 6.5, nor the minimum operating power like shown in Section 6.6 can be accomplished. It is obvious that some accuracy of the chip impedance measurement was compromised, but in return this setup allows to accurately determine the absolute available power and to record the switching between the input impedance states.

For characterization, the chip with a small rest of its connection to the antenna was cut out of the RFID transponder inlay. The antenna connections were exposed, cleaned, and then glued to the test fixture with electrically conducting adhesive (Loctite 3880). A photograph of the calibration kit and of a test fixture holding a transponder chip that was extracted from a UHF tag is shown in Figure 6.2.
Figure 6.2: Photograph of the calibration kit and the test fixture used for the measurement of chips extracted from RFID tags (actual size). The measurement cable is connected via a small surface mounted coaxial connector.
6.4 Wake-up sequence

Waking up the transponder chips—according to the EPCglobal Gen2 Standard—was done using an inventory command. The inventory command sequence was generated in Matlab and sent to a vector signal generator (R&S SMU200A) as IQ baseband samples. This allows to change the sequence quickly and to perform parametric sweeps.

The envelope of the wake-up signal is shown in Figure 6.3, a list of the parameters with their meaning, standard compliant value, and chosen value is given in Table 6.1. The inventory command (0x200010) sent to the chip requests an answer using the FM0 modulation scheme which provides the highest possible data rate.

Figure 6.3: Envelope of the wake-up sequence used to cause the transponder chip to respond.

<table>
<thead>
<tr>
<th>parameter</th>
<th>meaning</th>
<th>range in standard</th>
<th>value used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pause</td>
<td>power switched off</td>
<td>-</td>
<td>4 ms</td>
</tr>
<tr>
<td>LeadIn</td>
<td>power on before command</td>
<td>≤2 ms</td>
<td>2 ms</td>
</tr>
<tr>
<td>Delimiter</td>
<td>start of frame</td>
<td>12.5 µs ± 5%</td>
<td>12.5 µs</td>
</tr>
<tr>
<td>Tari</td>
<td>duration of a data 0 symbol</td>
<td>6.25 µs .. 25 µs</td>
<td>25 µs</td>
</tr>
<tr>
<td>PW</td>
<td>pulse width</td>
<td>(0.265 .. 0.525) Tari</td>
<td>0.265 Tari</td>
</tr>
<tr>
<td>RTCal</td>
<td>R⇒T calibration</td>
<td>(2.5 .. 3) Tari</td>
<td>2.75 Tari</td>
</tr>
<tr>
<td>TRCal</td>
<td>T⇒R calibration</td>
<td>(1.1 .. 3) RTCal</td>
<td>2 RTCal</td>
</tr>
<tr>
<td>LengthOne</td>
<td>duration of a data 1 symbol</td>
<td>(1.5 .. 2) Tari</td>
<td>1.75 Tari</td>
</tr>
<tr>
<td>Command</td>
<td>binary command code</td>
<td>dep. on modulation</td>
<td>0x200010</td>
</tr>
<tr>
<td>LeadOut</td>
<td>power on after command</td>
<td>-</td>
<td>1 ms</td>
</tr>
<tr>
<td>ModDepth</td>
<td>modulation depth</td>
<td>90 %</td>
<td>90 %</td>
</tr>
</tbody>
</table>
Figure 6.4: Signals during measurement of chip A operated at minimum operating power level (−6 dBm).
Top: Envelope of the signal sent to the transponder chip. The end of the inventory command can be seen on the left at \( t = 0 \).
Middle: Returned voltage at the transponder chip measured with the oscilloscope. The mismatch caused by modulation of the chip’s input impedance generates a reflected signal.
Bottom: Chip input impedance versus time. During response, the impedance of the chip is switched between the two states \( Z_{\text{Chip1}} \) and \( Z_{\text{Chip2}} \).
6.5 Impedance measurement

In this section I present measurement results of four different transponder chips. The four chips that were characterized are denoted by the letters A to D. Figure 6.4 shows representative signals sampled during characterization of chip A. An 866 MHz carrier signal with an envelope power of −6 dBm was applied to the chip input. This carrier signal was modulated with the wake-up sequence. In the top graph of Figure 6.4, the envelope of the signal sent to the chip is plotted. At $t = 0$, the inventory command ends and the chip starts processing the received data. Since the modulator in the chip is off, the input impedance of the rectifier loaded with the chips logic can be measured. I refer to this impedance as the absorbing impedance $Z_{\text{Chip1}}$. While in this state, no power is reflected at the chip input. The reason for this is, that the tuners were set to provide the complex conjugate chip input impedance $Z_{\text{Chip1}}^*$. In fact, the tuner’s output can be seen as an antenna which is perfectly matched to the chip’s absorbing impedance.

In the center graph of Figure 6.4, the reflected wave is plotted. While the chip is still processing the data—thus presenting $Z_{\text{Chip1}}$, the reflected signal is close to zero. When the chip responds to the inventory command, it changes its input behavior by—for example—switching on a shunt transistor. This destroys the matching condition and causes a strong reflected signal. The pattern of this signal is controlled by the internal logic of the transponder chip.

From $t = 0$ on, the VNA takes a series of measurements to determine the chip’s input impedance versus time. The result can be seen in the bottom drawing of Figure 6.4. At $t = 0.17$ ms the input impedance changes to a new value. I will refer to this impedance as the reflecting impedance $Z_{\text{Chip2}}$. From the measured values $Z_{\text{Chip1}} = (8.3 - 195.2 j) \Omega$ and $Z_{\text{Chip2}} = (22.3 - 103.8 j) \Omega$, it can be inferred that a shunt transistor that is in parallel to a capacitor is switched on and off during modulation.
Figure 6.5: Measured real and imaginary parts of absorbing impedance $Z_{\text{Chip1}}$ and reflecting impedance $Z_{\text{Chip2}}$ of the characterized transponder chips versus power.

### 6.6 Power sweep

A power sweep was performed to determine the operating range of the transponder chips. Therefore, for every power step where a response was detected, the
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input impedances $Z_{\text{Chip1}}$ and $Z_{\text{Chip2}}$ were measured. Figure 6.5 shows the results for the tested chips. Looking at the sweep for chip A, the minimum operating power—or equivalently speaking the sensitivity—is $P_{\text{Min}} = -6 \text{dBm}$. The impedance $Z_{\text{Chip1}}$ measured at $P_{\text{Min}}$ can be used to determine the optimum antenna impedance for best power matching ($Z_{\text{Ant, Pwr}} = Z_{\text{Chip1}}^*$). With increasing power the input impedances change quite significantly. At low power this is because of the nonlinear characteristics of the rectifier. At higher power levels, the absorbing impedance $Z_{\text{Chip1}}$ converges to the reflecting impedance $Z_{\text{Chip2}}$. The reason for this is that the shunt transistor is deliberately turned on, even if the chip is in absorbing mode. This is done to regulate the internal supply voltage of the chip's logic circuitry. Please note that the setting of the tuners remains unchanged during the power sweep. This is very realistic because an antenna connected to the transponder chip would also provide a constant impedance regardless of the available power.

6.7 Efficiency of backscattering

The efficiency of backscattering is determined by the reradiated signal when the transponder chip switches between the absorbing and the reflecting mode. A mathematical formulation of the backscattered signal strength as a function of $Z_{\text{Chip1}}$, $Z_{\text{Chip2}}$, and $Z_{\text{Ant}}$ was given in Section 2.3. Table 6.2 summarizes the chip impedance values measured at each chip’s minimum operating power $P_{\text{Min}}$. Furthermore, the antenna impedance $Z_{\text{Ant, Mod}}$ that maximizes the reradiated power (Equation 2.11) is given. With this antenna impedance, the transponder chips provide their maximum modulation efficiency $\eta_{\text{Mod, Max}}$ (Equation 2.14). On the other hand $Z_{\text{Ant, Mod}}$ does not provide perfect power matching between antenna and chip. The penalty for choosing $Z_{\text{Ant, Mod}}$ instead of $Z_{\text{Chip1}}^*$ is expressed as the matching loss factor $r_{\text{Mismatch}}$ (Equation 2.13). Particularly, from the numbers obtained for chip A, it is seen that high modulation efficiency comes at the cost of power matching. In fact, chip A requires by 3.6 dB more available antenna power than its $P_{\text{Min}}$. It can be followed from the results in Table 6.2, that for the characterized chips there are quite big differences in the achievable modulation efficiency.

It is a widely held belief that reradiated power is directly related to the delta gamma value of a transponder chip. The delta gamma value is defined by $\Delta \Gamma = |\Gamma_{\text{Chip1}} - \Gamma_{\text{Chip2}}|$ where $\Gamma_{\text{Chip1}}$ and $\Gamma_{\text{Chip2}}$ denote the complex reflection coefficients corresponding to $Z_{\text{Chip1}}$ and $Z_{\text{Chip2}}$, respectively. $\Delta \Gamma$ is a measure for the distance between the reflecting and the absorbing impedance measured in a Smith chart. In the following, it is shown that high delta gamma values do not necessarily result in a stronger reradiated signal. The reradiated power can rather be determined...
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Table 6.2: Input impedances $Z_{\text{Chip1}}$ and $Z_{\text{Chip2}}$, return-link optimized antenna impedance $Z_{\text{Ant,Mod}}$, maximum modulation efficiency $\eta_{\text{Mod,Max}}$, and matching loss factor $r_{\text{Mismatch}}$ of the characterized transponder chips.

<table>
<thead>
<tr>
<th>chip</th>
<th>$Z_{\text{Chip1}}$</th>
<th>$Z_{\text{Chip2}}$</th>
<th>$Z_{\text{Ant,Mod}}$</th>
<th>$\eta_{\text{Mod,Max}}$</th>
<th>$r_{\text{Mismatch}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$(8 - 195) \Omega$</td>
<td>$(22 - 104) \Omega$</td>
<td>$(43 + 170) \Omega$</td>
<td>$-3.4 \text{ dB}$</td>
<td>$-3.6 \text{ dB}$</td>
</tr>
<tr>
<td>B</td>
<td>$(28 - 181) \Omega$</td>
<td>$(98 - 89) \Omega$</td>
<td>$(65 + 161) \Omega$</td>
<td>$-8.0 \text{ dB}$</td>
<td>$-1.0 \text{ dB}$</td>
</tr>
<tr>
<td>C</td>
<td>$(28 - 177) \Omega$</td>
<td>$(78 - 137) \Omega$</td>
<td>$(50 + 167) \Omega$</td>
<td>$-11.1 \text{ dB}$</td>
<td>$-0.4 \text{ dB}$</td>
</tr>
<tr>
<td>D</td>
<td>$(25 - 432) \Omega$</td>
<td>$(90 - 377) \Omega$</td>
<td>$(53 + 420) \Omega$</td>
<td>$-9.3 \text{ dB}$</td>
<td>$-0.7 \text{ dB}$</td>
</tr>
<tr>
<td>e.g. Sec. 2.4</td>
<td>$(28 - 179) \Omega$</td>
<td>$(88 - 113) \Omega$</td>
<td>$(57 + 167) \Omega$</td>
<td>$-9.2 \text{ dB}$</td>
<td>$-0.7 \text{ dB}$</td>
</tr>
</tbody>
</table>

By Equation 2.10. However, the delta gamma value is often found in data sheets and will be used here to merely explain the input characteristics of transponder chips.

As a consequence from the measurement results of $Z_{\text{Chip1}}$ and $Z_{\text{Chip2}}$ shown in Figure 6.5, the delta gamma values converge to zero for high power levels. Figure 6.6 shows the delta gamma values of chip A to chip D versus power. It is interesting to note that for chip A, the delta gamma value starts from $\Delta \Gamma_{\text{Min}} = 0.36$ at $P_{\text{Available}} = -6 \text{ dBm}$ and peaks at $\Delta \Gamma_{\text{Max}} = 0.39$ at $P_{\text{Available}} = -4 \text{ dBm}$. Similar behavior can also be seen for chip B. I suppose that this is due to the internal supply voltage which is not sufficient to exceed the threshold voltage of the shunt transistor at low power levels. The slight decrease in the real part of the reflecting impedance $\text{Re}(Z_{\text{Chip2}})$ at low power seen in Figure 6.5 is likely caused by an increasingly conducting shunt transistor as well and confirms this assumption.

Figure 6.7 shows the modulation efficiency obtained for the tested transponder chips versus power. For each chip, the antenna impedance $Z_{\text{Ant,Mod}}$ (Equation 2.11) that maximizes the reradiated signal was calculated. Therefore, the chip impedance values $Z_{\text{Chip1}}$ and $Z_{\text{Chip2}}$ measured at $P_{\text{Min}}$ were used. It can be seen in Figure 6.7 that chip A provides best modulation efficiency of $\eta_{\text{Mod,Max}} = -8.4 \text{ dB}$. It should be noted that chip D—which shows the lowest delta gamma value—performs quite well when considering the reradiated power. This plot of the modulation efficiency is very useful to rate and compare the performance of transponder chips. It shows the minimum operating power level and the strength of the reradiated signal. In a return-link limited system, for instance, Chip A would be advantageous because its high modulation efficiency provides a very strong signal at the receiver. In a forward-link limited system one would rather go for chip B which has highest sensitivity ($P_{\text{Min}} = -12.25 \text{ dBm}$).
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Figure 6.6: Delta gamma $\Delta \Gamma$ versus power.

Figure 6.7: Modulation efficiency $\eta_{\text{Mod}}$ versus available power.
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6.8 Comparison of the results with manufacturer’s data sheets

In this section a comparison of the four different transponder chips that were available to the author is given. Only one chip of each kind was characterized. The results are thus influenced by production tolerances. Table 6.3 summarizes minimum operating power, input impedances, and delta gamma values. The results for the input impedance $Z_{\text{Chip1}}$ of chip B and chip C agree well with the values claimed in the manufacturer’s data sheet. For chip A and chip D no data sheets were available.

Table 6.3: Comparison of the transponder chips. The index $\text{Min}$ relates to the minimal power where a response from the chip is still detected. $\text{DS}$ denotes the value claimed in the data sheet. $\Delta \Gamma_{\text{Max}}$ relates to the maximum delta gamma value measured.

<table>
<thead>
<tr>
<th>chip</th>
<th>$P_{\text{Min}}$</th>
<th>$P_{\text{Min,DS}}$</th>
<th>$Z_{\text{Chip1,Min}}$</th>
<th>$Z_{\text{Chip1,Min,DS}}$</th>
<th>$\Delta \Gamma_{\text{Min}}$</th>
<th>$\Delta \Gamma_{\text{Max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$-6.00 , \text{dBm}$</td>
<td>-</td>
<td>$(8 - 195 , j) , \Omega$</td>
<td>-</td>
<td>0.36</td>
<td>0.39</td>
</tr>
<tr>
<td>B</td>
<td>$-12.25 , \text{dBm}$</td>
<td>$-14.00 , \text{dBm}$</td>
<td>$(28 - 181 , j) , \Omega$</td>
<td>$(26 - 204 , j) , \Omega$</td>
<td>0.34</td>
<td>0.38</td>
</tr>
<tr>
<td>C</td>
<td>$-10.00 , \text{dBm}$</td>
<td>$-9.00 , \text{dBm}$</td>
<td>$(28 - 177 , j) , \Omega$</td>
<td>$(23 - 161 , j) , \Omega$</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td>D</td>
<td>$-6.00 , \text{dBm}$</td>
<td>-</td>
<td>$(25 - 432 , j) , \Omega$</td>
<td>-</td>
<td>0.05</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 6.4: Peak envelope power levels used for the five transponder chip variants during the delimiter sweep.

<table>
<thead>
<tr>
<th>tag chip</th>
<th>envelope power level</th>
</tr>
</thead>
<tbody>
<tr>
<td>chip 1</td>
<td>$-5.6 , \text{dBm}$</td>
</tr>
<tr>
<td>chip 2</td>
<td>$-5.3 , \text{dBm}$</td>
</tr>
<tr>
<td>chip 3</td>
<td>$-5.1 , \text{dBm}$</td>
</tr>
<tr>
<td>chip 4</td>
<td>$-4.3 , \text{dBm}$</td>
</tr>
<tr>
<td>chip 5</td>
<td>$-3.0 , \text{dBm}$</td>
</tr>
</tbody>
</table>
6.9 Parameter sweeps

With this measurement method some aspects of the standard conformity and reliability of transponder chips can be tested. One of these measurements was a parameter sweep over the delimiter length. The chips tested were some manufactured design variants supplied by Infineon Technologies Austria AG. For every delimiter length the transponder chips were hit with an inventory command 50 times. For each try the returned voltage was scanned for a response. With this, a reliability plot was generated. Figure 6.8 shows the result of the parameter sweep for delimiter values between 10 \( \mu s \) and 14 \( \mu s \). The measurement was carried out at a frequency of \( f = 866 \) MHz. For each prototype, the minimum envelope power that causes a response was determined separately. For the measurement, this power was then raised by half a dB to avoid failure because of temperature drift. Table 6.4 summarizes the power levels used for characterizing the chips. These peak envelope power levels were measured at the test fixture input.

![Figure 6.8: Reliability plot for a parameter sweep over the delimiter length for some transponder chip prototypes. Chip 5 reliably answers when hit with a standard compliant inventory command with a delimiter length of 12.5 \( \mu s \).](image)

Table 6.4
6.10 Summary

A measurement method was developed that allows to accurately determine minimum operating power and input impedance of transponder chips. For testing, I characterized and compared some chips that were extracted from commercially available tag inlays. The obtained quantities are in good agreement with the manufacturer’s data sheets.

From the measurement results, it is seen that there are quite big differences between the transponder chips. Minimum operating power ranges between $-6 \text{ dBm}$ and $-12.25 \text{ dBm}$. Maximum values for the modulation efficiency range from $-11.1 \text{ dB}$ to $-3.4 \text{ dB}$, which makes an offset of approximately 7.7 dB in a link budget. It is found that some of the characterized chips can bring significant improvement for forward-link limited systems, while others are better used in return-link limited systems. Among the four tested samples, there is no chip that outperforms all others in both sensitivity and modulation efficiency.

Furthermore, the transponder chips show quite different input impedance values and definitely require separate antenna designs. I suppose that the differences between the tag chips are mostly due to technological advances in chip manufacturing and optimization of integrated rectifier circuits during the last years.
7 Conclusion

At the time of writing, commercially available RFID systems did neither make use of the state of knowledge about antennas and propagation nor did they apply the techniques in advanced radio frequency frontend design or digital signal processing that have been used for more than a decade in mobile communications. In this work I applied my expertise in antenna design and radio propagation to the current challenges of RFID systems and present findings that allow advantage to be taken of the above mentioned techniques.

The interaction between a transponder chip and a transponder antenna is analyzed by a merely theoretical approach. By using the fundamental theorem of antenna scattering, an optimum antenna impedance is derived that maximizes the signal power reradiated by the tag. By a numerical example, it is shown that the transponder designer can choose between power matching for a forward-link limited system or maximum reradiated power for a return-link limited system. Although the trade-off is not particularly pronounced for today’s transponder chips, it will have significant influence in the future, where chip input circuitry will be improved.

The findings are also applied to compare some commercially available transponder chips. It is found that some of the tested chips will enhance the performance of forward-link limited systems, while others are better used in return-link limited systems. A separate chapter describes the method that was specifically developed to determine the input characteristics of transponder chips.

The art of transponder antenna design is advanced by a new dual-band transponder antenna that allows operation in both the HF and the UHF band. Since the propagation characteristics in these two bands are very different, a substantial improvement in reliability is expected from a dual-band RFID system that utilizes this antenna. Difficulties emerged during the characterization of gain and input impedance of the produced prototypes. Measurement accuracy was impaired by induced currents along the antenna measurement cable. These errors are particularly pronounced when characterizing electrically-small and low-directive antennas. Additionally, the highly reactive input impedance necessary for optimal interaction between the transponder antenna and the transponder chip complicates power matching essential for an antenna efficiency measurement. To solve these problems a new measurement procedure was designed that utilizes a small, highly-stable, battery-powered, and impedance-tunable oscillator directly mounted to the antenna. With
7 Conclusion

this signal source a measurement cable is avoided which allows the transponder antenna to operate autonomously. A verification measurement of a dipole showed that the measurement accuracy is better than 1 dB. Measurements done on some dual-band antenna variants helped optimize the antenna structure and revealed the performance penalty caused by the dual-band design. The method is also appropriate to determine changes in the directional pattern, efficiency, and input impedance of an antenna that is subject to a proximity effect.

For UHF interrogator devices a new antenna was invented that solves the long-standing problem of receiver blocking. The antenna features two separate ports, one for transmitting and one for receiving circularly polarized waves. The key feature of the antenna is a very high separation between the transmitted and the received signal—a property which can alternatively be obtained by costly RF frontend hardware only. With adaptive tuning of a directional coupler integrated into the antenna, the carrier signal leaking into the receiver is significantly reduced. The antenna also cancels received signals caused by reflecting objects in space. Measurements showed that the transmit to receive separation is well above 52 dB in a time variant scenario where transponders pass the antenna on a conveyor belt. The antenna only introduces losses of approximately 1 dB while transmitting and receiving. It is also possible to fit a low-noise amplifier directly at the receive output of the antenna. This improves the receivers noise figure in comparison to conventional systems, where a low-noise amplifier can only be applied after the carrier suppression circuitry.

Additional note of the author Since the power required to operate transponder chips was rapidly decreased during recent years, it is obvious that future UHF RFID systems tend to be return-link limited. I therefore consider the derivation of the optimum antenna impedance for maximum backscattered power the most important contribution of this work. However, adjustment of the antenna for a particular chip is a first step, but an ongoing task is to formulate optimization criteria for the transponder chip impedances itself. Chip designers can then develop modulation circuitry that further increase the power backscattered by RFID transponders. Here, performance can be improved at relatively low costs.
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