Signatures of attosecond electron tunneling dynamics in the evolution of intense few-cycle light pulses
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The sensitivity of electron tunneling to the phase of an ionizing light field is shown to manifest itself in detectable features in the spectral and temporal evolution of intense few-cycle light pulses in an ionizing medium. An ultrafast buildup of electron density in the regime of tunneling ionization gives rise to a modulation of a few-cycle field wave form and enhances the short-wavelength part of its spectrum. In a low-pressure gas, the signatures of electron tunneling in the evolution of few-cycle pulses can be isolated from the effects related to atomic nonlinear susceptibilities, giving an access to attosecond electron tunneling dynamics.
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I. INTRODUCTION

Ionization is one of the key physical phenomena in the interaction of intense light fields with matter. Ionization effects play a significant role in nonlinear-optical transformations of intense ultrashort light pulses, contributing to a spatial, temporal, and spectral dynamics of a laser field through spectral blue shifting, beam defocusing, and pulse reshaping [1,2]. Nonlinear optics of ionizing media involves a rich variety of interesting and practically significant phenomena, such as optical harmonic generation, filamentation, and generation of terahertz radiation. This class of nonlinear-optical interactions enables advanced lightwave technologies, including attosecond pulse generation, transmission of high-peak-power laser signals through the atmosphere, carrier-envelope phase control of few-cycle field wave forms, as well as conversion of visible and infrared radiation to ultrashort pulses of coherent uv and x-ray radiation.

Modeling of nonlinear-optical transformations of high-intensity ultrashort pulses in ionizing media [1,2,16,17] usually involves solving an envelope or field-evolution equation including dispersion effects, Kerr, Raman, and ionization nonlinearities, as well as diffraction and spatial self-action phenomena. Ionization dynamics is included in this model through Keldysh-type formulas for the ionization rate. This approach, as shown in an extensive literature [see, e.g., Refs. [1,2] for review], provides an adequate description of many significant tendencies in the temporal, spectral, and spatial evolution of ultrashort light pulses, including compression to few-cycle pulse widths. However, standard Keldysh-type expressions define ionization rates averaged over the field cycle. The sensitivity of the ionization rate to the phase of a laser field is thus lost with such an approach. In high-intensity fields, however, an ionization process is typically dominated by electron tunneling. In this regime, it occurs that an electron only a fraction of a field cycle to tunnel through a field-modified potential barrier. As a result, the buildup of electron density becomes highly sensitive to the phase of the laser field [19].

Here, we show that, in the regime of tunneling ionization, spatial and temporal evolution of intense few-cycle light pulses may noticeably deviate from predictions of models using cycle-averaged ionization rates. Electron tunneling induced by a few-cycle light pulse gives rise to a stepwise modulation of the electron density, with each step in electron density buildup locked to a field half-cycle with an attosecond precision. We demonstrate below that this effect translates into an ultrafast modulation of the field envelope and gives rise to intense odd-harmonic generation.

II. NUMERICAL MODEL

For a numerical analysis of the spatiotemporal evolution of high-intensity ultrashort field wave forms in a fast-ionizing gas medium, we use the framework of the slowly evolving wave approximation (SEWA) [3,20], adapted to include ionization effects [16,17]. This SEWA-based model, which has been discussed in an extensive literature (see, e.g., Refs. [1,2] for a review), includes dispersion of the gas medium and plasma dispersion, diffraction, Kerr-effect-induced spatial and temporal self-action of the laser field, as well as ionization-induced loss and nonlinear-optical effects, involving a numerical solution of the following equation for the evolution of the field $E(z,r,t)$:

$$\frac{\partial E(z,r,\omega)}{\partial z} = -i \frac{1}{2} \hat{F} \left\{ \frac{I_p}{I(z,r,t)} \frac{\partial n_e(z,r,t)}{\partial t} E(z,r,t) \right\}$$

$$+ i \sum_{n=2}^{\infty} \frac{(\omega - \omega_0)^n}{n!} \frac{\partial^n k}{\partial \omega_n} E(z,r,\omega)$$

$$+ i \sum_{n=2}^{\infty} \frac{1}{2k(\omega)} \left[ \frac{\partial^2}{\partial r^2} + \frac{\partial}{\partial r} \right] E(z,r,\omega)$$

$$+ i \sum_{n=2}^{\infty} \frac{\mu_e \omega}{2k(\omega)} P_{\text{NL}}(z,r,\omega)$$

$$- i \sum_{n=2}^{\infty} \frac{\mu_e \omega}{2k(\omega)} E(z,r,t) n_e(z,r,t).$$

Here, $E(z,r,\omega) = \hat{F} \left\{ E(z,r,t) \exp(i\omega t) + \text{c.c.} \right\}$, $\hat{F}(\cdot)$ is the Fourier transform operator, $E(z,r,t)$ is the field envelope, $z$ and $r$ are the longitudinal and radial coordinates, respect-
tively, $\omega_0$ is the central frequency of the laser field, $P_{NL}(z, r, \omega)$ is the Fourier transform of the time-domain nonlinear polarization related to the atomic nonlinear susceptibilities of the medium. Dispersion of the gas medium is plugged into Eq. (1) through the frequency profile of the wave number $k=k(\omega)$, which automatically includes high-order dispersion effects.

To complete the model, we supplement the field-evolution equation [Eq. (1)] with an equation governing the buildup of the electron density $n_e$: $\dot{n}_e = w(n_0 - n_e)$. Here, $w$ is the ionization rate and $n_0$ is the initial density of neutral species. In earlier work, ionization effects have been included in the field-evolution equation through Keldysh-type formulas, allowing a calculation of the field-cycle-averaged ionization rate. However, in a high-intensity field [understood here as a field $E$ such that the Keldysh parameter $\gamma = \omega_0 (2mIp)^{1/2} (eE)^{-1}$ is less than unity, $Ip$ being the ionization potential, and $e$ and $m_e$ being the electron charge and mass], electron tunneling starts to dominate ionization process. With electron tunneling occurring on a time scale smaller than the field cycle, the sensitivity of the ionization rate to the phase of the laser field needs to be included in the ionization model for an accurate description of ionization effects. Here, we extend the analysis of the evolution of high-intensity few-cycle pulses in fast-ionizing media to the regime of phase-sensitive tunneling ionization by combining the field-evolution equation with a formalism allowing the ionization rate $w(t)$ to be calculated as a function of the instantaneous field amplitude without averaging over the field cycle.

In the regime of small Keldysh parameters, $\gamma \ll 1$, field-phase-sensitive effects in nonlinear-optical phenomena can be analyzed, as convincingly shown by the earlier work (see, e.g., Refs. [21,22]), by using the quasistatic-approximation nonadiabatic Ammosov-Delone-Krainov-type (ADK) formulas [23], involving the instantaneous rather than cycle-averaged field intensity,

$$w_{\text{q}}(t) = \omega_0 |C_{n}|^2 \left( \frac{4\omega_0}{\omega_0} \right)^{2n_e-1} \exp \left[ -4\frac{\omega_0}{3\omega_0} \right], \quad (2)$$

where $\omega_0 = Ip/h$, $\omega_e = eE(t)/(2mIp)^{1/2}$, $n_e = Ze(Ip/Ip)^{1/2}$, $|C_{n}|^2 = 2^{-n} \Gamma(n+1)^{-1}$, $Z$ is the atomic net charge and $I_p$ is the ionization potential of the hydrogen atom.

However, in the intermediate range, where $\gamma$ is on the order of unity, which is often the case in filamentation and SC generation experiments, as well as in the multiphoton regime, where $\gamma > 1$, the approximation of Eq. (2) is, rigorously speaking, inapplicable. If Eq. (2) is applied arbitrarily without any modification of its form to the $\gamma > 1$ range, the ionization rate would remain sensitive to the phase of the laser field, which is an unphysical result. This issue has been addressed by Yudin and Ivanov [19], who derived a closed-form analytical expression for the ionization rate applicable for arbitrary $\gamma$. The Yudin-Ivanov (YI) formula has been shown [24] to agree well with the Schrödinger-equation analysis of ionization. With cycle averaging, on the other hand, the YI formula reproduces Keldysh-type expressions for the ionization rate [19], thus suggesting an adequate model also for multiphoton ionization. In Figs. 1(a)–1(d), we compare predictions of the YI formula and the quasistatic approach based on Eq. (2) for the ionization rate calculated as a function of the phase $\varphi$ of the field intensity $I(\varphi) \propto \cos^2 \varphi$ within a field intensity half-cycle (shown by the dashed line) for different values of the Keldysh parameter $\gamma$. As can be seen from this comparison, both approaches give nearly identical results in the regime of small $\gamma$ [Fig. 1(a)]. However, as $\gamma$ increases, predictions of these two models tend to diverge [cf. the solid and dash-dotted lines in Figs. 1(b)–1(d)]. While the quasistatic approximation predicts stronger localized peaks in $w(\varphi)$ around $\varphi=0$, the YI formula correctly recovers transition to the regime of multiphoton ionization, where the ionization rate should display no or weak sensitivity to the phase of the field.

Figures 2(a) and 2(b) compare the buildup of the electron density $n_e$ simulated by solving the equation $\dot{n}_e = w(n_0 - n_e)$ in the case of a few-cycle laser pulse, with the ionization rate $w(t)$ calculated by using three different approaches—the YI formula, Keldysh-type, Popov-Perelomov-Terentyev (PPT) formula [25], and the quasistatic-approximation nonadiabatic ADK-type expression (2). In agreement with expectations based on the comparison of $w(\varphi)$ calculations performed with different approaches [Figs. 1(a)–1(d)], the YI formula and the quasistatic approximation give nearly identical results for the $n_e(t)$ profile in the $\gamma < 1$ regime [cf. the solid and dash-dotted curves in Fig. 2(a)]. These predictions, however, drastically differ from the results of calculations using the PPT formula, which involves averaging over the field cycle in calculation of the ionization rate. While the PPT formula predicts a smooth buildup of the electron density [the dashed line in Figs. 2(a) and 2(b)], the time dependences of $n_e$ calculated with the use of the YI formula and the quasistatic approximation display a steplike behavior, reflecting the sensitivity of the ionization rate to the phase of the laser field. Indeed, with $n_e \ll n_0$, one finds $n_e(t) = n_0 \int_{-\infty}^{t \omega_0} w(\xi) d\xi$, showing that each step in the $n_e(t)$ profile is locked to a respective field intensity half-cycle. Such a behavior of $n_e(t)$ has been known from the earlier theoretical work (see Refs. [3,26] for an overview) and has been recently visualized experimentally by time-of-flight spectrometry measurements [24], where attosecond steps in the ion yield have been resolved by using an isolated xuv attosecond pump pulse and a few-cycle optical probe pulse. In the spectral domain, a stepwise modulation of the electron density has been shown to induce optical harmonic generation [27]. Optical harmonics of this type have been recently isolated in noncollinear pump-probe experiments with a few-cycle pump field [28]. In the time domain, a stepwise modulation of the electron density gives rise to an ultrafast amplitude and phase modulation of an optical field, leading to new effects in the spectral and temporal evolution of intense few-cycle light pulses.

As one could also expect from the comparison of $w(\varphi)$ dependences in Figs. 1(a)–1(d), predictions of the YI formula and the quasistatic approximation tend to diverge in the transient regime, where $\gamma$ is on the order of unity, and in the regime of multiphoton ionization, with $\gamma > 1$ [see Fig. 2(b)]. As $\gamma$ increases, ionization steps in the $n_e(t)$ profiles.
calculated with the YI formula tend to become less pronounced, and the entire $n_e(t)$ profiles converge to $n_e(t)$ dependences calculated with the use of the PPT model [cf. the solid and dashed curves in Fig. 2(b)]. Conversely, if formally extended to the $\gamma>1$ regime (the quasistatic approach is inapplicable in this range), Eq. (2) for the ionization rate would yield sharp steps in the $n_e(t)$ profile even for $\gamma>1$ [the dash-dotted line in Fig. 2(b)], where no sensitivity to the phase of the laser field should be expected from general physical arguments.

For realistic conditions of high-field laser experiments, when the radial profile of field intensity across a laser beam should be taken into consideration, analysis of the temporal wave form and the spectral properties of the field behind the interaction region should include integration over the beam profile (this procedure is also included in our modeling), with the field intensity varying from low values (corresponding to low $\gamma$) at the periphery of the laser beam to high values (corresponding to transition-range or even large $\gamma$) on the beam axis. Thus, even when the quasistatic approximation adequately describes the ionization rate in the most intense, central part of the beam, it does not guarantee, as confirmed by numerical simulations presented below, from inaccuracies in calculations of spectral and temporal characteristics for the entire beam as the quasistatic approximation fails at the periphery of the beam, where the field intensity is low.

III. RESULTS AND DISCUSSION: UNDERSTANDING EFFECTS RELATED TO ELECTRON TUNNELING IN THE EVOLUTION OF FEW-CYCLE LIGHT PULSES

We now proceed with modeling the evolution of intense few-cycle light pulses in an ionizing medium by solving the pulse propagation Eq. (1) with the ionization rate calculated with the YI formula and the quasistatic approximation based on
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Eq. (2). Comparison of these simulations with the predictions of pulse-evolution modeling where \( w(t) \) is calculated with the field-phase-insensitive Keldysh-type PPT formula [25] will help us identify the signatures related to attosecond electron tunneling in pulse propagation dynamics. The input laser pulse in our simulations is chosen in such a way as to mimic a typical output of a Ti:sapphire laser compressed to a few-cycle pulse width by using a gas-filled capillary waveguide and a chirped-mirror compressor [10]. The input pulse energy is taken equal to 0.3 mJ. The initial pulse width is set equal to 5 fs. The radial field intensity profile across the laser beam is assumed to be Gaussian, with the peak, on-axis intensity corresponding to the Keldysh parameter \( \gamma = 0.5 \). Dependence of the gas pressure on the propagation coordinate \( z \) [the inset to Fig. 3(b)] is chosen to model the spatial profile of the gas pressure in a gas-jet target. The laser beam is focused into the gas jet with a 1-m-focal-length lens. The temporal profiles of the electron density calculated for these parameters using the YI and PPT formulas for the ionization rate are shown, respectively, by the solid and dashed lines in Fig. 3(a).

FIG. 3. (Color online) (a) Field intensity in a few-cycle laser pulse (dotted line) and the buildup of the electron density calculated with the use of the YI (solid line) and PPT (dashed line) formulas for the ionization rate. (b) Ionization loss \( \alpha_p \propto I_p \partial n_e/\partial t \) calculated with the use of the YI (solid line) and PPT (dashed line) formulas for the ionization rate. The spatial profile of the gas pressure in the gas jet is shown in the inset. The maximum pressure of neon in a gas jet is 0.3 bar.

We distinguish between two physical mechanisms whereby ultrafast modulation of the plasma current translates into detectable features in the evolution of a few-cycle pulse. The first mechanism involves the pump-induced plasma loss \( \alpha_p \propto I_p \partial n_e/\partial t \), described by the first term on the right-hand side of Eq. (1). This mechanism maps the temporal profile of \( \partial n_e/\partial t \) onto the transmission of the ionizing medium. In the regime of tunneling ionization, pulse transmission becomes a phase-sensitive function of time [the solid line in Fig. 3(b)], whose peaks are locked to the peaks of the laser field [cf. Figs. 3(a) and 3(b)], which imposes an ultrafast, \( \approx \partial n_e/\partial t \) amplitude modulation of the field wave form (Figs. 4 and 5) and gives rise to the generation of odd harmonics in the spectrum of the laser field transmitted through an ionizing gas (Figs. 6 and 7).

The second mechanism is accounted for by the plasma-current term, appearing as the last term on the right-hand side of Eq. (1), and is related to an effective nonlinear phase shift \( \Delta \Phi = \omega_0 \partial n_e \Delta z/c \) of the probe field induced by an ultrafast modulation of the plasma current within a small propagation length \( \Delta z \), with \( c \) being the speed of light in vacuum, \( \partial n_p \approx -\omega_p/(2n_0^2) \) being the plasma frequency. Since \( \omega_0^2 \approx n_e(t) \), this phase mask follows the temporal profile of \( n_e(t) \), displaying stepwise changes locked to oscillations of the laser field. In the spectral domain, these steps of \( n_e(t) \) translate into peaks at the frequencies of odd harmonics of \( \omega_0 \).

Important general tendencies in the evolution of high-intensity few-cycle light pulses in a fast-ionizing gas (neon) are illustrated by spatiotemporal maps of the field transmit-
SIGNATURES OF ATTOSECOND ELECTRON TUNNELING...

PHYSICAL REVIEW A 80, 053809 (2009)

FIG. 5. (Color online) Intensity envelope (a) and the instantaneous field intensity (b) on the beam axis in a pulse transmitted through the gas jet. The ionization rate is calculated by using the Yudin-Ivanov (solid line) and Popov-Perelomov-Terentyev (dashed line) formulas. The pressure of neon in a gas jet is 5 bar. The inset shows the intensity envelope in a pulse transmitted through the gas jet integrated over the beam with the YI (solid line) and PPT (dashed line) formula for the ionization rate.

FIG. 6. (Color online) Spatiotemporal maps of (a) (b) the field intensity, (c) and (d) intensity envelope, and (c) and (f) intensity envelope of the third harmonic in a pulse transmitted through the gas jet. The ionization rate is calculated by using the Yudin-Ivanov [(a), (c), and (e)] and Popov-Perelomov-Terentyev [(b), (d), and (f)] formulas. The pressure of neon in a gas jet is 0.3 bar.

\[
P(z, r, \omega) e^{i \phi_3(z, r, \omega)} = \frac{\alpha \chi_{THG}^{(3)}}{c} \hat{F} \{ E(z, r, t) \},
\]

\[
I(z, r, \omega) e^{i \phi_3(z, r, \omega)} = \frac{1}{\omega_0} \hat{F} \{ \omega_2^2(z, r, t) E(z, r, t) \},
\]

\[
L(z, r, \omega) e^{i \phi_3(z, r, \omega)} = \hat{F} \left\{ \frac{I_p}{I(z, r, t)} \frac{\partial n_e(z, r, t)}{\partial t} E(z, r, t) \right\},
\]

where \( \chi_{THG}^{(3)} \) is the nonlinear susceptibility responsible for third-harmonic generation.

The field-evolution equation [Eq. (1)] then yields the following expression for the energy of the field contained within a spectral interval from \( \omega_1 \) to \( \omega_2 \).

\[
W(z) = W_A(z) + W_p(z) + W_f(z),
\]

where
We now define the third harmonic as radiation emitted within the wavelength range from $\lambda_3 = 2\pi c/\omega_3 = 180$ nm to $\lambda_2 = 2\pi c/\omega_2 = 330$ nm. Figures 8(a) and 8(b) present the energies $W_k$, $W_p$, and $W_l$ of partial third-harmonic fields generated by different nonlinear mechanisms calculated as functions of the propagation distance $z$. The total energy calculated as a sum in Eq. (6) [the solid line in Figs. 8(a) and 8(b)] agrees very well with the energy of the third-harmonic signal found directly from the numerical solution of Eq. (1) with the YI formula for the ionization rate [open circles in Figs. 8(a) and 8(b)]. For comparison, we also plot in Figs. 8(a) and 8(b) the results of simulations performed with the ionization rate calculated using the PPT formula (dashed circles). At low gas pressures, as can be seen from Fig. 8(a), the third harmonic generated due to plasma density modulation is much more intense than the third harmonic related to the atomic susceptibility. As the gas pressure grows, the role of susceptibility-induced harmonics increases [Fig. 8(b)]. The growth in the gas pressure, on the other hand, also increases the phase mismatch between the third-harmonic field and the third-order nonlinear polarization. As a result, the third-harmonic signal can display a nonmonotonic behavior as a function of the gas pressure, seen for $W_k$ in Fig. 9, leaving much room for the optimization of frequency conversion of few-cycle laser pulses. Calculations presented in Fig. 9 also suggest that increasing the gas pressure does not automatically enhance the harmonic yield for a given propagation path of a light pulse in a gas medium. In the high-pressure regime (above 10 bar in Fig. 9), the propagation path should often be reduced in order to avoid phase-mismatching effects.

With ionization-induced defocusing substantially lowering the field intensity on the trailing edge of the laser pulse...
(Figs. 6 and 7), the third-harmonic field is much better localized in the time domain than the laser field is. Because of the radially nonuniform group delay introduced by plasma dispersion, the third harmonic forms a crescent-shaped pattern on the $r$-$t$ plane (Figs. 6 and 7), suggesting the possibility of ultrashort pulse generation in the uv range with an appropriate technique for spatial chirp compensation [29]. In the low-pressure regime, third-harmonic pulses generated by ultrafast plasma density modulation [Fig. 6(e)] are typically substantially shorter than third-harmonic pulses produced due to atomic susceptibilities [Fig. 6(f)].

Since the electron density is nonuniform across the laser beam, the shortest third-harmonic pulses [Fig. 6(e)] and the most clearly resolved pulse waveform modulation [Figs. 4(a) and 4(b)] are obtained on and near the axis of the laser beam. Integration over the beam leads to longer third-harmonic pulses [Fig. 6(a)] and dramatically lowers the visibility of electron-tunneling-induced modulation of the field waveform (the inset in Fig. 4). In the high-pressure regime, the signatures of tunneling ionization in the field waveform, which can still be observed on the beam axis [Figs. 5(a) and 5(b)], become completely unresolvable after the integration over the beam (the inset in Fig. 5).

In Figs. 10(a) and 10(b), we compare the spectra of high-intensity few-cycle light pulses behind a gas jet simulated by numerically solving Eq. (1) with $w(t)$ calculated with the YI and PPT formulas and integrating the result over the beam. It can be seen from Figs. 10(a) and 10(b) that the spectra calculated with these two approaches agree perfectly well within their visible and near-infrared parts. The high-frequency tails of these spectra, however, exhibit appreciable differences. Since the PPT formalism leads to a Keldysh-type, cycle-averaged expression for $w(t)$, it cannot account for an ultrafast modulation of the electron density. As a result, the high-frequency wings of the spectra calculated with the use of this formalism [shown by the dashed line in Figs. 10(a) and 10(b)] can only display harmonic signals due to atomic susceptibilities. On the contrary, the pulse evolution equation with the YI formula for $w(t)$ predicts odd-harmonic generation due to both atomic susceptibilities and ultrafast plasma-current modulation [solid line in Figs. 10(a) and 10(b)]. The difference between the harmonic spectra calculated with the use of these two approaches is especially striking in the regime of low gas pressures [Fig. 10(a)], where the atomic susceptibilities are too low to generate detectable harmonic signals. In the time domain, these signatures of electron tunneling are observed as a fast modulation of the field waveform, leading to qualitative differences, both on beam axis [Fig. 4(a)] and for the entire beam (the inset in Fig. 4), from the predictions of a pulse-evolution model where the ionization rate is calculated with the PPT formula (see Figs. 4 and 6). For high gas pressures, on the other hand, harmonic generation, as can be seen from Figs. 8(b) and 9, is dominated by atomic susceptibilities. In this regime, optical nonlinearities related to ionization and atomic susceptibilities tend to broaden the spectra of the driving pulse and its harmonics to such an extent that different parts of the spectrum merge together, giving rise to a supercontinuum stretching from the deep uv to the infrared [Fig. 10(b)]. With the nonlinear response of a high-pressure gas dominated by atomic susceptibilities and ionization effects being nonuniform across the beam (Figs. 5 and 7), pulse-evolution models with
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YI and PPT ionization rates tend to give converging predictions for the beam-integrated spectra [Fig. 10(b)] and field waveforms [inset in Fig. 5(b)] of few-cycle pulses. Under these conditions, it becomes difficult to separate the signatures of tunneling ionization in harmonic spectra and in field waveforms from effects related to atomic susceptibilities. Due to the difference in phase matching, such a separation becomes possible, as shown by recent experiments [28], in a noncollinear pump-probe scheme, where a high-intensity pump is used to induce electron tunneling in a medium, while a weaker noncollinear probe pulse reads out the electron density modulation, acquiring phase and amplitude modulation, which can be detected as optical harmonic signals.

In Figs. 11(a) and 11(b), we compare the spectra of few-cycle laser pulses behind a gas jet calculated with the use of the YI formula and the quasistatic-approximation results of Eq. (2). In the low-pressure regime [a neon pressure of 0.3 bar, Fig. 11(a)], where harmonic generation is dominated by the modulation of the plasma density, sharper steps in the $n_e(t)$ profile predicted by the quasistatic approximation translate into more intense optical harmonics [the dashed line in Fig. 11(a)]. Thus, in this regime, the quasistatic approximation noticeably overestimates the amplitude of harmonics in the spectrum of the output signal. In the high-pressure regime [a neon pressure of 5 bar, Fig. 11(b)], harmonics are generated mainly through atomic nonlinear susceptibilities. As a consequence, the output spectra are not very sensitive to the details of ionization process. In this regime, simulations performed with the YI formula and the quasistatic-approximation expression for the ionization rate give converging results [cf. the solid and dashed lines in Fig. 11(b)].

In the discussion above, we restricted our analysis to low-order (third, fifth, and seventh) optical harmonics generated due to electron density modulation in the spectral range from approximately 100 to 360 nm (Figs. 10 and 11). Since for harmonics generated by tunneling electrons, the harmonic amplitude falls off much faster as a function of the harmonic number than it does in the spectrum of harmonics generated by the electron rescattering mechanism [30], detection of high-order harmonics related to electron tunneling becomes very difficult if possible at all, as the latter are masked by harmonics emitted through electron rescattering, which tend to form a broad plateau. Indeed, only low-order (from the third to the seventh) optical harmonics have been experimentally detected so far in the regime where harmonic generation is predominantly due to electron tunneling [28]. In Fig. 12, we plot the spectrum of optical harmonics (Fourier transform of the field as a function of frequency) generated by a few-cycle light pulse within a very small propagation path of only 0.1 mm inside an ionizing gas. The spectrum of optical harmonics displays no plateau in this case, rapidly falling off to very low levels already for the ninth and 11th harmonics. In this calculation, we deliberately keep the propagation length short in order to reduce the influence of propagation effects, which typically complicate the map between the temporal dynamics of tunneling ionization and harmonic spectra. When propagation effects included in simulations, it becomes even more difficult to isolate low-intensity high-order harmonics generated by tunneling electrons from harmonics emitted by rescattering electrons.
IV. CONCLUSION

Numerical simulations presented in this paper demonstrate that the sensitivity of electron tunneling to the phase of an ionizing light field is manifested in specific features and tendencies in the spectral and temporal evolution of intense few-cycle light pulses. An ultrafast buildup of the electron density in the regime of tunneling ionization is shown to modulate a wave form of a few-cycle field, enhance the short-wavelength part of its spectrum, and generate odd-order optical harmonics. All these effects should be included in accurate models of filamentation and supercontinuum generation by intense few-cycle laser pulses. In a low-pressure gas, the signatures of electron tunneling in the evolution of few-cycle pulses are especially well resolved and can be employed to map attosecond electron tunneling dynamics.
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