1 INTRODUCTION

The sampling of the earth’s surface with laser technology for obtaining information about its geometric structure has become an efficient and wide-spread method for data acquisition over the past few years. 3D point clouds from airborne laser scanning (ALS), which is also referred to as airborne LiDAR (light detection and ranging), provide a data basis for various applications and have been used in different fields of engineering, such as forestry (Hyyppä et al., 2008; Naesset, 2007), urban monitoring (Dörning and Pfeifer, 2008; Höffe et al., 2009), hydrology (Mandburger et al., 2009; Briese et al., 2009; Höffe et al., 2009) or archaeology (Doneus et al., 2008).

Most of the above mentioned applications have in common that they rely on an accurate digital terrain model (DTM), derived on the basis of the point cloud. The quality of the DTM itself is, among other influencing factors (Kraus et al., 2004), dependent on the reliability to eliminate off-terrain echoes (Kraus et al., 2004; Karel et al., 2006). Conventional methods for classifying the point cloud into terrain and off-terrain echoes, a process also called filtering, employ various geometric criteria. This might be the distance to prior computed surfaces (Axelsson, 2000; Kraus and Pfeifer, 1998; Pfeifer et al., 2001), relations of planimetric distance and height difference (Vosselman, 2000) or normal vectors as a homogeneity criteria in a segmentation based approach (Tóvari and Pfeifer, 2005). However, reflections from near terrain objects, e.g. lower under storey, cannot be distinguished by geometric criteria alone. Especially near ground vegetation poses two problems. The first problem concerns the range resolution. If the vegetation is very low, the range difference between two consecutive targets may become too short for the detector to separate them. Consequently, only one target is identified, which features a measured distance that results from an overlap of the two actual reflections. The resulting point is then located somewhere in between them (Kraus, 2007). Secondly, areas with dense vegetation feature only little to no penetration at all. This is crucial if the trend of the surface changes significantly below the impenetrable vegetation and no echoes from the terrain are detected. In both cases, echoes tend to be wrongly classified as ground points.

Consequently, a DTM surface computed on the basis of a point cloud including such off-terrain echoes, might run through the lowest vegetation levels and therefore above the actual terrain. As these errors can be in the range of several decimetres, they are critical for DTM based application where high accuracy is required (Doneus et al., 2008).

Currently, two different types of ALS sensors, which can be distinguished by their method of echo detection, are commercially available. The so-called discrete recording systems are able to record the range and amplitude of one or more consecutive discrete echoes. In contrast, the so-called full-waveform (FWF) digitizers, are capable of detecting and storing the whole emitted and backscattered signal. To then obtain the individual echoes, the recorded waveform has to be reconstructed in post-processing and a decomposition algorithm, which can be individually adapted, has to be applied. Recent papers describe different methods for ALS waveform analysis and echo detection (Wagner et al., 2006; Roncat et al., 2008; Mallet et al., 2009). During the process, the echoes are detected and the range of the scanner to the target, as well as additional variables are derived. In addition to the amplitude, the width of the backscattered signal, also commonly known as the echo width, is determinable.

The usage of these additional observables opens up new prospects for DTM generation from ALS data, although very rarely used so far. Wagner et al. (2008) stated that the width of the backscattered echo is dependent on the vertical distribution of small surface elements within the footprint area of the laser beam. The canopy, under storey or near ground vegetation are assumed to have larger variations in vertical directions and consequently larger echo widths than the terrain. Based on this fact, Doneus et al. (2008) used an empirically derived echo width threshold, pre-classifying presumable off-terrain echoes in the input point cloud for the hierarchical robust filtering (Pfeifer et al., 2001). In Lin and Mills (2009), a point labelling process, determining terrain points us-
ing a threshold for the echo width is applied to complement the individual 3D points. This additional surface information is integrated in a DTM generation approach employing Axelsson’s progressive densification method (Axelsson, 2000).

However, applying hard thresholds on datasets poses several difficulties. On the one hand, the derived thresholds are always sensor specific and do not necessarily apply for others. On the other hand, the above mentioned strategies tend to eliminate a certain number of points based on a-priori determined thresholds. This implies the possibility of creating false negatives, meaning excluding reflections that might very well stem from terrain. These echoes are permanently lost for subsequent filtering steps.

The method described in this paper considers these limitations and disadvantages of pre-classifying echoes based on a fixed echo width threshold. Rather than using thresholds on either one of the FWF-observables (amplitude and echo width), it focuses on the modelling of the distribution of the echo widths dependent on amplitude values. As for the derivation of a DTM only the last echoes are relevant, probabilities indicating whether they are more likely to be a terrain echo or not are assigned to the echoes. These probabilities can be interpreted as individual weights and can be used as a-priori weights in existing filtering algorithms. Hence, the whole point cloud is preserved and augmented with additional information, which can subsequently be used for a more accurate derivation of DTMs.

In the following section 2 the study area is described. Section 3 deals with the theoretical background of the proposed method (see section 3.1), a description of the point cloud analysis (see section 3.2) and the probability assignment (see section 3.3). Finally, the results are summarized and discussed in section 4 and a conclusion is given in section 5.

2 STUDY AREA AND DATA

An ALS data set collected over the city of Eisenstadt, capitol of county Burgenland, Austria, was used in this paper. As study area a small sample within the Schlosspark Eisenstadt was created. The ALS data were acquired under leaf-off conditions in March 2007. A RIEGL LMS-Q560 laser scanner, which is equipped with a full-waveform recorder, was employed. The main technical specifications can be found on the distributors website (Riegl, 2009a). The scanner was carried by a fixed-wing aircraft as well as a helicopter alternatively, which operated at an average flying altitude of 600 m, the scan angle was set to ±22.5° and the average distance of the single trajectories was 90 m. This resulted in a large overlap of the ALS strips and, consequently, rather high point density of 18 echoes per m² for the whole data set. Using Gaussian decomposition, as described in Wagner et al. (2006), the single echoes were extracted from the raw waveform data and a 3D point cloud was obtained. For adequate geo-referencing the method proposed by Kager (2004) was applied. This process allows to reduce discrepancies between overlapping ALS strips. The produced high quality 3D point cloud was then used to derive a digital surface model (DSM) utilizing moving planes interpolation. Furthermore, a DTM using hierarchic robust interpolation (Pfeifer et al., 2001) was generated. Both methods are implemented and documented in the software package SCOP++ (SCOP++, 2008). The DTM was used to compute the normalized heights of the single echoes for point selection and later verification purposes. A hill-shading of the study area can be seen in figure 1a. The obtained point cloud consisted of 57.3% single echoes (only one reflection in the shot), 27.8% shots with two, 11.8% with three 2.7% with four and 0.4% with more than four consecutive target reflections.

\[
2 \ast \sqrt{2 \ast \ln2} = 2.3548
\]  

in order to correspond to the echo widths derived by the applied echo extraction method, which results in a value of 1.6986 ns (Mücke, 2008).

Examination of the echo width image in figure 1e supports this theory. In the north-western corner a football court is located,
which is a flat non-tilted plane featuring also the lowest echo widths of about 1.75 ns in the sample area. The pathway through the forest (centre of the image), which is not overgrown by trees, also shows reflections of comparable widths. The largest echo widths in the area stem from vegetation echoes, characterized by values well above 2 ns and up to 5 ns. Also the lower amplitude values can be found in the vegetated area (see figure 1d). This is probably the result of a potentially higher number of consecutive echoes in the penetrable canopy and multi-layered vegetation below. The more reflections per shot, the less energy can be scattered back by the individual targets and consequently the last echoes feature the lower amplitude values (Wagner et al., 2008).

3.2 Point cloud analysis

To confirm our assumption, single echoes from open terrain areas were selected and scatter plots showing their amplitudes and respective echo widths were produced (see figure 2). Compared to the width of the emitted pulse (dotted blue line in figure 2), the four samples, taken from reflections over gravel (1452 points), sand (1059 points), asphalt (1427 points) and grassland (4628 points), seem to correspond quite well. Except for a minimal positive shift with respect to the width of the emitted pulse and increased scattering of the echo widths with decreasing amplitude values. This scattering was also observed by Wagner et al. (2006), explained as a characteristic of FWF decomposition using a Gaussian model. They stated that the method is robust for strong echoes and becomes less reliable for weak ones. Subsequently, we examined if the amplitudes and widths of single and last echoes from forest terrain behave similar as the ones from open terrain. Figure 3 shows a scatter plot produced from reflections of an overgrown area. They were selected using the previously calculated normalized heights (dZ) with respect to the DTM and a dZ < 0.2 m threshold (see section 2), so they approximate the terrain as good as possible. We found that the 0.2 m threshold was adequate given the definition uncertainty of a forest terrain covered by fallen leaves, tree roots and creepers of any kind. Further reducing the threshold did not significantly minimize the resulting terrain point cloud, whereas an increase to 0.5 m had the opposite effect. By visual comparison we examined that lots of points representing relevant near terrain vegetation were included.

![Figure 2: Scatter plot of selected single echoes from open terrain (grass, gravel, sand, asphalt); width of the emitted pulse is shown by dotted blue line.](image1)

3.3 Probability Assignment

We expect the scatter plot in figure 3 to depict the distribution for amplitudes and echo widths of terrain echoes in vegetated areas and base the probability assignment on this assumption. First, a distribution function dependent on the amplitudes and respective echo widths is created. It is fit to the distribution on the left side of the median of the echo widths, because there the detection accuracy we can expect from the applied Gaussian decomposition is demonstrated. We then flip the function vertically along the median (see figure 4), so the two functions combined now outline the range of amplitude and echo width values for reflections that stem from terrain with a high probability. 3D points within this area are given the highest weights, which is defined as 95% (green zone in figure 4). As we do not expect a shortening of the echo widths due to vegetation but rather the opposite, every echo left of the area outlined by the distribution function (green zone) is given the lowest weight of 5%. In order to avoid hard thresholds in the transition from high to low weight, we defined a buffer zone along the flipped curve. Inside of it a linear function is used for applying the individual weights, ranging from 95% to 5%. Every point outside the transition zone is considered not to represent terrain and is therefore given the lowest weight (5%). This method tends to give the highest weights to points belonging to terrain with a high probability, points assumed to be off-terrain echoes gain the lowest weights.

![Figure 4: Last echoes from forest terrain; fit distribution function (red lines); highest weights w = 95% (green), transition zone 95% < w < 5% (orange), lowest weights w = 5% are assigned outside the green and orange zones.](image2)

4 RESULTS AND DISCUSSION

The distribution of the forest terrain echoes (figure 3) shows similar characteristics as the one from the open terrain echoes (figure 2). The scattering of the echo widths also increases with decreasing amplitudes. However, it features echoes with very low amplitudes, which are not present in the single echoes from open terrain and can be explained by the persistent loss of energy due to the detection of consecutive targets in the vegetated area. Also the echo widths cover a wider range up to 3 ns, indicating that some of the selected terrain points represent rough surfaces, e.g.
points on tree roots or stems. Apart from that a slight shift compared to the emitted pulse is recognizable in all of the produced point cloud samples. At this time the cause of this shift is uncertain. Probably the incidence angle of the laser shot might influence the echo width, causing it to become wider with small (acute) angles. Essentially, this corresponds to a widening of the reflected signal caused by height variation. However, the examined echoes stemming from open areas represent near horizontal terrain (e.g. left part of profile in 1c representing the football court) and are located in the middle of the strip, roughly below the trajectory of the flight. So the angle of deflection is small and consequently the incidence angles are rather obtuse, a change of the echo widths caused by this is therefore unlikely. Another reason could be that the width of the emitted pulse is not constantly 4 ns, but sometimes wider, subsequently causing bigger echo widths in the backscattered signals. But to our knowledge this has not been explored so far.

Figure 5: Off-terrain echoes from a forested area selected by height thresholding (last echoes $dZ > 0.2 \text{ m}$); width of the emitted pulse is shown by dotted blue line.

Further, the distribution function derived in section 3 (figure 4) was compared to the scatter plot of the selected off-terrain last echoes in the forested area (see figure 5), which were generated by height thresholding ($dZ > 0.2 \text{ m}$) as well. Although there is a large overlap, the distribution is very asymmetric and shifted towards higher echo widths, featuring a significant amount of echoes we can expect to be given the lowest weight.

Consequently, the distribution function was used to assign weights to the single and last echoes within the study area, because these are usually the lowest points and therefore considered to represent terrain. For a validation of the results the afore calculated normalized heights were employed. Initially we selected terrain points in the forested area by applying a threshold of 0.2 m ($dZ <= 0.2 \text{ m}$) (see section 3.2) on the normalized heights of the single and last echoes. We repeated that for our study area (see figure 1), producing a terrain point cloud that consisted of 184868 points, starting from a total of 226767 points. Comparing this number to the number of points that were assigned weights of $w = 95\%$, we found that 92\% of the terrain echoes selected by height thresholding were given the maximum weight ($w = 95\%$). Additionally, we extracted the echoes that gained the maximum weight and those that gained less ($w < 95\%$) and produced a histogram of the normalized heights (see figure 6). It clearly reveals that more than 80\% of the echoes with maximum weight are located below 0.5 m. Apart from that, 7.1\% of the points with weights of less than 95\% (points that are unlikely to stem from terrain) are also in that height range. More detailed investigations and visual examinations have shown that these echoes stem from lower vegetation or tree stems, therefore also being correctly weighted. This explanation is supported by figure 7b, where the low weighted echoes ($w < 95\%$) color-coded by their respective normalized height $dZ$ are shown. The points are within the dark green area feature normalized heights of 0.5 m and below.

The remaining part of the single and last echoes, featuring high as well as low weights, are spread over the entire range of normalized heights occurring in our study area. This points out a limitation of the probability assignment, which is partly rooted in the applied echo detection method. The lower the amplitude, the higher the tolerance for points gaining maximum weight. Strong first echoes in the canopy might have large echo widths and be therefore correctly weighted. However, for consecutive echoes less energy is left (Wagner et al., 2008), and thus, as we have already pointed out in section 1, the echo width estimation becomes less trustworthy. This probably results in reflections from branches and stems high above the terrain having smaller echo widths, although they represent rather rough surfaces. For this reason they are wrongly given high weights. Figure 7a shows the points with a weight of $w = 95\%$. The white square outlines echoes in the canopy ($dZ > 20 \text{ m}$). The apparent explanation for these points being given the maximum weight is that the dense canopy acts as a single scatterer, featuring too little height variation within the footprint of the laserscanner to be detected. Consequently, they have similar characteristics as terrain echoes. The same applies for thick branches of trees or stems with large diameters, which can also be seen as extended targets (Jelalian, 1992), meaning they are bigger than the footprint size. However, these points do not pose a problem for conventional filtering algorithms, as they are well elevated and can be reliably detected and...

Figure 6: Histogram of single and last echoes from sample area. Points that were weighted with 95\% (blue) and less than 95\% (red).

Figure 7: (a) DSM overlain with single and last echoes featuring maximum weights $w = 95\%$ (b) DSM overlaid with single and last echoes featuring weights $w < 95\%$. The white square shows the area with dense canopy.
eliminated by the geometric analysis of the local neighbourhood. As pointed out in section 1, it is rather the near ground vegetation that causes troubles in DTM generation and the proposed classification method has proven to be valuable in the detection of reflections from such objects.

5 CONCLUSIONS AND FUTURE WORK

Our investigations have demonstrated that the full-waveform observables amplitude and echo width have potential for the assignment of probabilities whether an ALS point represents terrain or not. The suggested method managed to label 92% of the terrain echoes correctly (see section 4) and additionally correctly detected reflections from near ground vegetation. However, we found that the approach can not produce exclusive terrain point clouds, given the fact that amplitude and echo width are metrics that do not discriminate sufficiently to do so. A reliable determination of off-terrain points without the utilization of geometric criteria seems rather difficult. But as presented in other papers (Briese et al., 2007; Lin and Mills, 2009), conventional filtering methods profit from a-priori separated vegetation echoes which could be found with the help of full-waveform observables. The approach proposed in this paper produces a point cloud enriched by individual weights for each point, which can now be used in subsequent filtering steps. In our further work we will concentrate on the integration of the individual weights into the hierarchical robust interpolation. Apart from that we plan on acquiring a proper reference dataset with terrestrial laser scanning which we will use for the derivation of a very detailed and highly accurate DTM to compare it to the ALS DTM and adequately validate the employed filtering method.
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