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Abstract—In multiple-input multiple-output (MIMO) spatial multiplexing systems, maximum-likelihood (ML) detection achieves maximum diversity at the cost of high computational complexity. In contrast, low-complexity alternatives like zero-forcing (ZF) detection suffer from a significant diversity loss. In this paper, we present a novel detection scheme that allows a continuous tradeoff between diversity order and complexity reduction. The proposed detector consists of two stages: the first stage is a linear pre-equalizer that partially eliminates MIMO interference and improves the channel condition number; the second stage is a mismatched ML detector on the residual channel that ignores the correlation introduced by the equalization stage. This second stage is implemented using a variant of the sphere decoder. ML and ZF detection are extreme special cases of our novel scheme. We give insights into the main effects that determine performance and we provide an explicit expression for the diversity order achieved with the proposed detector. Simulation results confirm that our scheme allows to trade diversity for complexity savings in a continuous manner.

I. INTRODUCTION

TWO OF THE most important benefits of multiple-input multiple-output (MIMO) wireless systems are increased capacity (multiplexing gain) and improved reliability (diversity gain) [1]. In this paper, we consider spatial multiplexing systems with $M_T$ transmit antennas and $M_R$ receive antennas. Such systems offer a multiplexing gain of $M_T$ and allow for a receive diversity gain of $d_{\text{max}} = M_R$, provided that appropriate detection algorithms are used. The optimum detector providing full diversity is the maximum-likelihood (ML) detector. Unfortunately, ML detection is computationally very expensive. Even the sphere decoder implementation [2], [3] of the ML detector has a worst-case and average complexity that grows exponentially with the number of transmit antennas $M_T$ under independent and identically distributed (i.i.d.) Rayleigh fading [4], [5]. At the opposite extreme are low-complexity suboptimum detection schemes like zero-forcing (ZF), minimum mean squared error (MMSE), decision-feedback detection [6]–[8], all of which only achieve a diversity order of $d_{\text{min}} = M_T - M_T + 1$. This can be attributed to the fact that sub-optimum detectors perform poorly for channels with large condition number [9], [10]. However, when preceded by LLL lattice reduction (LR) [11], sub-optimum detectors retain full diversity [12]. The sub-optimum fixed-complexity sphere decoder [13] achieves full diversity order $d_{\text{max}}$ with fixed (i.e., channel-independent) complexity. It is interesting to observe that most MIMO detection schemes in the literature achieve either full diversity order $d_{\text{max}}$ or the poor diversity order $d_{\text{min}}$, with a few exceptions (e.g., [7], [14]) that achieve integer diversity order in between these two extremes. However, none of the detection schemes proposed so far allows arbitrary (non-integer) diversity orders between $d_{\text{min}}$ and $d_{\text{max}}$ in a scalable manner.

In this paper, we propose a novel MIMO detector that allows to trade diversity and complexity in a continuous manner and comprises ML and ZF detection as special cases. Our scheme consists of two stages. The first stage partially equalizes the channel, resulting in a channel with a smaller condition number. The second stage performs mismatched ML detection in the sense that the noise correlation introduced by the first stage is ignored. This second stage is implemented via a sphere decoder variant [15] that is suited for low signal-to-noise ratios (SNRs). The overall scheme will henceforth be referred to as pre-equalized sphere decoding (PSD) detection. The diversity and complexity of the scheme essentially depend on the amount of equalization, which is controlled by a scalar parameter $\alpha$. We use large deviation arguments [16] to identify the dominant error events for our proposed scheme and thereby analytically derive its diversity order as a function of $\alpha$. We also analyze the overall complexity of the proposed detector and show that the equalization parameter $\alpha$ allows to control the complexity of the sphere decoder in the second stage.

This paper is organized as follows. In Section II, we describe the system model and reformulate ML and ZF detection in a unified framework. PSD is introduced in Section III and an efficient sphere decoder implementation is developed in Section IV. In
Section V, we derive the diversity order of PSD. Simulation results are presented in Section VI and conclusions are provided in Section VII. Detailed derivations and proofs are relegated to the Appendices.

II. SYSTEM MODEL AND CLASSICAL DETECTORS

A. System Model

We assume a linear MIMO spatial multiplexing system where $M_R \geq M_T$. The entries of the transmit vector $\mathbf{x} \in \mathcal{A}^{M_T}$ (with $\mathcal{A}$ denoting the symbol alphabet) are i.i.d. with $E\{\mathbf{x}\mathbf{x}^H\} = \mathbf{I}$. Assuming a flat-fading channel, the length-$M_R$ receive vector equals

$$\mathbf{r} = \mathbf{H}\mathbf{x} + \mathbf{n}. \quad (1)$$

Here, $\mathbf{H}$ is the $M_R \times M_T$ channel matrix (assumed perfectly known at the receiver), whose elements $[\mathbf{H}]_{n,m}$ are the complex fading coefficients between the $n$th transmit antenna and the $m$th receive antenna. Furthermore, $\mathbf{n} \sim \mathcal{C}\mathcal{N}(\mathbf{0}, \sigma_n^2 \mathbf{I})$ denotes spatially white complex Gaussian noise with variance $\sigma_n^2$. The signal-to-noise ratio (SNR) at the receiver is defined as $\text{SNR} = \frac{E\{||\mathbf{H}\mathbf{x}||^2\}}{E\{||\mathbf{n}||^2\}}$.

B. ML Detection

With our assumption of i.i.d. Gaussian noise, ML detection amounts to solving [1]–[3]

$$\hat{\mathbf{x}}_{\text{ML}} = \arg \min_{\mathbf{x} \in \mathcal{A}^{M_T}} ||\mathbf{r} - \mathbf{H}\mathbf{x}||^2$$

which achieves the minimum vector error probability for uniformly distributed transmit vectors. Even when implemented using the sphere-decoding algorithm [2], [3] the computational complexity of ML detection in general grows exponentially with $M_T$ [4].

For a given channel realization $\mathbf{H}$, the pairwise error probability (PEP) of ML detection, i.e., the probability that the detector prefers $\mathbf{x}_2$ over $\mathbf{x}_1$ when $\mathbf{x}_1$ was actually transmitted, equals [1]

$$P(\mathbf{x}_1 \rightarrow \mathbf{x}_2 | \mathbf{H}) = Q\left( \frac{||\mathbf{H}\mathbf{6}||}{\sqrt{2}\sigma_n} \right). \quad (2)$$

Here, $\delta = \mathbf{x}_1 - \mathbf{x}_2$ is the error vector and $Q(\cdot)$ denotes the $Q$-function. For i.i.d. Rayleigh fading, the mean PEP for ML detection is upper bounded as [1]

$$P(\mathbf{x}_1 \rightarrow \mathbf{x}_2) = E_{\mathbf{H}} \{P(\mathbf{x}_1 \rightarrow \mathbf{x}_2 | \mathbf{H})\} \leq C_{\text{ML}} \left( 1 + \frac{||\delta||^2}{4\sigma_n^2} \right)^{-M_R} \quad (3)$$

where $C_{\text{ML}}$ is a positive constant. We define the diversity order achieved by a detector as

$$d = \lim_{\sigma_n^2 \to 0} \frac{\log P(\mathbf{x}_1 \rightarrow \mathbf{x}_2)}{\log \sigma_n^2}. \quad (4)$$

It follows from (3) that for ML detection $d = M_R = d_{\text{ML}}$, i.e., the ML detector achieves full diversity (at the expense of a computational complexity that is exponential in $M_T$).

C. ZF Detection

With ZF equalization, the receive vector is first passed through a channel equalizer that cancels MIMO interference, i.e.,

$$\mathbf{y} = \mathbf{H}^* \mathbf{r} = \mathbf{x} + \mathbf{H}^* \mathbf{n} \quad (5)$$

where $\mathbf{H}^* = (\mathbf{H}^H\mathbf{H})^{-1}\mathbf{H}^H$ denotes the pseudo-inverse of $\mathbf{H}$ [17]. The ZF-organized vector $\mathbf{y}$ is then fed to a slicer that yields the detected transmit vector

$$\hat{\mathbf{x}}_{\text{ZF}} = Q_{\mathcal{A}} \{\mathbf{y}\}. \quad (6)$$

Here, $Q_{\mathcal{A}} \{\cdot\}$ denotes element-wise quantization with respect to the symbol alphabet $\mathcal{A}$.

For a given $\mathbf{H}$, the PEP of the ZF detector can be written as [18]

$$P(\mathbf{x}_1 \rightarrow \mathbf{x}_2 | \mathbf{H}) = Q\left( \frac{1}{\sqrt{2}\sigma_n} \sqrt{\frac{||\delta||^2}{\delta^H(\mathbf{H}^H\mathbf{H})^{-1}\delta}} \right)$$

and for i.i.d. Rayleigh fading the mean PEP is bounded as [19]

$$P(\mathbf{x}_1 \rightarrow \mathbf{x}_2) \leq C_{\text{ZF}} \left( 1 + \frac{||\delta||^2}{4\sigma_n^2} \right)^{-M_R + M_T - 1}$$

where $C_{\text{ZF}}$ is a positive constant. The ZF detector thus yields a diversity order of $d_{\text{ZF}} = M_R - M_T + 1 = d_{\text{min}}$ with the advantage of requiring low computational effort.

D. Unified Framework for ML and ZF Detection

In order to place ML and ZF detection on a common basis, we reconsider the ZF domain relation $\mathbf{y} = \mathbf{x} + \mathbf{H}^* \mathbf{n}$ [cf. (5)]. The noise $\mathbf{H}^* \mathbf{n}$ after ZF equalization is distributed as $\mathbf{H}^* \mathbf{n} \sim \mathcal{C}\mathcal{N}(\mathbf{0}, \sigma_n^2 \mathbf{G}^{-1})$, where $\mathbf{G} = \mathbf{H}^H\mathbf{H}$ denotes the Gram matrix of $\mathbf{H}$. Hence, the ZF equalizer in general renders the components of $\mathbf{H}^* \mathbf{n}$ correlated.

The ZF domain receive vector $\mathbf{y}$ is a sufficient statistic for detecting $\mathbf{x}$ and has conditional distribution $\mathbf{y} | \mathbf{x} \sim \mathcal{C}\mathcal{N}(\mathbf{x}, \sigma_n^2 \mathbf{G}^{-1})$. In fact, the ML detector (2) can be straightforwardly rewritten as

$$\hat{\mathbf{x}}_{\text{ML}} = \arg \min_{\mathbf{x} \in \mathcal{A}^{M_T}} \langle \mathbf{y} - \mathbf{x} \rangle^H \mathbf{G} (\mathbf{y} - \mathbf{x}). \quad (7)$$

In contrast, ZF detection ignores the noise correlation in the ZF domain. The component-wise quantization (6) performed by the ZF detector can be reformulated as

$$\hat{\mathbf{x}}_{\text{ZF}} = \arg \min_{\mathbf{x} \in \mathcal{A}^{M_T}} \langle \mathbf{y} - \mathbf{x} \rangle^H (\mathbf{y} - \mathbf{x}). \quad (8)$$

Both ML and ZF detection can thus be written in terms of a positive definite quadratic form in the error vector $\mathbf{y} - \mathbf{x}$, the difference being that with ML detection the quadratic form is induced by $\mathbf{G} = \mathbf{G}^+$ whereas with ZF detection it is induced by $\mathbf{I} = \mathbf{G}^0$. The ML detector thus fully exploits the noise correlation in the ZF domain, whereas the ZF detector ignores the noise correlation completely.
III. PRE-EQUALIZED SPHERE DECODING

A. Mismatched ML Metric

The unified formulation of ML and ZF detection in the previous subsection motivates us to propose a class of receivers which use a similar detection metric as (7) and (8) but with arbitrary powers (between 0 and 1) of the Gram matrix, i.e.,

\[ \mathbf{x}_\alpha = \arg \min_{\mathbf{x} \in \mathbb{C}^{M_T}} (\mathbf{y} - \mathbf{x})^H \mathbf{G}^{1-\alpha} (\mathbf{y} - \mathbf{x}), \quad 0 \leq \alpha \leq 1. \tag{9} \]

Here, \( \mathbf{G}^{1-\alpha} = \sum_{k=1}^{M_T} \lambda_k^{1-\alpha} \mathbf{v}_k \mathbf{v}_k^H \), with \( \lambda_k > 0 \) and \( \mathbf{v}_k \), respectively, denoting the (necessarily real and positive) eigenvalues and (normalized) eigenvectors of the Gram matrix \( \mathbf{G} \). The metric in (9) can be interpreted as ML metric for the model \( \mathbf{y} = \mathbf{x} + \mathbf{w} \) under the assumption that the noise has distribution \( \mathbf{w} \sim \mathcal{CN}(0, \sigma_n^2 \mathbf{G}^{\alpha-1}) \). However, the actual noise in the ZF domain is distributed as \( \mathbf{H}^\dagger \mathbf{n} \sim \mathcal{CN}(0, \sigma_n^2 \mathbf{G}^{\alpha-1}) \). Since for \( \alpha \neq 0 \) the true noise correlation is only partially taken into account, the metric in (9) is not matched to the actual system model and hence amounts to a mismatched ML detector.

The set of symbol estimates defined by (9) provides a means to move continuously from the ML solution \( \mathbf{x}_0 = \hat{\mathbf{x}}_{\text{ML}} \) to the ZF solution \( \mathbf{x}_1 = \hat{\mathbf{x}}_{\text{ZF}} \). This suggests that the performance and complexity of (9) will scale with \( \alpha \), thereby providing a tradeoff between ML and ZF detection. The rest of this paper is dedicated to showing that this tradeoff in fact exists. Since the distance \( \sigma_n^2 [\mathbf{G}^{\alpha-1} - \mathbf{G}] \) between the mismatched correlation \( \sigma_n^2 \mathbf{G}^{\alpha-1} \) and the true correlation \( \sigma_n^2 \mathbf{G}^{-1} \) can be shown to be a monotonically increasing function of \( \alpha \), it is quite plausible that the performance of the mismatched ML detector (9) will decrease with increasing \( \alpha \). A precise formulation and proof of this statement in terms of receive diversity is provided in Section V. On the other hand, it is not so obvious that (9) enables more and more complexity savings with increasing \( \alpha \). Before providing a detailed discussion of an implementation for which this is indeed the case, we give a short heuristic argument.

It is known [2], [3], [9] that the complexity of ML detection using sphere decoding depends crucially on the channel condition number (i.e., the ratio of the largest and smallest singular value [17]). Since (9) amounts to an ML detection problem (even though a mismatched one), the condition number \( \kappa(\mathbf{G}^{1-\alpha}) \) of the matrix \( \mathbf{G}^{1-\alpha} \) influences the complexity of (9). Straightforward linear algebra implies that \( \kappa(\mathbf{G}^{1-\alpha}) = \kappa^{1-\alpha}(\mathbf{G}) \), i.e., the condition number of \( \mathbf{G}^{1-\alpha} \) decays exponentially with \( \alpha \). For \( 0 \leq \alpha_1 \leq \alpha_2 \leq 1 \), we have

\[ \kappa(\mathbf{G}) \geq \kappa(\mathbf{G}^{1-\alpha_1}) \geq \kappa(\mathbf{G}^{1-\alpha_2}) \geq 1, \]

suggesting that the complexity of (9) decreases with increasing \( \alpha \).

A generalized version of the mismatched ML detector (9), not further considered in this paper, is obtained by using an arbitrary positive definite matrix \( \mathbf{F} \) to induce a quadratic form in the ZF domain

\[ \hat{\mathbf{x}} = \arg \min_{\mathbf{x} \in \mathbb{C}^{M_T}} (\mathbf{y} - \mathbf{x})^H \mathbf{F}(\mathbf{y} - \mathbf{x}). \tag{10} \]

The choice of the matrix \( \mathbf{F} \) again determines the performance and complexity of (10). For example, choosing \( \mathbf{F} \) as a block diagonal matrix approximating \( \mathbf{G} \) admits a reduced-complexity sphere decoder implementation at the expense of a certain performance degradation (cf. [20] for such an approach applied to code division multiple access systems).

B. Two-Stage Reformulation

We next derive a two-stage implementation of the ZF domain problem (9) which applies directly to the receive vector \( \mathbf{r} \) and is more convenient for implementation and interpretation. To this end, we rewrite the quadratic form in (9) as

\[ (\mathbf{y} - \mathbf{x})^H \mathbf{G}^{1-\alpha} (\mathbf{y} - \mathbf{x}) = (\mathbf{y} - \mathbf{x})^H \left[ \mathbf{G}^{(1-\alpha)/2} \right]^H \mathbf{G}^{(1-\alpha)/2} (\mathbf{y} - \mathbf{x}) \]

\[ = \left| (\mathbf{G}^{(1-\alpha)/2} \mathbf{y} - \mathbf{G}^{(1-\alpha)/2} \mathbf{x}) \right|^2. \tag{11} \]

where \( \mathbf{G}^{(1-\alpha)/2} = \mathbf{V} \Lambda^{(1-\alpha)/2} \mathbf{V}^H \) denotes the positive definite square-root of \( \mathbf{G}^{1-\alpha} \) (here, \( \mathbf{V} = (\mathbf{v}_1, \ldots, \mathbf{v}_{M_T}) \) and \( \Lambda = \text{diag}(\lambda_k^{1-\alpha}) \)). To further simplify this expression, we use the SVD \( \mathbf{H} = \mathbf{U} \mathbf{D} \mathbf{V}^H \) of the channel matrix. We denote the first term on the right-hand side in (11) as \( \tilde{\mathbf{r}}_\alpha = \mathbf{G}^{(1-\alpha)/2} \mathbf{y} \), and develop it as follows:

\[ \tilde{\mathbf{r}}_\alpha = \mathbf{G}^{(1-\alpha)/2} \mathbf{y} = \mathbf{G}^{(1-\alpha)/2} \mathbf{H}^\dagger \mathbf{r} \]

\[ = \mathbf{V} \Lambda^{(1-\alpha)/2} \mathbf{V}^H \mathbf{V}^H \mathbf{D} \mathbf{V}^H \mathbf{r} \]

\[ = \mathbf{V} \mathbf{D} \mathbf{V}^H \mathbf{r} = \mathbf{W}_\alpha \mathbf{r} \tag{12} \]

where we used that \( \mathbf{H}^\dagger = \mathbf{V}^H \mathbf{D} \mathbf{V} \). Since \( \mathbf{V} \) is unitary, and \( \Lambda = \mathbf{D}^2 \). Hence, \( \tilde{\mathbf{r}}_\alpha \) amounts to applying a partial equalizer \( \mathbf{W}_\alpha = \mathbf{V}^H \mathbf{D} \mathbf{V} \) to the receive vector \( \mathbf{r} \) (observe that for \( \alpha = 1 \) the ZF equalizer is obtained, i.e., \( \mathbf{W}_1 = \mathbf{H}^\dagger \)). Inserting (11) into (12) yields

\[ \tilde{\mathbf{r}}_\alpha = \mathbf{W}_\alpha \mathbf{r} + \mathbf{n}_\alpha = \mathbf{C}_\alpha \mathbf{x} + \hat{\mathbf{n}}_\alpha \tag{13} \]

where \( \hat{\mathbf{n}}_\alpha = \mathbf{W}_\alpha^H \mathbf{n} \sim \mathcal{CN}(0, \sigma_n^2 \mathbf{G}^{-\alpha}) \) denotes spatially correlated noise and \( \mathbf{C}_\alpha = \mathbf{W}_\alpha^{-1} \mathbf{H} \) denotes the residual part of the channel that remains unequilized. It turns out that

\[ \mathbf{C}_\alpha = \mathbf{V}^H \mathbf{D} \mathbf{V} \mathbf{U} \mathbf{D} \mathbf{V}^H = \mathbf{V} \mathbf{D}^{1-\alpha} \mathbf{V}^H = \mathbf{G}^{(1-\alpha)/2} \tag{14} \]

which finally allows us to rewrite (9) as

\[ \mathbf{x}_\alpha = \arg \min_{\mathbf{x} \in \mathbb{C}^{M_T}} \left| \mathbf{r}_\alpha - \mathbf{C}_\alpha \mathbf{x} \right|^2. \tag{15} \]

This expression looks like the ML detector for the linear model (13) apart from the fact that the correlation \( \sigma_n^2 \mathbf{G}^{-\alpha} \) of the noise \( \hat{\mathbf{n}}_\alpha \) is being ignored. Clearly, the mismatched ML detector (9) is reformulated in terms of a squared distance in a pre-equalized domain instead of a quadratic form in the ZF domain. Taken together, (12) and (15) show that the scheme proposed in (9) can be implemented in terms of two stages (cf. Fig. 1): the first stage pre-equalizes the channel and the second stage performs mismatched ML detection by ignoring the noise correlation introduced by the partial equalizer.

The parameter \( \alpha \) can now be interpreted as the amount of pre-equalization. For \( \alpha = 0 \), there is no pre-equalization; in this
and there is actually no mismatch in the second stage, i.e.,

$$\hat{x}_0 = \arg \min_{x \in A^{M_T}} \left\| \tilde{r}_0 - C_0 x \right\|^2$$

$$= \arg \min_{x \in A^{M_T}} \left\| r - H x \right\|^2 = \hat{x}_{\text{ZF}}.$$  

On the other hand, for $\alpha = 1$ there is $W_1^{-1} = H^\#$ and $C_1 = I$, i.e., the channel is fully equalized and $\hat{x}_1 = \arg \min_{x \in A^{M_T}} \left\| H^\# r - x \right\|^2 = Q_A \{ H^\# r \} = \hat{x}_{\text{ZF}}$, which in turn allows for more aggressive tree pruning via (18). Clearly, (14) is a strictly monotonically decreasing function of $\alpha$, and thus we have

$$\hat{x}_1 \lor \tilde{\hat{x}}_1 \lor \hat{x}_{\text{ZF}}$$

Furthermore, $q_k^{(1)}$ and $q_k^{(2)}$ correspond to the first $M_T - k$ and last $k$ elements of $q$, respectively, and $x_k^{(1)}$ and $x_k^{(2)}$ are defined similarly. The metric (16) can then also be split into two terms corresponding to the first $M_T - k$ and the last $k$ layers

$$\left\| \tilde{q} - R x \right\|^2 = \left\| q_k^{(1)} - R_k^{(1)} x_k^{(1)} - R_k^{(2)} x_k^{(2)} \right\|^2 + \left\| q_k^{(2)} - R_k^{(2)} x_k^{(2)} \right\|^2. \quad (17)$$

According to (17), a necessary condition for $\left\| \tilde{q} - R x \right\|^2 \leq R^2$ that involves only already visited nodes is given by

$$\left\| q_k^{(2)} - R_k^{(2)} x_k^{(2)} \right\|^2 \leq R^2. \quad (18)$$

Hence, all transmit vectors whose last $k$ elements violate (18) can be discarded from the tree search since they cannot satisfy the sphere constraint $\left\| \tilde{q} - R x \right\|^2 \leq R^2$. The sphere decoder repeatedly applies (18) for $k = 1, \ldots, M_T$ to prune the set of candidate solutions. There is now a large body of literature that discusses the efficient implementation of this procedure, and also how to choose and update the search radius $R$, see, e.g., [2], and [23]–[25]. However, the SD complexity grows exponentially in $M_T$, no matter how the radius is updated [5]. In the following, we will use the Schnorr–Euchner SD strategy [2], [26] (in the complex domain), which does not require that the search radius is selected prior to the search.

### IV. Sphere Decoder Implementation

In this section, we use a variant of the sphere decoder (SD) to provide an implementation of our proposed detector whose complexity decreases continuously with $\alpha$. Before doing so, we argue that the classical SD is not able to provide the desired behavior.

#### A. Conventional SD

We first provide a very brief review of how the SD solves the closest vector problem (15) in an efficient manner [2]. The fundamental idea of SD is to limit the search to a subset of vectors that lie within a sphere of radius $R$ around the receive vector (in our case $\tilde{r}_0$). Using the QR decomposition $C_\alpha = Q R$ [21] to transform the residual channel into upper triangular form, the metric in (15) can be rewritten as [22]

$$\left\| \tilde{r}_\alpha - C_\alpha x \right\|^2 = \left\| q - R x \right\|^2 \quad (16)$$

where $q = Q^H \tilde{r}_\alpha$. Searching for the solution within the hypersphere $\left\| q - R x \right\|^2 \leq R^2$ amounts to a branch-and-bound-like traversal of a regular tree with $M_T$ layers and $|A|$ children per node (each node corresponding to a partial transmit vector). Specifically, $R$, $q$, and $x$ are partitioned according to

$$R = \begin{bmatrix} R_k^{(11)} & R_k^{(12)} \\ 0 & R_k^{(22)} \end{bmatrix}, \quad q = \begin{bmatrix} q_k^{(1)} \\ q_k^{(2)} \end{bmatrix}, \quad \text{and} \quad x = \begin{bmatrix} x_k^{(1)} \\ x_k^{(2)} \end{bmatrix}$$

where the blocks $R_k^{(11)}$, $R_k^{(12)}$, and $R_k^{(22)}$ have respective dimension $(M_T - k) \times (M_T - k)$, $(M_T - k) \times k$, and $k \times k$;
(22)). The instantaneous SNR in the equivalent model (13) is given by

\[ \text{SNR}_\alpha = \frac{E[||C_\alpha x||^2 | C_\alpha]}{E[||\hat{n}_\alpha||^2 | C_\alpha]}, \]

(19)

It is shown in Appendix A that \( \text{SNR}_\alpha \) is a strictly decreasing function in \( \alpha \) (unless \( \kappa(H) = 1 \), in which case it is constant). Hence, with increasing \( \alpha \) the pre-equalizer causes increasing noise enhancement, the worst case being ZF equalization (\( \alpha = 1 \)).

Increasing \( \alpha \) improves the condition number but simultaneously deteriorates the effective SNR and it is not clear which effect will dominate. Since conventional SD requires high SNR to yield low complexity, it is therefore not granted that increasing \( \alpha \) here will necessarily lead to complexity reduction. Fortunately, the low SNR behavior of the SD has been previously investigated and improved sphere decoders, which are less sensitive to SNR, have been proposed in the literature.

C. SD Variant

To exploit the improved condition number for large \( \alpha \) in spite of strong noise enhancement, we propose to use a SD variant which has been introduced in [15] and which is well suited for the low-SNR regime. The main idea is to improve the tree pruning by using a tighter sphere bound than (18), which was obtained by observing that the first term on the right-hand side of (17) is non-negative. However, this first term can be more tightly bounded using the Rayleigh–Ritz theorem [17], as shown in (20) at the bottom of the page, where \( \sigma_{\min}(R_k^{(1)}) \) denotes the smallest singular value of \( R_k^{(1)} \) and \( b_k = (R_k^{(1)})^{-1}(q_k^{(1)} - R_k^{(12)} x_k^{(2)}) \). Even though \( x_k^{(1)} \) is unknown at layer \( k \), the fact that \( x_k^{(1)} \in A^{M_k-k} \) implies \( ||b_k - x_k^{(1)}||^2 \geq ||b_k - Q_A\{b_k\}||^2 \), where \( Q_A\{\cdot\} \) denotes element-wise quantization with respect to the symbol alphabet \( A \). Inserting this bound into (20) yields

\[ ||q_k^{(1)} - R_k^{(11)} x_k^{(1)} - R_k^{(12)} x_k^{(2)}||^2 \geq \frac{\sigma^2_{\min}(R_k^{(1)})}{\sigma^2_{\min}(R_k^{(1)})} ||b_k - Q_A\{b_k\}||^2. \]

(21)

Applying (21) to (17) finally leads to the necessary condition

\[ ||q_k^{(2)} - R_k^{(22)} x_k^{(2)}||^2 \leq R^2 - \frac{\sigma^2_{\min}(R_k^{(1)})}{\sigma^2_{\min}(R_k^{(1)})} ||b_k - Q_A\{b_k\}||^2 \]

(22)

which is stronger than (18) and hence allows more aggressive tree pruning, thereby significantly reducing SD complexity. We note that \( \sigma_{\min}(R_k^{(1)}) \) and \( (R_k^{(1)})^{-1} \) can be precomputed prior to actually performing the tree search. The smallest singular value can be efficiently computed using the power method [21].

In order to illustrate the benefit of this particular SD modification, we consider the extreme case where \( \alpha = 1 \) (ZF). In this case \( C_\alpha = Q = R = I \). \( \sigma_{\min}(R_k^{(1)}) = 1 \), and \( b_k = q_k^{(1)} \). Assuming that the initial sphere radius \( R \) is found via the ZF solution, i.e.,

\[ R^2 = ||q - Q_A\{q\}||^2 = ||q_k^{(1)} - Q_A\{q_k^{(1)}\}||^2 + ||q_k^{(2)} - Q_A\{q_k^{(2)}\}||^2 \]

the necessary condition (22) becomes

\[ ||q_k^{(2)} - x_k^{(2)}||^2 \leq R^2 - ||q_k^{(1)} - Q_A\{q_k^{(1)}\}||^2 \leq ||q_k^{(2)} - Q_A\{q_k^{(2)}\}||^2. \]

(23)

For any \( x_k^{(2)} \in A^k \) different from the ZF solution, it holds with probability one that

\[ ||q_k^{(2)} - x_k^{(2)}|| > ||q_k^{(2)} - Q_A\{q_k^{(2)}\}|| \]

(24)

which implies that (23) is violated with probability one whenever \( x \) differs from the ZF solution. Thus, the SD variant will visit only nodes corresponding to the ZF solution. The same can be shown to hold true for the Schnorr–Euchner strategy [2], [26], given that (22) is used for tree pruning. This implies that for \( \alpha = 1 \) the complexity of the SD variant is the same as that of ZF detection (neglecting the preprocessing), in spite of significant noise enhancement. This is in striking contrast to conventional SD whose complexity for \( \alpha = 1 \) can be even higher than that of ML decoding due to strong noise enhancement. In fact, our numerical simulations (see Section VI) confirmed that the above SD variant indeed has a complexity that decreases with increasing \( \alpha \).

D. Complexity of PSD Algorithm

We provide a short summary and assessment of the main computational steps required in the implementation of the PSD algorithm. We separately consider preprocessing tasks that are required once for each channel realization, and equalization and SD tasks that are required for each receive vector. The channel matrix \( H \) and the receive vector \( r \) constitute the detector input. For simplicity, we shall assume that \( M_R = M_T = M \).

1) Preprocessing: In order to solve (15) using the above SD variant, we need to compute \( W_\alpha \) appearing in (12) and \( C_\alpha \). This can be accomplished via the SVD with \( O(M^3) \) operations. The computation of the QR decomposition of \( C_\alpha \), preferably implemented using Jacobi rotations [21], [28], requires \( O(M^3) \) operations as well. Finally, the minimum singular values \( \sigma_{\min}(R_k^{(1)}) \) and the inverses \( (R_k^{(1)})^{-1} \), \( k = 2, \ldots, M \), required for SD pruning can also be obtained.
with complexity $O(M^3)$ (assuming that the minimum singular values are obtained using the power method with a fixed number of iterations).

2) Equalization and Pruning: Each receive vector is first transformed according to $q = Q^H W_{\alpha}^{-1} r$ involving $O(M^2)$ operations. In the SD tree search, the condition (22) needs to be checked for every visited node to see whether that node may be pruned; this can be done with $O(M)$ operations using rank-one updates of certain intermediate quantities (see [15]). Unfortunately, the number of nodes visited by the SD variant is difficult to specify exactly. However, the arguments in Section IV.C and the numerical simulations in Section VI corroborate that the number of visited nodes is a decreasing function of $\alpha$.

V. DIVERSITY OF PSD

In this section, we show that by varying the amount of pre-\( \alpha \hfill \)equalization via the parameter $\alpha$, the diversity order of the proposed PSD scheme can be tuned to any value between $d_{\text{min}} = M_T - M_R + 1$ (ZF detection) and $d_{\text{max}} = M_T$ (ML detection). This is accomplished by studying the average PEP. In our analysis, we assume an i.i.d. Rayleigh fading channel. However, [29] implies that the so-obtained diversity order applies as well to other fading distributions like spatially correlated Rayleigh and Ricean fading.

Assuming that $x_1$ was transmitted (whence $\bar{r}_1 = C_\alpha x_1 + \tilde{\eta}_1$) and $x_2 \neq x_1$ is another candidate vector, the conditional PEP of PSD (cf. (15)) is given by

$$P(x_1 \rightarrow x_2|H) = Pr\{||\bar{r}_1 - C_\alpha x_2||^2 \leq ||\bar{r}_1 - C_\alpha x_1||^2|H\}$$

$$= Pr\{|C_\alpha(x_1 - x_2) + \tilde{\eta}_1||^2 \leq ||\tilde{\eta}_1||^2|H\}$$

$$= Pr\{|D^{1-\alpha}\delta||^2 \leq Z|H\}$$

where $\delta = VH(x_1 - x_2)$, the random variable $Z = 2Re\{((x_1 - x_2)^H C_\alpha^H W_{\alpha}^{-1} n)\} = 2Re\{\bar{r}_1^H D^{1-2\alpha} U^H n\}$ is distributed as $N(0, 2\sigma_n^2 ||D^{1-2\alpha}\delta||^2)$, and we have used the factorizations of $C_\alpha$ and $W_{\alpha}^{-1}$ provided in Section III-B. We further develop (25) as

$$P(x_1 \rightarrow x_2|H) = Q\left(\frac{\sqrt{\gamma_\alpha}}{\sigma_n}\right), \quad \text{with } \gamma_\alpha \triangleq \frac{1}{2} \frac{||D^{1-\alpha}\delta||^2}{||D^{1-2\alpha}\delta||^2}.$$  \hspace{1cm} \text{(26)}$$

The average PEP is given by

$$P(x_1 \rightarrow x_2) = E_H \{P(x_1 \rightarrow x_2|H)\} = E_{\gamma_\alpha} \left\{Q\left(\frac{\sqrt{\gamma_\alpha}}{\sigma_n}\right)\right\}.$$  \hspace{1cm} \text{(27)}$$

It is difficult to obtain the statistics of $\gamma_\alpha$ in closed form. However, the diversity order is known to depend only on the behavior of $\gamma_\alpha$ in the vicinity of the origin. In particular, it can be shown (cf. [30] and [31, Ch. 3]) that

$$d_\alpha = \lim_{\epsilon \to 0} \frac{\log Pr\{\gamma_\alpha \leq \epsilon\}}{\log \epsilon}.$$  \hspace{1cm} \text{(28)}$$

Following [31], we refer to channel realizations for which $\gamma_\alpha$ is on the order of $\epsilon$ (or $\sigma_n^2$) as deep fades. Since $\Lambda = D^2$, the factor $\gamma_\alpha$ may be expressed explicitly in terms of the eigenvalues and eigenvectors 1 of the Gram matrix $G$, i.e.,

$$\gamma_\alpha = \frac{1}{\nu} \frac{|u^H A^{-\alpha} u|^2}{u^H A^{-2\alpha} u} \tag{29}$$

where $\nu = 2||\delta||$ and $u = (u_1 \ldots u_M)^T \triangleq \delta/||\delta||$. Note that $||u|| = 1$ and $u$ is uniformly distributed over the unit sphere. The events that dominate the probability that $\gamma_\alpha \leq \epsilon$ will be termed typical errors (cf. [32]). Note, however, that different from [32] the typical errors in our case will depend both on $\Lambda$ and $u$.

A rigorous evaluation of (28) is provided in Appendix B. Below, we provide a heuristic discussion of the relevant events that induce deeps fades. To this end, we use $\gamma_\alpha = \Theta(\epsilon^2)$ to denote that $\gamma_\alpha$ is on the order of $\epsilon^2$ when $\epsilon > 0$ is small; thus, a deep fade occurs for $\gamma_\alpha = \Theta(\epsilon)$. Consider first the event that

$$\lambda_1 = \Theta(\epsilon), \quad \lambda_2, \ldots, \lambda_M = \Theta(1), \quad |\hat{u}_1|^2 = \Theta(1), \quad |\hat{u}_2|^2, \ldots, |\hat{u}_M|^2 = \Theta(\epsilon^{1-\alpha}).$$  \hspace{1cm} \text{(30a)}$$

It follows that

$$u^H A^{1-\alpha} u = \sum_{i=1}^{M_T} |u_i|^2 \lambda_i^{1-\alpha} = \Theta(\epsilon^{1-\alpha}).$$  \hspace{1cm} \text{(30b)}$$

and

$$(u^H A^{1-\alpha} u)^2 = \Theta(\epsilon^{2-2\alpha}).$$  \hspace{1cm} \text{(31)}$$

At the same time

$$u^H A^{1-2\alpha} u = \sum_{i=2}^{M_T} |u_i|^2 \lambda_i^{1-2\alpha} = \Theta(\epsilon^{1-2\alpha}).$$  \hspace{1cm} \text{(32)}$$

where the last equality follows since for small $\epsilon$ there is $\epsilon^{1-2\alpha} \geq \epsilon^{1-\alpha}$. In view of (29), (31) and (32) imply that

$$\gamma_\alpha = \Theta(\epsilon).$$

We conclude that the events in (30a) are sufficient for the occurrence of a deep fade. Since $u$ and $A$ are independent due to the i.i.d. assumption on $H$ [33], it follows that the probability that (30a) and (30b) hold simultaneously is given by the product of the individual probabilities.

The probability of (30a) is $\Theta(\epsilon^{d_{\text{min}}})$ (cf. [32, Eq. (15)]). Furthermore, it can be shown that the probability of (30b) is $\Theta(\epsilon^{(1-\alpha)(M_T-1)})$. As a support of this statement, note that $S = \sum_{i=2}^{M_T} |u_i|^2$ is beta distributed with probability density function $f_S(s) = (M_T - 1)s^{(M_T-2)}$ for $s \in [0, 1]$ [34]. Thus,

$$Pr\{S \leq \epsilon^{1-\alpha}\} = (M_T - 1)\int_0^{\epsilon^{1-\alpha}} x^{M_T-2} dx = \Theta(\epsilon^{(1-\alpha)(M_T-1)}).$$

1From now on, we assume that the eigenvalues of the Gram matrix are sorted in ascending order.

2Formally, $X = \Theta(\epsilon^p)$ means that there exist constants $C > \epsilon > 0$ and $\epsilon_0 > 0$ independent of $\epsilon$ such that $C\epsilon^p \leq X \leq C\epsilon^p$ for $0 < \epsilon < \epsilon_0$. Similarly, $X = O(\epsilon^p)$ is used to denote the one sided inequality $X \leq C\epsilon^p$. 
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As $S \leq e^{1-\alpha}$ implies that $|u_i|^2 \leq e^{1-\alpha}$ for $i = 2, \ldots, M_T$, and $|u_1|^2 \geq 1 - e^{1-\alpha} = \Theta(1)$ since $|u|^2 = 1$, it follows that the probability of (30b) is $O(e^{(1-\alpha)(M_T-1)})$. Establishing that this bound is tight proves that (30b) occurs with probability $\Theta(e^{(1-\alpha)(M_T-1)})$. The probability that (30a) and (30b) are simultaneously satisfied is thus $\Theta(e^{\alpha_1})$ where

$$d_{\alpha_1}^{(2)} = \frac{d_{\min}}{2\alpha - 1}.$$ 

The diversity order $d_{\alpha}$ is thus upper bounded according to

$$d \leq d_{\alpha_1}^{(1)}.$$ 

Note however that the inequality is not necessarily tight as (30) are only sufficient, not necessary, conditions for a deep fade. Nevertheless, it is interesting to note that (33) represents a convex combination of ML and ZF diversity. Therefore, (34) is known to be tight at least for $\alpha = 0$ and $\alpha = 1$. We will show later that for certain $M_R$ and $M_T$, (34) is tight over the entire range $\alpha \in [0, 1]$.

However, for some $M_R$, $M_T$, and $\alpha > 1/2$, another possible cause of deep fades can become typical and dominate the error probability. The corresponding joint event is given by

$$\lambda_1 = \Theta(e^{1/2\alpha - 1}), \quad \lambda_2, \ldots, \lambda_{M_T} = \Theta(1),$$

$$|u_1|^2, |u_2|^2, \ldots, |u_{M_T}|^2 = \Theta(1).$$

It is straightforward to ascertain that the conditions in (35) are sufficient for a deep fade by verifying that

$$\Theta(1), \quad \Theta(e^{1/2\alpha - 1}).$$

The probability of (35a) is $\Theta(e^{(M_R - M_T + 1)/(2\alpha - 1)})$, and the probability of (35b) is $\Theta(1)$, yielding a joint probability of $\Theta(e^{d_{\alpha}^{(2)}})$ where

$$d_{\alpha_2}^{(2)} = \frac{d_{\min}}{2\alpha - 1}.$$ 

It follows that $d_{\alpha} \leq \min(d_{\alpha_1}^{(1)}, d_{\alpha_2}^{(2)})$ for $\alpha > 1/2$. As it turns out, the two types of error events discussed above are the only ones that can become typical (in the sense that they dominate the overall probability of error) and hence completely determine PSD diversity. This is formally stated by the following theorem.

**Theorem 1:** The diversity of PSD is given by

$$d_{\alpha} = \begin{cases} \frac{\alpha d_{\min} + (1 - \alpha)d_{\max}}{2\alpha - 1}, & \text{for } 0 \leq \alpha \leq \alpha_0 \\ \frac{d_{\min}}{2\alpha - 1}, & \text{for } \alpha_0 \leq \alpha \leq 1 \end{cases}$$

where $\alpha_0 = \min(1, M_R/(M_T - 1) - 1/2) > 1/2$.

**Proof:** See Appendix B.

According to Theorem 1, the design parameter $\alpha$ allows us to scale the diversity order of PSD continuously between the diversity order $d_{\max}$ of the ML detector and the diversity order $d_{\min}$ of the ZF detector. In fact, any target diversity $d$ order between $d_{\min}$ and $d_{\max}$ can be achieved by choosing the pre-equalization parameter as

$$\alpha = \min\left(\frac{d_{\max} - d}{M_T - 1}, \frac{d + d_{\min}}{2d}\right).$$

While [35] conjectured that the diversity order of the proposed PSD detector is linear in $\alpha$ within the whole interval $[0, 1]$, this is actually true only for antenna configurations satisfying

$$M_R \geq \frac{3}{2}(M_T - 1).$$

If (37) is not satisfied, there is a threshold $\alpha_0 < 1$ above which the diversity order decays nonlinearly. Examples for the diversity order of PSD for various antenna configurations are shown in Fig. 2. We emphasize that Theorem 1 applies to uncoded systems. Taking into account an outer error-correcting code may change the overall system diversity.

**VI. SIMULATION RESULTS**

In this section, we provide numerical results illustrating the performance and complexity of the proposed PSD receiver. We simulated an uncoded $6 \times 6$ MIMO spatial multiplexing system with a 16-QAM symbol alphabet. The SD variant is implemented in the complex domain using the Schnorr-Euchner strategy as described in Section IV-C. All results were obtained by averaging with respect to channel, noise, and data.

Fig. 3(a) shows symbol error rate (SER) versus SNR for $\alpha \in \{0, 1/4, 1/2, 3/4, 1\}$. Recall that $\alpha = 0$ and $\alpha = 1$ correspond to ML and ZF, respectively. It is seen that the diversity of PSD indeed scales with $\alpha$ according to Theorem 1. Note that in this case $\alpha_0 = 0.7$, i.e., the point $\alpha = 0.75$ is in the regime where diversity decays nonlinearly (see Fig. 2).

Fig. 3(b) depicts the average and the 90% percentile of the number of nodes visited by the SD variant versus the pre-equalization parameter $\alpha$ for an SNR of 18 dB. Here, the SD variant examines the nodes in the order of increasing $|x_k^2 - R_k^{(2)}|^{(2\alpha - 1)/2}$, the average number of nodes visited by the standard SD, shown for sake of comparison, increases dramatically for $\alpha > 1/2$. This undesired behavior is the reason why we propose to use the SD variant. It is seen that in this case
the number of nodes visited indeed decreases with increasing pre-equalization parameter $\alpha$. We note that in this example the SD tree has six layers and hence the minimum number of visited nodes equals 6. This complexity is indeed obtained with $\alpha = 1$ (ZF detection). Fig. 3(a) and (b) illustrate that the PSD scheme indeed provides a continuous tradeoff between diversity and complexity.

A different perspective of the diversity-complexity tradeoff is provided by Fig. 4, which shows the number of nodes visited by the SD variant versus the SNR required to achieve target SERs of $10^{-2}$ and $10^{-3}$ with various degrees of pre-equalization $\alpha$ ($\alpha$ is increased from 0 to 1 in steps of $1/10$, each value corresponding to a marker). Fig. 4(a) shows the average number of visited nodes versus required SNR. For $\alpha$ up to about $1/2$, complexity is seen to decrease substantially without dramatic increase in the required SNR, whereas for larger $\alpha$ further complexity savings are only possible with larger SNR penalty. Here, curves for different target SERs should only be compared for a fixed $\alpha$ since each $\alpha$ refers to a different receiver. We note that other detectors (e.g., [36]) may be able to better exploit the improved channel condition number for large $\alpha$, resulting in a more favorable performance-complexity tradeoff in that regime. Fig. 4(b) shows the percentiles $n_p$ of the number of nodes visited versus the required SNR. Here, the SD examines the nodes in the order of increasing $\|q_k - R_k x_k^2\|^2 + \rho_k^2$ [cf. (22)], which allows to reduce complexity even more. The percentiles are chosen according to $p = 1 - \text{SER}$. With this choice, decoding outages that would result when the SD variant is terminated early at the specified percentile level occur with a probability equal to SER and hence will not significantly affect overall system performance. These results show that $n_p$, too, decays with increasing $\alpha$ with small initial SNR loss and somewhat larger SNR loss for larger $\alpha$.

As seen in Fig. 4(b) for SER = $10^{-3}$, the complexity can be reduced approximately by 30% ($\alpha = 0.25$) without much loss in diversity order ($d = 4.75$ with a loss of 1.25) and the SNR gap to ML detection is approximately 1 dB (see Fig. 3). Both parts of Fig. 4 clearly illustrate that the pre-equalization parameter $\alpha$ al-

---

Fig. 3. (a) SER versus SNR of PSD with various $\alpha$ and (b) complexity (average and percentile of visited nodes) versus $\alpha$ for $M_T = M_R = 6$ and 16-QAM symbol alphabet.

Fig. 4. (a) Mean of the number of visited nodes versus the SNR required to achieve a certain target SER with different $\alpha$ for $M_T = M_R = 6$ and 16-QAM symbol alphabet.

Fig. 4. (b) Percentile of the number of visited nodes versus the SNR required to achieve a certain target SER with different $\alpha$ for $M_T = M_R = 6$ and 16-QAM symbol alphabet.
allows to scale complexity at a certain SNR expense (determined by the diversity loss quantified in Theorem 1). This corroborates that the proposed PSD scheme indeed allows a tradeoff between diversity order and complexity savings.

VII. CONCLUSION

Motivated by a unified formulation of ML and ZF detection, we proposed a novel hard-output MIMO detector which consists of a linear equalizer that partially eliminates MIMO interference and improves the channel condition number, followed by a mismatched ML detector, which ignores the noise correlation resulting from the first stage. The second stage is implemented using a variant of the SD suited for low SNR. The overall scheme is referred to as PSD and allows for significant complexity savings at the expense of a certain diversity loss. Appropriate tuning of the amount of equalization in the first stage results in a continuous tradeoff between complexity reduction and diversity order. Hence, our PSD scheme can be adjusted to any desired level of performance or complexity. Since practical MIMO systems employ channel coding, a soft-input soft-output extension of PSD for iterative detection and decoding is an interesting research topic. Among the main competitors in such a setup are iterative receivers based on interference cancellation.

APPENDIX A

IMPACT OF $\alpha$ ON THE SNR

We prove that the instantaneous SNR is a strictly decreasing function in $\alpha$ (unless $\kappa(H) = 1$ in which case it is constant). To this end, note that the instantaneous SNR in (19) can be written as

$$\text{SNR}_\alpha = \frac{c}{\sigma^2 \sum_{i=1}^{M_T} \sum_{j=1}^{M_T} \lambda_{ij}^{1-\alpha}}$$

where $c$ is a positive constant. We proceed to show that the first derivative of $\ln(\text{SNR}_\alpha)$ is strictly less than zero (or equal to zero when $\lambda_i = \lambda_j$ for all $i$ and $j$). This implies that $\text{SNR}_\alpha$ is strictly decreasing since the logarithm is a strictly increasing function. We have

$$\frac{d\ln \text{SNR}_\alpha}{d\alpha} = -\frac{\sum_{i=1}^{M_T} \sum_{j=1}^{M_T} \lambda_{ij}^{1-\alpha} \ln \lambda_i}{\sum_{i=1}^{M_T} \sum_{j=1}^{M_T} \lambda_{ij}^{1-\alpha} \lambda_i^{-\alpha}} + \frac{\sum_{i=1}^{M_T} \sum_{j=1}^{M_T} \lambda_{ij}^{1-\alpha}}{\sum_{i=1}^{M_T} \sum_{j=1}^{M_T} \lambda_{ij}^{1-\alpha} \lambda_i^{-\alpha}} = \frac{\sum_{i=1}^{M_T} \sum_{j=1}^{M_T} \lambda_{ij}^{1-\alpha} \ln \left( \frac{\lambda_i}{\lambda_j} \right)}{M_T \sum_{i=1}^{M_T} \lambda_i^{1-\alpha}} \cdot \frac{\sum_{i=1}^{M_T} \lambda_i^{1-\alpha}}{\sum_{i=1}^{M_T} \lambda_i^{1-\alpha} \lambda_i^{-\alpha}}.$$ (38)

Using the inequality $\ln x \leq -1$ (with equality if and only if $x = 1$), the numerator in (38) can be upper bounded as

$$\sum_{i=1}^{M_T} \sum_{j=1}^{M_T} \lambda_{ij}^{1-\alpha} \lambda_i^{-\alpha} \ln \left( \frac{\lambda_i}{\lambda_j} \right) \leq \sum_{i=1}^{M_T} \sum_{j=1}^{M_T} \lambda_{ij}^{1-\alpha} \lambda_i^{-\alpha} \left( \frac{\lambda_i}{\lambda_j} - 1 \right) = \sum_{i=1}^{M_T} \sum_{j=1}^{M_T} \lambda_{ij}^{1-\alpha} \lambda_i^{-\alpha} - \lambda_{ij}^{1-\alpha} \lambda_i^{-\alpha} = 0.$$ Since the denominator of (38) is positive, this proves that the instantaneous SNR is a strictly monotonically decreasing function of $\alpha$, unless $\lambda_i = \lambda_j$ for all $i$, $j$ in which case $\text{SNR}_\alpha$ is constant.

APPENDIX B

PROOF OF THEOREM 1

Based on (28), it follows that in order to compute the diversity order of PSD it is sufficient to compute the probability that $\gamma_\alpha \leq \epsilon$ as $\epsilon$ tends to zero. The condition that $\gamma_\alpha \leq \epsilon$ may equivalently be written as

$$(u^H A^{1-\alpha} u)^2 \leq \epsilon \nu u^H A^{1-2\alpha} u$$

or

$$(\sum_{i=1}^{M_T} \mu_i \lambda_i^{1-\alpha})^2 \leq \epsilon \nu \sum_{i=1}^{M_T} \mu_i \lambda_i^{1-2\alpha}$$ (39)

where $\mu_i = |u_i|^2$ and $u_i$ is the $i$th entry of $u$. To simplify (39), note that

$$\max_i \mu_i \lambda_i^{2(1-\alpha)} \leq \left( \sum_{i=1}^{M_T} \mu_i \lambda_i^{1-\alpha} \right)^2 \leq M_T \max_i \mu_i \lambda_i^{2(1-\alpha)}$$

and

$$\max_i \mu_i \lambda_i^{1-2\alpha} \leq \sum_{i=1}^{M_T} \mu_i \lambda_i^{1-2\alpha} \leq M_T \max_i \mu_i \lambda_i^{1-2\alpha}.$$ Thus, the bound given by

$$\max_i \mu_i \lambda_i^{2(1-\alpha)} \leq \epsilon \nu M_T \max_i \mu_i \lambda_i^{1-2\alpha}$$ (40)

is looser than (39) and

$$M_T^2 \max_i \mu_i \lambda_i^{2(1-\alpha)} \leq \epsilon \nu \max_i \mu_i \lambda_i^{1-2\alpha}$$ (41)

is tighter than (39). Proceeding by introducing the variable transformation given by [32]

$$\xi_i \triangleq \frac{\ln \lambda_i}{\ln \epsilon} \Leftrightarrow \lambda_i = \epsilon^{\xi_i}$$ (42)

and

$$\xi_i \triangleq \frac{\ln \mu_i}{\ln \epsilon} \Rightarrow \mu_i = \epsilon^{\xi_i}$$ (43)

Theorem 1.
for \( i = 1, \ldots, M_T \). In the transformed coordinates, (40) becomes

\[
2 \min \left[ \xi_i + (1 - \alpha) \xi_{i_0} \right] \geq 1 + \min \left[ \xi_i + (1 - 2\alpha) \xi_{i_0} \right] + \frac{\ln \nu M_T}{\ln \epsilon} \tag{41}
\]

and (41) becomes

\[
2 \min \left[ \xi_i + (1 - \alpha) \xi_{i_0} \right] \geq 1 + \max \left[ \xi_i + (1 - 2\alpha) \xi_{i_0} \right] + \frac{\ln \nu M_T}{\ln \epsilon}. \tag{42}
\]

Note also that since

\[
\lim_{\epsilon \to 0} \frac{\ln \nu M_T}{\ln \epsilon} = \lim_{\epsilon \to 0} \frac{\ln \nu M_T^2}{\ln \epsilon} = 0
\]

it follows that these bounds become tighter as \( \epsilon \) tends to zero. Let

\[
\mathcal{O}_\delta \triangleq \left\{ (\xi, \xi) \mid 2 \min \left[ \xi_i + (1 - \alpha) \xi_{i_0} \right] \geq 1 + \max \left[ \xi_i + (1 - 2\alpha) \xi_{i_0} \right] - \delta \right\}
\]

where \( \xi = (\xi_1, \ldots, \xi_{M_R}) \) and \( \xi = (\xi_1, \ldots, \xi_{M_T}) \). Then, for sufficiently small \( \epsilon > 0 \), it follows that

\[
\Pr[\gamma_0 \leq \epsilon] \leq \Pr[(\xi, \xi) \in \mathcal{O}_\delta] \tag{43}
\]

for any \( \delta > 0 \). Similarly, for sufficiently small \( \epsilon > 0 \), it also follows that

\[
\Pr[\gamma_\ell \leq \epsilon] \geq \Pr[(\xi, \xi) \in \mathcal{O}_\delta] \tag{44}
\]

for any \( \delta < 0 \). In the following, it will be shown how to compute these probabilities using large deviations techniques [16].

### A. Large Deviations

By the term rate function we refer to a lower semicontinuous mapping \( I : \mathbb{R}^n \to [0, \infty] \). For a given set \( \mathcal{A} \), let \( \mathcal{A}^c \) denote the interior of \( \mathcal{A} \) and let \( \overline{\mathcal{A}} \) denote the closure of \( \mathcal{A} \). A family of random variables (or vectors), \( \nu_i \in \mathbb{R}^n \), parameterized by \( \epsilon > 0 \) are said to satisfy the large deviation principle (LDP) with rate function \( I(\nu) \) if

\[
\inf_{\nu \in \mathcal{A}^c} I(\nu) \geq \limsup_{\epsilon \to 0} \frac{\ln \Pr[\nu_i \in \mathcal{A}]}{\ln \epsilon} \geq \liminf_{\epsilon \to 0} \frac{\ln \Pr[\nu_i \in \mathcal{A}]}{\ln \epsilon} = \inf_{\nu \in \overline{\mathcal{A}}} I(\nu) \tag{45}
\]

for any measurable set \( \mathcal{A} \subset \mathbb{R}^n \) [16]. In particular, whenever

\[
\inf_{\nu \in \mathcal{A}^c} I(\nu) = \inf_{\nu \in \mathcal{A}} I(\nu) = I(\mathcal{A}) \tag{46}
\]

it follows that

\[
\lim_{\epsilon \to 0} \frac{\ln \Pr[\nu_i \in \mathcal{A}]}{\ln \epsilon} = I(\mathcal{A}) \tag{47}
\]

A set \( \mathcal{A} \) satisfying (47) is referred to as an \( I \)-continuity set [16]. Consider \( \xi = (\xi_1, \ldots, \xi_{M_T}) \) and \( \xi = (\xi_1, \ldots, \xi_{M_T}) \) where \( \xi_i \) and \( \xi_i \) are defined according to (42) and (43) respectively. Note also that \( \xi = \xi_\ell \) and \( \xi = \xi \) represent a family of random variables parameterized by \( \epsilon \in (0, 1) \). In [32] it was shown that \( \xi \) satisfies the LDP with rate function

\[
I_\epsilon(\xi) \triangleq \left\{ \sum_{i=1}^{M_T} (M_R-M_T+2\xi_i+1) \right\} \xi_i, \quad \text{if } \xi_1 \geq \xi_2 \geq \cdots \geq \xi_{M_T} \geq 0
\]

\[
\text{otherwise.} \tag{48}
\]

This rate function was used in [32] to compute the outage probability for the MIMO channel considered, see in particular [32, Theorem 4].

In Appendix B-C it is shown that \( \xi \) satisfies the LDP with rate function

\[
I_\epsilon(\xi) \triangleq \left\{ \sum_{i=1}^{M_T} \xi_i, \quad \text{if } \xi_i \geq 0 \text{ for all } i \text{ and } \xi_i = 0 \text{ for some } i
\]

\[
\text{otherwise.} \tag{49}
\]

Further, since \( \xi \) and \( \xi \) are independent (and satisfy some technical conditions), it follows that the pair \((\xi, \xi)\) satisfy the LDP with rate function

\[
I(\xi, \xi) \triangleq I_\epsilon(\xi) + I_\epsilon(\xi) \tag{50}
\]

see [16, Exercise 4.2.7]. By the LDP of \( I(\xi, \xi) \), combined with (44) and (45), it follows that

\[
\liminf_{\epsilon \to 0} \frac{\ln \Pr[\gamma_0 \leq \epsilon]}{\ln \epsilon} \geq \inf_{(\xi, \xi) \in \mathcal{O}_\delta} I(\xi, \xi) \tag{51}
\]

for any \( \delta > 0 \) and that

\[
\limsup_{\epsilon \to 0} \frac{\ln \Pr[\gamma_0 \leq \epsilon]}{\ln \epsilon} \leq \inf_{(\xi, \xi) \in \mathcal{O}_\delta} I(\xi, \xi) \tag{52}
\]

for any \( \delta < 0 \). However, it is fairly straightforward to see that \( \mathcal{O}_\delta \) is an \( I \)-continuity set and that the right-hand sides of (51) and (52) are continuous in \( \delta \). Therefore,

\[
\lim_{\epsilon \to 0} \frac{\ln \Pr[\gamma_0 \leq \epsilon]}{\ln \epsilon} = \inf_{(\xi, \xi) \in \mathcal{O}} I(\xi, \xi) \tag{53}
\]

where \( \mathcal{O} \triangleq \mathcal{O}_0 \) or equivalently

\[
\mathcal{O} = \{(\xi, \xi) \mid 2 \min \left[ \xi_i + (1 - \alpha) \xi_{i_0} \right] \geq 1 + \min \left[ \xi_i + (1 - 2\alpha) \xi_{i_0} \right] \}. \tag{54}
\]

In short, the PSD diversity is given by the minimum appearing on the right-hand side of (53). All that remains to be proven is that the minimum of (53) coincides with what is given in Theorem 1.

### B. Finding the Minimum

The objective of this section is to compute

\[
d = \inf_{(\xi, \xi) \in \mathcal{O}} I(\xi, \xi). \tag{55}
\]

Since \( \mathcal{O} \) is closed it follows that the minimum is attained for some pair \((\xi^*, \xi^*) \in \mathcal{O} \). It is straightforward to see that \( d < \infty \) which implies that \( \xi^* \) and \( \xi^* \) must satisfy \( I_\epsilon(\xi^*) < \infty \) and \( I_\epsilon(\xi^*) < \infty \). Specifically, we have

\[
\xi_1^* \geq \xi_2^* \geq \cdots \geq \xi_{M_T}^* \geq 0 \tag{56}
\]
and
\[ \zeta_1, \zeta_2, \ldots, \zeta_M \geq 0 \] (57)
with \( \xi_k = 0 \) for some \( k \) \[cf. (49)\]. Now, consider the constraint imposed by \( \mathcal{O} (54) \), namely
\[ 2 \min_i \left[ \zeta_i^* + (1 - \alpha) \xi_i^* \right] \geq 1 + \min_i \left[ \zeta_i^* + (1 - 2\alpha) \xi_i^* \right] \] (58)
or equivalently
\[ 2\zeta_k + 2(1 - \alpha) \xi_k^* \geq 1 + \min_i \left[ \zeta_i^* + (1 - 2\alpha) \xi_i^* \right] \] (59)
for \( k = 1, \ldots, M_T \). Since \( \zeta_i^* \geq \xi_i^* \) \( \text{cf. (49)} \) for all \( i \) it follows that
\[ \min_i \left[ \zeta_i^* + (1 - 2\alpha) \xi_i^* \right] \geq \min_i \left[ \zeta_i^* + (1 - \alpha) \xi_i^* \right] - \alpha \zeta_1^*. \]
Substituting this back into (58) yields
\[ \min_i \left[ \zeta_i^* + (1 - \alpha) \xi_i^* \right] \geq 1 - \alpha \zeta_1^*. \]
In particular, for \( i = 1 \), it follows that
\[ \zeta_1^* + (1 - \alpha) \xi_1^* \geq 1 - \alpha \zeta_1^*. \] (60)
which implies \( \zeta_1^* + \xi_1^* \geq 1 \).

We proceed by proving that \( \zeta_1^* = 0 \). To this end, we will assume that \( \zeta_1^* > 0 \) and show that this leads to a contradiction. The assumption that \( \zeta_1^* > 0 \) implies that there is a \( k > 1 \) for which \( \zeta_k^* = 0 \) holds \( \text{cf. (49) and (57)} \). Starting from (60), and letting \( k \) be such that \( \zeta_k^* = 0 \), we write
\[ 2(\zeta_1^* + (1 - \alpha) \xi_1^*) > 2(\zeta_k^* + (1 - \alpha) \xi_k^*) \geq 1 + \min_i \left[ \zeta_i^* + (1 - 2\alpha) \xi_i^* \right] \]
where we used (59) and the assumption that \( \zeta_1^* > \zeta_k^* = 0 \) and that \( \zeta_1^* \geq \xi_k^* \) \( \text{cf. (56)} \). This however implies that \( \xi_1^* \) could be reduced without violating the constraint in (57) and (58) and since this would reduce \( I_1 \) \( \mathcal{C}^* \) it contradicts the optimality of \( \mathcal{C}^* \). Therefore, the assumption that \( \zeta_1^* > 0 \) is false and we can state \( \zeta_1^* = 0 \). Further, it also follows that \( \zeta_1^* \geq 1 \) since \( \zeta_1^* + \xi_1^* \geq 1 \) and from (59) we can state
\[ 2(1 - \alpha) \xi_1^* \geq 1 + \min_i \left[ \zeta_i^* + (1 - 2\alpha) \xi_i^* \right]. \] (61)
We proceed by proving
\[ (1 - 2\alpha) \xi_1^* = \min_i \left[ \zeta_i^* + (1 - 2\alpha) \xi_i^* \right]. \] (62)
When \( 1 - 2\alpha \leq 0 \) this follows directly since
\[ \zeta_i^* + (1 - 2\alpha) \xi_i^* \geq (1 - 2\alpha) \xi_i^* \]
for all \( i \) due to \( \zeta_i^* \geq 0 \), \( \xi_i^* \geq \xi_i^* \) and \( \zeta_1^* = 0 \). Equality is obtained for \( i = 1 \) which proves (62) in the case where \( 1 - 2\alpha \leq 0 \). For the opposite case, i.e., \( 1 - 2\alpha > 0 \), we assume a strict inequality in (61) i.e.,
\[ 2(1 - \alpha) \xi_1^* > 1 + \min_i \left[ \zeta_i^* + (1 - 2\alpha) \xi_i^* \right]. \] (63)
and argue that this leads to a contradiction. To this end let \( k \) be and integer such that \( \zeta_k^* = \xi_2^* = \cdots = \xi_k^* > \xi_k^* \geq 0 \). If no such \( k \) exists, i.e., if \( \zeta_1^* = \cdots = \xi_M^* \), we let \( k = M_T \) and note that \( \zeta_1^* = \xi_M^* > 0 \) is implied by (59). In either case, it follows that \( \xi_k^* \) may be reduced without violating (56). Further, as \( \zeta_1^* = \xi_1^* \) it follows by the assumption in (63) that
\[ 2(1 - \alpha) \xi_k^* > 1 + \min_i \left[ \zeta_i^* + (1 - 2\alpha) \xi_i^* \right]. \]
This however implies that also (59) \( \text{or equivalently (58)} \) is satisfied with strict inequality. Thus, \( \xi_k^* \) may be reduced, violating the optimality of \( \mathcal{C}^*, \mathcal{C}^* \). We conclude that the assumed strict inequality in (63) is false, hence (62) holds true.

Inserting (62) into (59) yields
\[ \zeta_i^* + (1 - \alpha) \xi_i^* \geq \frac{1}{2} (1 + (1 - 2\alpha) \xi_i^*), \]
for \( i = 1, \ldots, M_T \). Combining this with the trivial bound \( \zeta_i^* + (1 - \alpha) \xi_i^* \geq 0 \) which follows from \( \zeta_i^*, \xi_i^* \geq 0 \) and \( 1 - \alpha \geq 0 \) yields
\[ \zeta_i^* + (1 - \alpha) \xi_i^* \geq \frac{1}{2} (1 + (1 - 2\alpha) \xi_i^*). \] (64)
where \((a)^+ = \max(a, 0)\).

Now, using (64) it follows that
\[ d = \sum_{i = 1}^{M_T} (M_R - M_T + 2i - 1) \zeta_i^* + \sum_{i = 2}^{M_T} \zeta_i^* 
\equiv (M_R - M_T + 1) \zeta_1^* + \sum_{i = 2}^{M_T} \zeta_i^* + (1 - 2\alpha) \xi_i^* 
\geq (M_R - M_T + 1) \zeta_1^* + \frac{(M_T - 1)}{2} (1 + (1 - 2\alpha) \xi_1^*). \] (65)
For \( \alpha \in [0, \alpha_0] \), it can be shown that the lower bound (65) is a monotonic increasing function in \( \zeta_1^* \), hence \( \zeta_1^* \) must attain the smallest possible value subject to the constraint \( \zeta_1^* \), i.e., \( \zeta_1^* = 1 \), which results in
\[ d \geq \theta_{\alpha_0}^{(1)} \equiv (M_R - M_T + 1) + \frac{(M_T - 1)}{2} (1 + (1 - 2\alpha)) \equiv (M_R - M_T + 1) \alpha + (1 - \alpha) M_R. \] (66)
When \( \alpha \geq \alpha_0 \), the lower bound in (65) is minimized by letting \( 1 + (1 - 2\alpha) \xi_1^* = 0 \). Solving for \( \xi_1^* \) yields
\[ d \geq \theta_{\alpha_0}^{(2)} \equiv \frac{(M_R - M_T + 1)}{2\alpha - 1}. \] (67)
It is also straightforward to verify that \( d \geq \min(\theta_{\alpha_0}^{(1)}, \theta_{\alpha_0}^{(2)}) \) over the entire range of \( \alpha \in [0, 1] \).

We proceed to \( \text{by inserting a hypothesized solution} \) prove that the lower bounds on the diversity order \( q \) are tight. When \( \alpha \leq \alpha_0 \) we consider the pair \( (\mathcal{E}, \mathcal{C}) \) for which \( \xi_1 = 1 \), \( \zeta_1 = 0 \), \( \xi_2 = \cdots = \xi_{M_T} = 0 \), and \( \zeta_2 = \cdots = \zeta_{M_T} = 1 - \alpha \). It is
straightforward to verify that \((\xi, \zeta) \in \mathcal{O}\) and that \(I(\xi, \zeta)\) equals the right-hand side of (66). Similarly, when \(\alpha > \alpha_0\) the bound in (67) is achieved for \(\xi_1 = (2\alpha - 1)^{-1}, \xi_2 = 0, \xi_3 = \cdots = \xi_{M_T} = 0,\) and \(\gamma = \cdots = \gamma_{M_T} = 0.\) That \((\xi, \zeta) \in \mathcal{O}\) for this case follows by verifying (57). This concludes the proof.

C. Eigenvector Rate Function

The purpose of this section is to establish the rate function for \(\zeta\) given in (49). Again, let \(\zeta = (\zeta_1, \ldots, \zeta_{M_T})\) be given by

\[
\zeta_i = \frac{\ln \mu_i}{\ln e} \Leftrightarrow \mu_i = e^{\zeta_i}.
\]

We will throughout assume that \(0 < \epsilon < 1\) which implies that \(\ln e < 0\) and \(\zeta_i > 0\) as will be seen later.

For \(a = (a_1, \ldots, a_{M_T})\) and \(b = (b_1, \ldots, b_{M_T})\) let \(\mathcal{I}\) denote the open interval defined by

\[
\mathcal{I} = \{\zeta \in \mathbb{R}^{M_T} | a_i < \zeta_i < b_i\}.
\]

The goal is to first compute

\[
I_{\mathcal{I}} \triangleq \lim_{\epsilon \to \infty} \frac{\ln \Pr(\zeta \in \mathcal{I})}{\ln e} \quad (68)
\]

and then extend this result to an LDP for arbitrary sets, \(\mathcal{A} \subset \mathbb{R}^{M_T}.\) To this end, note that \(a_i < \zeta_i < b_i\) is equivalent to \(e^{b_i} < e^{\zeta_i} < e^{a_i}.\) Further, the rotational invariance of \(\mathbf{u}\) together with \(||\mathbf{u}||^2 = 1\) implies that \(\mu \triangleq (\mu_1, \ldots, \mu_{M_T})\) (remember that \(\mu_i = |\mu_i|^2\)) is uniformly distributed over the \(M_T - 1\) dimensional standard simplex [34] given by

\[
\mathcal{S} \triangleq \left\{ \mu : \sum_{i=1}^{M_T} \mu_i = 1, \mu_i > 0 \right\}.
\]

Since \(\mu_i \leq 1\) implies that \(\zeta_i \geq 0\) whenever \(\epsilon < 1\) we can without loss of generality replace \(a_i\) by \(a_i^+ \triangleq \max(a_i, 0)\) when computing the probability in (68). Further, \(I_{\mathcal{I}} = \infty\) whenever \(b_i < a_i^+\) for some \(i\) since \(\Pr\{\xi_i^+ < \zeta_i < b_i\} = 0\) in this case. Finally, if \(a_i > 0\) for all \(i\) it follows that

\[
\sum_{i=1}^{M_T} \mu_i < \sum_{i=1}^{M_T} e^{a_i} < 1
\]

for sufficiently small \(\epsilon\) which implies \(\Pr\{\mu_i < e^{a_i}, \forall i\} = 0\) and \(I_{\mathcal{I}} = \infty.\) Thus, \(I_{\mathcal{I}} < \infty\) requires that at least one \(a_i\) be zero (or \(a_i^+ = 0\)). Due to the symmetry of the problem it can for the purpose of this proof be assumed that \(a_{M_T}^+ = 0.\)

We can thus in the following concentrate on the case where \(b_i > a_i^+ \geq 0\) for \(i = 1, \ldots, M_T - 1\) and \(b_{M_T} > a_{M_T}^+ = 0.\) Since \(\mu_{M_T} = 1 - \sum_{i=1}^{M_T-1} \mu_i\) it is convenient to parameterize the problem in terms of \((\mu_1, \ldots, \mu_{M_T-1})\). The marginal PDF of \((\mu_1, \ldots, \mu_{M_T-1})\) is given by

\[
f(\mu_1, \ldots, \mu_{M_T-1}) = \begin{cases} K & (\mu_1, \ldots, \mu_{M_T-1}) \in \mathcal{P} \\ 0 & (\mu_1, \ldots, \mu_{M_T-1}) \notin \mathcal{P} \end{cases} \quad (69)
\]

where \(K = (M_T - 1)! > 0\) and where

\[
\mathcal{P} \triangleq \left\{ (\mu_1, \ldots, \mu_{M_T-1}) \right\} \quad \sum_{i=1}^{M_T-1} \mu_i \leq 1, \mu_i \geq 0 \right\}.
\]

That \(f\) is constant over its support follows from the uniform distribution of \(\mu\) over \(\mathcal{S}\). Thus,

\[
\Pr(\zeta \in I) = K \text{vol}[\mathcal{C} \cap \mathcal{P}] \quad (70)
\]

where

\[
\mathcal{C} \triangleq \{ (\mu_1, \ldots, \mu_{M_T-1}) | e^{b_i} \leq \mu_i \leq e^{a_i^+}, i = 1, \ldots, M_T \},
\]

and where \(\mu_{M_T} = 1 - \sum_{i=1}^{M_T-1} \mu_i\). By (70) it follows that

\[
\Pr(\zeta \in \mathcal{I}) \leq K \text{vol}[\mathcal{C}] \leq K \prod_{i=1}^{M_T-1} e^{a_i^+} = K e^{\sum_{i=1}^{M_T-1} a_i^+}
\]

and

\[
\lim_{\epsilon \to \infty} \frac{\ln \Pr(\zeta \in \mathcal{I})}{\ln e} \geq \sum_{i=1}^{M_T-1} a_i^+ = \sum_{i=1}^{M_T} a_i^+
\]

where the last equality follows since \(a_{M_T}^+ = 0\) by assumption.

In order to provide a lower bound on \(\Pr(\zeta \in \mathcal{I})\) consider the open interval

\[
\mathcal{B} \triangleq (c_1 e^{a_1^+}, c_2 e^{a_2^+}) \times \cdots \times (c_{M_T} e^{a_{M_T-1}^+}, c_{M_T} e^{a_{M_T}^+})
\]

for some constants \(c_1 < c_2 \leq M_T^{-1}\). We aim to show that \(\mathcal{B} \subset \mathcal{C} \cap \mathcal{P}\) for small \(\epsilon > 0.\) Since

\[
\sum_{i=1}^{M_T-1} c_i e^{a_i^+} \leq (M_T - 1) c_2 \leq 1
\]

and since \(c_i e^{a_i^+} > 0\) for \(i = 1, \ldots, M_T - 1\) it follows that \(\mathcal{B} \subset \mathcal{P}.\) What remains to be shown is that \(\mathcal{B} \subset \mathcal{C}.\) To this end, note that for sufficiently small \(\epsilon\) it follows that \(e^{b_i} \leq c_1 e^{a_1}\) for \(i = 1, \ldots, M_T - 1\) since \(b_i > a_i^+.\) Also,

\[
\mu_{M_T} = 1 - \sum_{i=1}^{M_T-1} \mu_i \geq 1 - \sum_{i=1}^{M_T-1} c_i e^{a_i^+} \geq \frac{1}{M_T} \geq e^{-b_{M_T}}
\]

for sufficiently small \(\epsilon.\) Finally, since \(a_{M_T}^+ = 0\) by assumption \(\mu_{M_T} \leq e^{a_{M_T}^+}\) is trivially satisfied. Thus, again for small \(\epsilon,\) it follows that \(\mathcal{B} \subset \mathcal{C} \) which together with \(\mathcal{B} \subset \mathcal{P}\) implies \(\mathcal{B} \subset \mathcal{C} \cap \mathcal{P}\) as previously asserted. However, since

\[
\text{vol}[\mathcal{B}] = (c_2 - c_1) M_T^{-1} \prod_{i=1}^{M_T-1} e^{a_i^+}
\]
and since \((c_2 - c_1)^{M_T - 1} > 0\) it follows that

\[
\limsup_{\epsilon \to -\infty} \frac{\ln \Pr(\zeta \in I)}{\ln \epsilon} \leq \limsup_{\epsilon \to -\infty} \frac{\ln \text{vol}[S_i]}{\ln \epsilon} \leq \sum_{i=1}^{M_T} a_i^+ = \sum_{i=1}^{M_T} a_i.
\]

So far, it has been shown that

\[
I_\zeta(\zeta) = \inf_{\{I \in I\}} I_\zeta
\]

where the supremum is taken over all open intervals containing \(\zeta\). To verify that (72) coincides with (49) note that if \(\zeta > 0\) for some \(i\) then by selecting \(\zeta < b_i < 0\) it follows that the supremum in (72) is \(\infty\). Similarly, if \(\zeta > 0\) for \(i = 1, \ldots, n\) the same thing follows by selecting \(\zeta > a_i\) for \(i = 1, \ldots, i\). Therefore, \(I_\zeta(\zeta) = \infty\) unless \(\zeta_1, \ldots, \zeta_{M_T} \geq 0\) with equality for some \(\zeta_i\). In that case that \(I_\zeta(\zeta) < \infty\) is equal to (49) since \(\zeta \in I\) requires \(a_i < \zeta_i < b_i\) for \(i = 1, \ldots, M_T\). By additionally verifying that \(\zeta\) is exponentially tight [16] it follows that (46) is satisfied for all sets \(A \subset \mathbb{R}^{M_T}\) with this rate function.
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