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Abstract

Nowadays, the operating system for mobile devices Android is taking a leading position within the world of smartphones and tablets. The growth that it is experiencing is very significant and everyday more than 550,000 new mobile devices governed by Android are sold worldwide. For this reason it is very interesting to research on progresses in this field.

One of the most used features in this sense is the ability to transmit data between two devices through an internet connection. That is why in this thesis it has been implemented a traffic generator (as an Android application) that allows sending and receiving data simultaneously, being able to choose the type of data to be sent. Thus, four emulated types of data has been transmitted (videos, websites, online games and Skype) in three different environments (in the Android Device Emulator, via WiFi, and connected to the 3G network).

The final goal is to find out how Android manages sending and receiving packets. To do this, after performing all the necessary tests, the results are deeply analyzed to empirically conclude which is the most appropriate connection type for the transmission of different traffic types, being WiFi the best choice to transmit them. In the near future, applications will be able to optimize its performance by taking advantage of this knowledge.
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Chapter 1

Introduction and motivation

1.1 Introduction

Since the beginning of the Second World War, mankind has been improving on how to remotely communicate with their peers. The initial objective at that time was to take advantage over the enemy during the war, while today practically anyone in the world can have access to a mobile phone. Over the years, mobile communications have been one of the technologies that have experienced more advances, and still continue in search of progress and improvements.

The first call from a mobile device was made on April 3th, 1973, when Martin Cooper, then director of R&D in Motorola, called his rival Joel Engel, head of development at Bell Laboratories, from his Dyna-Tac, in Manhattan. He was probably unaware that he had just started a global revolution in the world of mobile communications [1].

![Motorola Dyna-Tac](motorola.index.es)

Since that time, there have been uncountable advances in this field. Year after year, the mobile devices were evolving, reducing its size while improving their technical features. One of the greatest evolutions was the emergence of the smartphones, mobile devices with an internal operating system (OS) which allows the installation of customizable programs as well as offering a high capacity of connectivity [2].
On November 5th, 2007, the announcement of the appearance of the new operating system for mobile phones led by Google [3] (Android) was performed. This operating system allows users to develop their own applications.

Figure 2: Andy, the Android logo.
Source: www.android.com

In this thesis it has been developed a traffic generator (implemented as an Android application) that allows for sending and receiving data between two devices equipped with Android OS. The aim is to find out, investigating through empirical measures, how the sending and receiving of data is performed in Android and draw conclusions about its performance.

In Chapter 2 of this thesis, all the characteristics of the traffic generator implemented are shown, as well as the instructions about how to use the application.

In Chapter 3 it is explained how the traffic types have been emulated and which are the necessary preparations to get ready to run the real tests correctly.

Chapter 4 shows the transmission results and gives interpretations of them, to later extract conclusions in Chapter 5. Finally, it is deduced which connection type is the most suitable to transmit each type of traffic, and possible future tasks are proposed for the reuse of the application created, either in this or other researching areas.

1.2 What is Android?

Android is Google’s operating system for mobile devices. In July 2005 Google acquired the company Android Inc., which developed software for mobile
phones, and later launched its own operating system on November 5th, 2007, along with the creation of the Open Handset Alliance [4], a consortium of 84 hardware, software and telecommunications companies dedicated to develop open standards for mobile devices. In this way, Google made agreements with various companies to incorporate Android on their devices.

The main features of the Android operating system are:

- Most of the Android code is released under the Apache License, a free software and open source license.
- Any user can program custom applications.
- The applications are written in the object-oriented programming language Java on a Dalvik virtual machine (a specialized virtual machine specifically designed for Android and optimized for battery powered mobile devices, which have limited memory and processor) with runtime compilation.
- It is based on the Linux kernel.
- Android includes a graphical user interface manager (surface manager), a framework OpenCore, a SQLite relational database, a graphical API OpenGL ES 2.0 3D, a rendering engine WebKit, a graphics engine SGL, and a standard Bionic C library.
- Android allows multiple functions such as storing data, play multimedia files, make video-calls, surf the internet or data transferring among others.
- Multitasking of applications is available.
- The Android operating system is composed of 12 million lines of code.

The current Android’s market share among smartphones is 32.9% and its progression over the years is shown in Fig 3., activating more than 550,000 new devices incorporating Android each day worldwide.
As a curiosity, say that the various versions of Android are named as dessert plates in English, and each version begins with a different letter in alphabetical order.

1.3 Motivation

This thesis is surrounded of a context in constant evolution and with a big future. Learning about these technologies is to bet on a sector that is constantly innovating and creating very interesting and useful utilities, which is very motivating and stimulating.

It is very interesting to emulate **real data traffic types** which are commonly used in data transmission. Furthermore, the tests carried out are preformed in **real Android devices**, thereby obtaining **empirical results** that reflect the real behavior and which are the practical result of transmissions that are frequently used. Thus, we can take advantage by knowing Android technology from the inside by testing how Android treats transmissions between terminals.

Moreover, in views to the future, applications programmed from now on will be able to base on the results of this thesis to develop more efficient applications and make better use of Android’s features, knowing in advance how it behaves when transmitting data.
1.4 Steps to be followed

These are the steps that have to be followed to achieve the final goal:

1) Implement a traffic generator as an Android application. This application has to allow the communication between two devices, emulating the desired traffic to be tested.
2) Find reliable statistical models to emulate faithfully the desired data traffic types to test.
3) Run real transmissions with emulated data traffic, one for each traffic type tested in each of the three environments.
4) Extract the resulting text files from the application.
5) Analyze these text files through Matlab [5].
6) Draw conclusions from the results obtained.
Chapter 2

The traffic generator

2.1 Introduction to Markov chains

To emulate the various types of traffic desired Markov chains will be used. A Markov chain is a set of states in which each of them plays a specific role. Furthermore, the state can be sequentially changed according to a certain probability.

This will allow moving between various scenarios in real time, controlling these jumps according to previously established jump probabilities. In this way, the user of the application will be able to set up a group of states to emulate efficiently the desired traffic.

A more extensive explanation on Markov chains will be shown in section 2.4.

2.2 Desired characteristics

The traffic generator implemented in this thesis will be an Android application which will allow for communication between two Android devices, programmed using Eclipse [6]. During the data exchange, both devices will be able to both send and receive information. As Android applications are developed in Java programming language [7], it is possible to create various threads. A thread is a part of code that can run in parallel to other threads, sharing resources as memory, objects and variables defined there. The alternation between threads is managed by the Dalvik Virtual Machine (DVM), the Java Virtual Machine (JVM) optimized for mobile devices, which is responsible for assigning the execution time to each thread, based on priorities. The impression for the final user is like being sending and receiving data simultaneously.

An important characteristic of this traffic generator is flexibility and reusability. There are eight characteristics to set up before the transmission starts, so that the communication is strongly customizable.

Firstly, each of the devices has to define its role, either as sender or receiver.

- The role assumed: either sender or receiver.
In a communication between two devices, one of them will act as sender, and the other one as receiver. In the sender side, the statistical properties of both are established, so that the receiver will reply with the traffic characteristics defined by the sender.

Then, the sender can establish the following features:

- The Internet Protocol (IP) address and the port to which data is going to be sent, and the port where incoming data is going to be received.

![Sender settings:](image)

- The protocol used: either UDP (User Datagram Protocol) or TCP (Transmission Control Protocol).

![Protocol](image)

In UDP protocol, **datagrams** are transmitted, which may arrive out of order, appear duplicated in the receiver, or be missed without notice [8]. On the other hand, TCP performs a previous connection establishment before transmitting
data, also called **handshaking**; Then, communication endpoints transfer data and when finished, another handshaking (this time for terminate the connection) is done. Through this handshaking mechanism, the transmission becomes reliable, with an ordered delivery and providing congestion control [9].

- The number of packets to be sent before the communication ends.

![Number of Packets to send](image)

Figure 7: Number of packets to be sent.

This value indicates how many packets are going to be sent from the sender to the receiver. When all the packets have been sent, both the sender and the receiver stop sending packets.

And the receiver can determine these two features:

- The port where get data from.

![Receiver settings](image)

Figure 8: Receiver port through which incoming data is going to be received.

- The protocol used by the receiver, which **must coincide** with the protocol used by the sender.

![Protocol](image)

Figure 9: Protocol to be used by the receiver.

Apart from these features related to the establishment of the communication, the data traffic types to be sent **for both devices** are determined **in the sender side**. These are the adjustable parameters:
• The size (in bytes) of each packet, and the time between two consecutives packets (in milliseconds). These two values may follow a statistical distribution, chosen by the user. This aspect will be discussed in further detail in section 2.2.
• Markov states, which will be determined by the Packet Size (PS) and the Time Between Packets (TBP) statistic chosen, and the transition probabilities between the Markov states. This aspect will be discussed in further detail in section 2.3.

Once all the desired parameters for the transmissions have been selected, the receiver device must press the GET DATA button, and subsequently, the sender device must press the SEND button so that the bidirectional data transfer starts.

![Figure 10: Buttons SEND and GET DATA for the Sender and the Receiver devices, respectively.](image)

While the transmissions are running, the application generates two text files on each device involved in the communication, containing:

- The size of each packet sent.
- The time between two consecutive packets sent.
- The size of each packet received.
- The time between two consecutive packets received.
This four text files are really important, because they contain all the necessary information to be analyzed after the transmissions, and to extract conclusions like packet loss, delay, etc.

2.3 Packet size and time between packets

In some kinds of communication, the transmission of information is made through the sending of packets. The whole message to be sent may be fragmented in several little pieces of information, forming packets. A packet consists of two different parts:

- **Payload** bytes: those bytes that transport the useful information for the user.
- **Header** bytes: some added bytes which are used to codify the information, protect it and let the whole packet reach the final destination with the minimum number of errors.

If the communication finishes successfully, the final message should be the union of the payload bytes of all the packets received.

For simulating real traffic, a successive sending of packets has to be emulated. Depending on the traffic type emulated, these packets will have two main statistical characteristics: the **size** of the packets (in bytes), and the **time between two consecutive** packets (in milliseconds).
2.3.1 Packet size (PS)

Not necessarily all the packets in a communication are of the same length. Depending on aspects like the kind of information to be transmitted, or the protocol or the kind of network used, the length of each packet may be different from other packets in the same transmission.

![Packet Size Diagram](image)

Figure 12: Representative diagram of the packets’ sizes generated during a data transmission.

This characteristic (the size of each packet in bytes) usually follows a statistical distribution, that is, a **probability mass function** (PMF) because the possible values of the samples are always **integers** (in this case, bytes). In the traffic generator implemented, there is the option to choose between five different statistics for the packet size, basing on the most suitable statistics for the traffic emulated:

1) **Uniform** \((a, b)\)

These are the formula and the shape of the probability mass function of a discrete uniform distribution between \(a\) and \(b\).

\[
fx(X) = Pr(X = x) = \begin{cases} 
\frac{1}{b - a + 1}, & x \in [a, b] \\
0, & otherwise
\end{cases}
\]

Where the horizontal axis indicates the possible integer values (bytes, in steps of 1), and the vertical axis indicates the probability of each one to happen.

In a uniform distribution, all the values between $a$ and $b$ are equiprobable, with probability $\frac{1}{b-a+1}$, while all the other values will never occur.

The mean of a discrete uniform distribution is $\frac{a+b}{2}$, and its variance is $\frac{(b-a+1)^2 - 1}{12}$.

The uniform distribution is good to emulate, for example, the size of online games packets in the uplink side [10].

2) Constant (ct)

In a constant distribution, the value $ct$ has probability 1 to appear, that is, in the packet size case, all the packets generated will have length $ct$ bytes.

$$f_X(x) = \Pr(X = x) = \begin{cases} 1, & x = ct \\ 0, & \text{otherwise} \end{cases}$$

Figure 14: Shape of the PMF of a constant distribution.

Its mean is $ct$ and the variance is always 0.

This distribution is appropriate to generate constant times between packets like happens in online games traffic [10].

3) Lognormal $(\mu, \sigma)$

The lognormal distribution (with parameters $\mu$ and $\sigma$) is a probability distribution that comes from a Gaussian distribution:

The Gaussian distribution (also named normal distribution) is a continuous probability distribution with a shape similar to a bell. These are its formula and the appearance of its Probability Density Function (PDF):

$$f_X(X) = \Pr(X = x) = \begin{cases} 
\frac{1}{\sqrt{2\pi} \sigma^2} e^{-\frac{(x-\mu)^2}{2\sigma^2}}, & x > 0 \\
0, & x \leq 0 
\end{cases}$$

The parameter $\mu$ of the Gaussian distribution coincides with its mean and is where the peak is centered, while the parameter $\sigma$ is the square root of its variance.

If $X$ is a random variable which follows a Gaussian distribution, then $Y = e^X$ has a lognormal distribution; likewise, if $Y$ is lognormal distributed, then $X = \log(Y)$ is normal distributed. It is important to remark that $\mu$ and $\sigma$ (the parameters of the lognormal distribution) are not the mean and variance of the lognormal distribution ($f_Y(Y)$), but are the mean and the variance of the normal distribution ($f_X(X)$) from which it comes. So $\mu$ and $\sigma$ are the mu and sigma parameters of the lognormal distribution, but do not match its mean and variance.

In Fig. 16 an example can be seen: a Gaussian random variable ($X$) with mean 5.5 and variance 0.33 is generated. Then, each of its samples are transformed by performing the operation $Y = e^X$. Then, all the samples of the new random variable $Y$ are following a lognormal distribution with parameters $\mu = 5.5$ and $\sigma = 0.33$: 

![Figure 15: Shape of the PDF of Gaussian distributions with mean 0 and various values of the square root of the variance. Source: http://www.experiment-resources.com/normal-probability-distribution.html](http://www.experiment-resources.com/normal-probability-distribution.html)
In Eq. 4 it is shown the formula of the PDF of a lognormal distribution.

\[
f_X(x) = \Pr (X = x) = \begin{cases} 
\frac{1}{x\sqrt{2\pi}\sigma^2} e^{-\frac{(\ln x - \mu)^2}{2\sigma^2}}, & x > 0 \\
0, & x \leq 0 
\end{cases}
\]


The mean and variance of the resulting lognormal distribution can be calculated as shown:

Mean = \( e^{\mu + \frac{\sigma^2}{2}} \) = 258.38 bytes

Variance = \( (e^{\sigma^2} - 1)e^{2\mu + \sigma^2} \) = 7681.11 bytes

The lognormal distribution is suitable for emulating video packet sizes [11].

4) Exponential (\( \lambda \))

The exponential distribution (depending on the value of its parameter \( \lambda \)) is a family of continuous probability distributions (always decreasing).
Figure 17: Shape of the PDF of an exponential distribution, for various values of $\lambda$.
Source: http://math.info/Probability/Exponential_Distribution/

Its shape depends on the value of $\lambda$, more flat when $\lambda$ is small and steeper when $\lambda$ increases.

In Eq. 5 it is shown the formula of the PDF of an Exponential distribution.

$$f_X(x) = \Pr(X = x) = \begin{cases} \lambda e^{-\lambda x}, & x > 0 \\ 0, & x \leq 0 \end{cases}$$

Equation 5: Probability Density Function of an exponential distribution.

The exponential distribution is used to describe time between events in a Poisson process, that is, a process where its events occur independently at a given constant average rate.

The mean coincides with $\lambda^{-1}$, and its variance with $\lambda^{-2}$.

This distribution is useful when emulating the traffic of a webpage in terms of time between packets [12].
5) Geometric (p)

The geometric distribution is the discrete analogue case of the exponential distribution.

It represents the probability that the first occurrence of success require $n$ number of independent trials, each with success probability $p$. If the probability of success on each trial is $p$, then the probability that the $n$th trial is the first success coincides with its PMF:

$$P(X = x) = (1 - p)^{n-1}p$$


With $n=1, 2, 3...$ Its parameter $p$ must be $0 < p \leq 1$. In Fig. 18, two geometric distributions (with $p=0.1$ and $p=0.3$) are shown:

![PMF of X](source.png)

Figure 18: Shape of the PMF of two geometric distributions.
Source: http://raven.iab.alaska.edu/~ntakebay/teaching/programming/probability/node8.html

If the floor (or greatest integer function) is applied to an exponential distribution, it turns out to be a geometric distribution.

The mean of a geometric distribution is $1/p$, and its variance $(1-p)/p^2$. 
All these statistics can be chosen by the user in the Graphical User Interface (GUI), using a drop down menu as shown in Fig. 19.

![Figure 19: Eligible statistics for packet size and time between packets in the GUI.](image)

The parameters for each statistic can be also set to your choice as shown in Fig. 20.
2.3.2 Time between packets (TBP)

Between any two consecutive packets sent in a communication, there is a temporal space. Depending on the characteristics of the emulated traffic, this time between two packets may follow a pattern (for example, be short and constant in the case of online games).
It is important the time between two packets to be calculated from the same point of two consecutive packets, that is, between the beginning of two consecutive packets (like in the figure) or between the end of both, and do the same with all the remaining packets.

This aspect (TBP) can also be determined in the traffic generator designed. As well as in the case of packet size, the same five statistical distributions can be chosen (uniform, constant, lognormal, exponential, and geometric) because the possible values of TBP are also integers.

It is important to mention that implementing the time between packets in Java means demanding to the thread that has to be “sleeping” a certain number of milliseconds. To do this, the method `sleep` must be invoked, and for the own nature of threads (and as it is explained in Java’s class Thread), “the precision is not guaranteed when using the method `sleep`”. This means that the time demanded to the thread to be sleeping will not necessarily be strictly accomplished.

### 2.4 Markov chain

The traffic generator also uses Markov chains to switch between different statistics at real time. A Markov chain is defined as the probabilistic transition between a countable number of states (S₁, S₂, S₃, ..., Sₙ). The process starts in one of these states and moves successively from one state to another. If the chain is currently in state Sᵢ, there is a certain probability (initially determined) to jump to state Sⱼ. This probability is called the transition probability, and is denoted as pᵢⱼ. There is also the possibility of resting in the same state Sᵢ and do not jump to any other. This happens with probability pᵢᵢ.

![Figure 22: Markov chain with two states and their transition probabilities.](image)

In Fig. 22, p₀₁ and p₁₀ are the transition probabilities, while p₀₀ and p₁₁ are the probabilities of resting in the same state.
These probabilities can be placed in a matrix, forming the *matrix of transition probabilities*, or *transition matrix* \((T)\). In this matrix, \(p_{ij}\) is placed in the row \(i\) and in the column \(j\), indicating that the transition is from the state \(S_i\) towards the state \(S_j\) [13].

\[
\begin{bmatrix}
p_{00} & p_{01} \\
p_{10} & p_{11}
\end{bmatrix}
\]

Figure 23: Transition matrix of a Markov chain with two states.

In the next transition, the following state reached will only depend on the current state, so if \(S_i\) is the current state, the next one will only depend on the transition probabilities in the row \(i\) of the transition matrix.

In the traffic generator, a state is defined as the statistic chosen for packet size, and the statistic chosen for time between packets.

For example, the state 1 can be defined as:

- PS: Lognormal (3.74, 1.82) [bytes]
- TBP: Uniform (100, 150) [milliseconds]

In the traffic generator there can be up to 5 different states, and the default initial state is the state 1.
2.5 Multiple jumps

Additionally to the Markov chain with 5 states, the traffic generator allows the user to choose to which state it is possible to jump, and with which probability to do anyone of these jumps. For instance, if the sequence is in the state $S_1$:

- It is able to jump to anyone of the other states ($S_2$, $S_3$, $S_4$, $S_5$) or rest in the same state ($S_1$).
- The transition probabilities to other states ($p_{12}$, $p_{13}$, $p_{14}$, $p_{15}$) can be chosen.
- Automatically, $p_{11}$ gets determined as $p_{11} = 1 - (p_{12} + p_{13} + p_{14} + p_{15})$.
- The following condition must be satisfied:

\[
\sum_{i=1}^{5} p_{1i} = 1
\]

Equation 7: Condition regarding to the transition probabilities which must be accomplished in a Markov chain.

Thereby, it is possible to jump from state 1 to any other, choosing with which probability do it.
Figure 26: Possible transitions from state 1 in a five-states Markov chain.

Expanding this property to all the states allows the interconnection between all the states, being able to jump from any state to any other.

Figure 27: All the possible transitions in a five-states Markov chain.
This characteristic gives much more power to the application and allows the user to perform really precise transmissions. The traffic types emulated in this thesis are usually formed by more than one statistic, so a Markov chain with multiple states was necessary.

In the application it can be defined all the possible jumps performed in the Markov chain, choosing which will be the next state and with how much transition probability reach it. The selection can be made through the options shown in Fig. 28.

Figure 28: User interface to set the following states in the Markov chain with its corresponding transition probabilities.

2.6 Advantages of this mixed implementation

Usually, traffic generators are based on one of these features:

- One fixed statistic for packet size and another also fixed for time between packets.
- A Markov chain, where each state occurs with a certain probability and represents a fragment of the global desired probability mass function.
Putting all the states together, the global shape approaches to the desired PDF.

![Probability Mass Function](image)

**Figure 29:** Resulting PMF formed by a five-states Markov chain.

The traffic generator designed during this thesis combines both features, yielding a powerful tool, able to emulate complex traffic types. Without the option of creating Markov chains, the emulator would only be able to generate a finite number of PDFs, without correlation between samples; whereas adding Markov states, the complexity of emulations that can be done increases significantly. The outcome is a Markov-Modulated random process.

This aspect makes the application flexible and completely reusable, because in the future, any user will be able to emulate the type of traffic desired and test how it behaves in Android.

### 2.7 Generation and transmission of packets

When the buttons *Get Data* (on the receiving device) and *Send* (on the transmitter) are pressed, a bidirectional transmission of packets starts. In this section it is going to be briefly explained how this transmission of packets takes place.

To start the transmission of packets, the receiving device must press the *Get Data* button and then the transmitter must press the *Send* button. Then, two
threads are started on each device, one that will be dedicated to receive packets and the other to send them.

Firstly, the transmitter device sends to the receiver the Markov chain governing the receiver’s behavior referred to sending packets, along with the number of packets to be sent. Once this transmission has been done, the two devices are ready to start sending packets, following each one its Markov chain.

The generation and the transmission of a single packet are done within a loop as follows:

- One packet is generated with its size in concordance with the packet size statistic established.
- That packet is sent and the thread is paused a certain time, whose value follows the time between packets statistic of the current Markov state.
- After this delay, it is decided whether to change state in the Markov chain, depending on transition probabilities.
- Another packet is generated, starting the cycle again until all the packets are sent.

The transmission of packets is bidirectional, meaning that both devices send and receive packets at the same time, since one thread receives the incoming packets and the other one sends the outgoing packets to the destination device.

If the transmission fails, a message appears in the screen indicating how many packets have been sent and received successfully so far. In appendix D some problems occurred during the implementation of this application are described and solved.
Chapter 3
Measurement setup

3.1 General settings

To perform measurements, it is necessary to know the statistical characteristics of each of the four types of traffic that are going to be emulated (video, web, online games and Skype), that is, create Markov chains in whose states the size of the packets and the time between packets have to be determined. These two parameters are the most relevant ones when generating and analyzing data traffic. It is also important determine the transition probabilities of each state for a proper overall functioning of the Markov chain. Moreover, all the traffic types will be transmitted in each of the three environments available (emulator, WiFi [14] and 3G [15]), being able to compare the results between them and see how traffic types empirically behave using each of the connection types.

The packet transmissions will be carried out between two ZTE Blade mobile phones (in WiFi and 3G environments) and between two instances of Android Virtual Device (AVD) on a single computer for the case of the emulator (through the Android Software Development Kit (SDK)). It is important to highlight that the traffic between these devices will be bidirectional and that each device will transfer different traffic: generally the first device will request for a service type, and the other will respond by offering the traffic with statistical properties corresponding to the requested service. It is important to note that the contents of the packets are randomly generated bytes, but they satisfy the required statistics in terms of packet size and time between packets.
3.2 Traffic setup

In Appendix C it can be found a table with all the statistics for all types of traffic, to get an easier way to consult how they are emulated.

3.2.1 Video

In a video stream, the jitter is the most important feature to have a good quality of signal. Jitter is the fluctuation in the delay of the packets received, that is, the loss of periodicity. It is desired the jitter to be small to have a constant delay (under a certain threshold), otherwise the video playback would not be continuous.

For emulating video traffic, the method followed reproduces how video is encoded/decoded: the video is partitioned into pieces called group of pictures (GoP), always following the same structure repeatedly. Every GoP is made up of three kinds of frames:

- I-frames (intra coded pictures): this is the only kind of frame that does not need another frame to be decoded. It is the reference picture, and most
of the other frames base on its information to be decoded. Every GoP starts with an I-frame.

- P-frames (predictive coded picture): the P-frames bases on the **previous** frame to be decoded. The number of bytes of a P-frame uses to be lesser than in an I-frame.
- B-frames (bidirectionally predictive coded picture): this is the kind of frame with less bytes, because it takes profit on **both the previous and next frames** to get decoded, basing on their differences, so the necessary bytes to do this is lower.

These I, P and B-frames gets combined forming a GoP structure, which will be repeated periodically. There are many options to combine I, P and B frames to form GoP of different lengths, but the choice to be implemented in this thesis has been IBPB, see Fig. 31.

![Figure 31: GoP structure implemented for video traffic.](image)

Thereby, the traffic sent will correspond to this GoP repeatedly: IBPB-IBPB-IBPB… This is implemented in the traffic generator creating four Markov states (I-B-P-B) and forcing its sequential execution through the transition probabilities set to 1:
Each kind of frame (I, P and B) has got its own statistical characteristics (see Tab. 1) [11], and the time between them is such that the final rate is 24 frames/sec, that is, one frame each 42 milliseconds. The kind of protocol used in this transmission is UDP.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>I-frames</td>
<td>Lognormal (9.167, 0.2014)</td>
<td>Constant (42)</td>
</tr>
<tr>
<td>P-frames</td>
<td>Lognormal (6.839, 0.2674)</td>
<td>Constant (42)</td>
</tr>
<tr>
<td>B-frames</td>
<td>Lognormal (7.708, 0.5968)</td>
<td>Constant (42)</td>
</tr>
</tbody>
</table>

Table 1: Statistical characteristics of response video traffic.
On the other hand, the request side of the communication has been emulated as a simple request (350 bytes) [12]. It has been assumed that after each GoP a request is made, that is, six requests per second, also using UDP protocol:

![Figure 33: Markov chain to emulate request video traffic.](image)

<table>
<thead>
<tr>
<th>Request</th>
<th>Packet Size [bytes] [12]</th>
<th>Time Between Packets [milliseconds]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request</td>
<td>Constant (350)</td>
<td>Constant (167)</td>
</tr>
</tbody>
</table>

Table 2: Statistical characteristics of request video traffic.

### 3.2.2 Web

When a web page is requested from the user, the desired response is a quick load of the whole page, or at least, a quick load of the **main** information of the web page. This means that a big block of information must be transmitted quickly to get a short response time. Then, the user takes a while to read and digest the web page, and uses to consult another website, starting again a cycle that uses to be repeated.

The information loaded in a web page can be classified in two categories:

- The **main object**, representing the useful information of the website as one big-sized packet.
- Some **embedded objects**, that is, some other parts of the website that have to be loaded, like advertisements, animations, music…
The number of embedded objects is not fixed, and depends on the website, but the mean is 5.64 embedded objects per web page [12]. The group formed by the main object and all the embedded objects loaded represents the transmission made from the web server to the user.

The last part of the cycle is the reading time (that time taken for the user to read and digest the web page), modeled with a Markov state where the packet contains the minimum amount of data allowed to be sent in Android, that is, 1 byte. This permits to identify all the packets of size 1 byte as packets generated by the Reading state.

The resulting Markov chain created to emulate the whole cycle of web replies is the following:

Figure 35: Markov chain to emulate response web traffic.
And the corresponding statistical parameters for each state are:

<table>
<thead>
<tr>
<th></th>
<th>Packet Size [bytes] [12]</th>
<th>Time Between Packets [milliseconds] [12]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main Object</td>
<td>Lognormal (8.37, 1.37)</td>
<td>Exponential (0.0077)</td>
</tr>
<tr>
<td>Embedded Objects</td>
<td>Lognormal (6.17, 2.36)</td>
<td>Exponential (0.0077)</td>
</tr>
<tr>
<td>Reading Time</td>
<td>Constant (1)</td>
<td>Exponential (0.000033)</td>
</tr>
</tbody>
</table>

Table 3: Statistical characteristics of response web traffic.

The sequence starts in the Main object state, sending the Main object of the web page requested. After this, one Embedded object is sent, and then, the probability of changing to the Reading state is 0.1773, that is, 1/5.64. Consequently, the probability of sending another Embedded object is 1-1/5.64, leading to a behavior where, in mean and at long term, 5.64 embedded objects will be sent per cycle. This is accomplished because there will be always one Embedded object (the first one) that will be sent before checking the transition probability for the first time. Let’s clarify this with a simple example:

If we have two Markov states (A and B) where the transition probability from A to B is 1/3:

![Figure 36: Example of transition probabilities from state A to state B in a two-states Markov chain.](image)

The first thing that A does is to send a packet (like embedded object state does), and then the transition probability either to jump to B or to rest in A is
checked. From now on, in the long term, one of each three times will be a jump from A to B, and two of each three times the sequence will remain in state A, that is, two of each three times another packet will be sent from A. If we add the initial packet to these two sent, we get, in average, 3 packets sent from A. Once shown this behavior with a transition probability of 1/3, the same behavior is expected to happen with a transition probability of 1/5.64.

When the Reading state is reached, one byte is sent and the mean time waiting is 30 seconds (approximately what it takes the user to read the page) following an exponential distribution. Then the cycle starts again, simulating another website reply.

All these packets are sent using the TCP protocol, and it is important to highlight that all the times between packets established with TCP protocol have been increased 100 milliseconds; the reason is that packets sent with TCP protocol and with less than 100 milliseconds between them, appear together in the receiver side.

![Figure 37: Problem occurred using TCP protocol with times between packets lesser than 100 milliseconds.](image)

This behavior was verified empirically and only happened when using TCP protocol, probably because both packets (temporally separated less than 100 ms) entered in the TCP receiver’s buffer before the data were passed to the application. This caused an undesired behavior, because two packets were treated as one, and adding 100 milliseconds of delay between each packet, this effect was considerably reduced.
The request side of the web communication was implemented as a simple request message every 31 seconds, approximately the duration time of one cycle of the above mentioned.

```
1

Request
```

Figure 38: Markov chain to emulate request web traffic.

<table>
<thead>
<tr>
<th></th>
<th>Packet Size [bytes] [12]</th>
<th>Time Between Packets [milliseconds]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request</td>
<td>Constant (350)</td>
<td>Constant (31000)</td>
</tr>
</tbody>
</table>

Table 4: Statistical characteristics of request web traffic.

### 3.2.3 Online games

When playing an online game, the user desires to feel connected all the time to the game and have a constant and almost imperceptible delay. Thus, during all the game session, the delay between packets will have to be constant and very small. This will lead into an interactive experience where the user will feel as taking part on the game at any moment, having a responsiveness game experience and providing a sense of consistency and robustness.

To get this behavior, the traffic from the game *Team Fortress 2* has been emulated [10] using the UDP protocol. This is the scheme implemented for the traffic in the *uplink* side (the communication from the client to the game server):
The size of the packets is distributed uniformly between 60 and 102 bytes and all of them are temporally separated 34 milliseconds.

On the other side, the **downlink** traffic (those packets from the game server to the user) is emulated as follows:
In this case all the packets are equally separated 50 milliseconds and their sizes follow a Lognormal distribution.

### 3.2.4 Skype

When using Skype, it is desired to have a good video and voice quality (clarity, fidelity and noiselessness) and do not have conversational delays nor echo, so that the conversation can be fluid and clear.

To emulate Skype traffic, it has to be taken into account that video and audio is transmitted at the same time. Furthermore, the audio signal generated by a user changes dynamically in terms of time between speaking and remaining silent. Therefore, it is required a Markov chain where the audio and the video go alternating. This is the implementation proposed using UDP protocol:

![Figure 41: Markov chain to emulate Skype traffic.](image)
Where the statistics for each kind of traffic are the following:

<table>
<thead>
<tr>
<th></th>
<th>Packet Size [bytes]</th>
<th>Time Between Packets [milliseconds]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio ON</td>
<td>Constant (40) [16]</td>
<td>Constant (30)</td>
</tr>
<tr>
<td>Audio OFF</td>
<td>Constant (1)</td>
<td>Constant (30)</td>
</tr>
<tr>
<td>Video</td>
<td>Uniform (453, 488) [18]</td>
<td>Constant (30)</td>
</tr>
</tbody>
</table>

Table 7: Statistical characteristics of Skype traffic.

First of all, it is important to note that the two states named Video are exactly equal; this is because whether a user is speaking or not, video is transmitted anyway, in parallel to the audio.

Imagine that the sequence starts in the Audio ON state: there will be a very high probability of jumping to the upper-right Video state. Once there, the sequence will go again to the Audio ON state with probability 1. This cycle is very probable to be repeated several times (94.02% of the jumps from Audio ON will be in this way) and represents the part of the Skype conversation where the user is speaking.

When the jump is made from the Audio ON state to the bottom-right Video state, another very probable cycle will happen: consecutive jumps between Audio OFF and the bottom-right Video states, which implements the part of the Skype conversation where the user remains in silence.

The transition probabilities to switch between speaking and silence (and vice versa) are 5.98% and 4.2% respectively, allowing each of the cycles to last in time like happens in real Skype conversations. These transition probabilities have been extracted from a paper analyzing VoIP traffic based on human conversation patterns [19].

This scheme lets the alternation of audio and video packets, don’t prioritizing any of them. Furthermore, to test Skype traffic, the same scheme is applied to both devices involved in the communication, so the request traffic scheme is the same than the response traffic.
3.3 Environment setup

3.3.1 Emulator

The first of the three environments where the application is tested is an Android Virtual Device Emulator, see Fig. 42.

Figure 42: Appearance of the Android virtual device.
Source: Android SDK

To carry out the transmissions, two emulators have to be running on a single computer and the traffic generator application must be loaded on both emulators. The two emulator instances are isolated from Internet, and run behind a virtual router, but they can get connected redirecting their ports.

To perform this redirection, the next steps have to be followed:

- Start two Telnet sessions (using a Telnet client, for example PuTTY), connecting to the IP address 127.0.0.1 (localhost, that is, the loopback interface) and the corresponding port for each emulator. In this way, we can give orders to the emulator remotely. The port assigned to the first emulator running is 5554, and for successive emulators this number has to be increased in pairs (5556, 5558 and so on).
- Subsequently, the ports will have to be redirected. To do this, the following command must be introduced in each telnet session started:

  \texttt{redir add <protocol>:@<host_port>:<guest_port>}
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Thus, we will be redirecting the packets sent to localhost:<host_port> to the corresponding emulator in the port <guest_port>, using the protocol indicated. As packets do not go out of the computer, they are sent to localhost (the emulator’s own loopback interface) and to the port <host_port> indicated. This instruction redirects them to 10.0.2.15 (the emulator’s own network/Ethernet interface) and to the port <guest_port>, by which the application should receive packets.

![Diagram of packet redirection](image)

Figure 43: Port redirection performed in the emulator.

For example, if we connect via telnet to the first emulator and execute the instruction `redir add udp: 8080:7777`, all UDP packets which destination is localhost:8080 will be redirected to port 7777 of the first emulator (the application should expect to receive incoming packets on port 7777).

Once the listener ports have been redirected, the two emulators will be virtually connected, being able to send and receive packets between them; these packets must be sent to the address `10.0.2.2`, which corresponds to the virtual emulator’s loopback interface, mapped as 10.0.2.2 in the virtual router.

In addition to this redirection needed for two emulators to communicate, there are certain lines of code that vary according to whether the application is running in an emulator or in a real device, for example, the destination IP address in the emulator case is 10.0.2.2, while when the application is tested in real devices the destination address will be the IP address of the network the phone is connected to; this implies having to define sockets in a different way (in programming sense, this is equivalent to use different socket constructors), associating them to different IP addresses depending on the connection type. Therefore, there are differences in the code of the application depending on the environment where the application is loaded, whether emulator or real device.
To view information about the real-time operation of the application (via Eclipse) while the communication is running, it is possible to use the debugging tool that Android provides called Dalvik Debug Monitor Server (DDMS). In section LogCat of this tool we can see messages about the current state of the application. Additionally, some custom-made code can be inserted to see messages in LogCat which allow the programmer to debug the program functioning and take care of its correct behavior.

### 3.3.2 WiFi

To perform the transmissions in a WiFi environment, two mobile phones with Android operating system running and an intermediate router are needed. The two terminals are connected to the network that the router provides, and the communication between them will take place through the router.

In the practical implementation during this thesis, two ZTE Blade devices and a TP-Link TL-WR841N router have been used. This router complies with the standard IEEE 802.11n.

Once the devices are connected to the WiFi network, the data sending is carried out by fixing as destination IP address the address that the router has assigned to the target mobile phone where data is going to be sent; the packets go to the router, who will redirect them to the destination mobile phone because it belongs to the same subnet.
3.3.3 3G

To perform tests in the 3G environment, a hybrid scheme of 3G and WiFi has been implemented, as shown in the figure below:


Source of the router: http://www.catthanh.com/z_pro646

One of the two phones is connected to the 3G network while the other is connected via WiFi to a router which is also connected to the internet. The device which is connected via WiFi has an external IP address visible from the internet, and that is the destination address where the phone connected to 3G must send the packets. Thus, packets are routed through the 3G network to the destination.

However, the transmissions performed in this environment had a problem: the communication was cut a few minutes after it started. Looking at the LogCat (where problems are reported on the current status of the application) it was found that there was a Dynamic Host Configuration Protocol (DHCP) that caused the end of the connection. Under this procedure, the IP address provided by the 3G network operator (i.e., which characterizes the terminal connected to 3G) changes, so the application cannot continue transmitting data to (or from) an IP address which no longer belongs to him.
This problem influenced in that, in the transmissions using 3G, less packets were sent than in the transmissions in other environments (emulator and WiFi). For this reason, the results obtained using 3G are more variant and, in some cases (analysis of video traffic in 3G), there could not be representative conclusions extracted because of the low number of packets transmitted successfully.
Chapter 4

Results and interpretation

4.1 Results obtained

After performing the measurements for each type of traffic in each of the three environments, the text files that the application itself generated have been extracted and analyzed with the mathematical program Matlab [5]. Based on these data, graphs have been plotted, which compare the traffic behavior in the three environments and with the ideal profile that they should present. Additionally, communication features such as packet loss, average bytes transmitted and received, average elapsed milliseconds between two successive packets or the energy distance between two graphs have also been calculated. The results have been interpreted and interesting conclusions have been extracted from them.

The results obtained will be analyzed and classified by the data traffic type tested (video, web, online games and Skype), highlighting the most important aspects of each analysis. Afterwards, conclusions can be drawn on how each of the connection types (emulator, WiFi and 3G) treats the sending and receiving of data using the Android operating system. In Appendix A, there is additional information available on each type of traffic for each connection type, treated individually.

4.2 Video

The first traffic to be analyzed is video. Specifically we will focus on the transmission of the video itself, rather than in the request of it. More detailed information on how video traffic was generated can be found in section 3.2.1.

It should be noted that to emulate this type of traffic in the 3G environment there were problems, because the connection got cut after a while the transmission was started, due to a DHCP; in addition, some of the emulated video packets had a big size (thousands of bytes), which meant that when the connection was cut, very few packets had been sent to the destination (about 10 packets), so the video transmissions in 3G have not been taken into account, since there was not a significant number of samples to draw representative conclusions.

So in the case of video, it is going to be studied the size of packets sent and received only for the emulator and WiFi environments, comparing them with the ideal curve that they should follow.
The graphs presented below show the size of video packets sent and received in the emulator (in blue), in WiFi (in red) and the ideal theoretical curve that they should follow (in black). The horizontal axis shows the packet size in bytes, while in the vertical axis there is represented the probability with which each one of them appeared. In the graphs shown, the values of the horizontal axis are discrete, with steps of one byte, so they are representing PMFs. However, when drawing them in Matlab, the samples have been united with lines, so in practice they become PDFs.

Figure 46: PDF of the Video packet size Transmitted.

Regarding to the size of the packets sent it can be seen that both in emulator and in WiFi, the curves are overlapped and close to the ideal, considering this a correct behavior (later in this section, the calculation of the energy distance between two curves will corroborate this statement).

Figure 47: PDF of the Video packet size Received.
Looking at the figure on the size of the packets received, it can be observed that in the case of WiFi, the ideal curve is faithfully followed (with a packet loss of only 0.12%); while in emulator there is a two-stage behavior to be highlighted:

- The peak in the received packets is even higher than in the case of packets sent.
- Packets bigger than 8192 bytes do not reach the destination, as the graph drops drastically at that point.

The interpretation that can be deduced from this peculiar behavior is that the transmissions performed in emulator where packet size are larger than 8 kilobytes (Kbytes) (that is, 8192 bytes) are silently discarded, probably because there is an internal buffer that prevents packets larger than this size to be sent.

This aspect is also reflected in the average size (in bytes) of packets sent and received:

<table>
<thead>
<tr>
<th></th>
<th>Average bytes transmitted</th>
<th>Average bytes received</th>
</tr>
</thead>
<tbody>
<tr>
<td>In emulator</td>
<td>4011.5</td>
<td>2377.1</td>
</tr>
<tr>
<td>In WiFi</td>
<td>4011.6</td>
<td>4008.4</td>
</tr>
</tbody>
</table>

Table 8: Average Video bytes transmitted and received in emulator and WiFi environments.

In addition, packet loss in emulator between packets sent and received is 20.26%, which proves that packets larger than 8 Kbytes are lost because they never reach their final destination.

It is going to be calculated the energy distance between each of the curves and the ideal curve. The energy distance between two probability distribution curves is a quantitative way to measure how similar two curves are.

\[
\int_{-\infty}^{+\infty} (F(x) - G(x))^2 \, dx
\]

Equation 8: Formula to calculate the energy distance between two probability distributions.
Let \( f(X) \) and \( g(X) \) two probability density functions, \( F(X) \) and \( G(X) \), must be calculated, which are cumulative distribution functions (CDF). Thereafter, subtract the two CDFs sample to sample, square it and integrate it from minus infinity to plus infinity. The unit of the result is the same unit that the probability distribution function is referred to (in this case, bytes).

Thus, the more bytes of energy distance between two curves, the greater its statistical distance will be. Energy distances between the transmitted and the ideal curve and between the transmitted and received curves are shown in Tab. 9.

<table>
<thead>
<tr>
<th></th>
<th>Emulator</th>
<th>WiFi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Distance Ideal-Tx</td>
<td>0.0101</td>
<td>0.0096</td>
</tr>
<tr>
<td>[Bytes]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy Distance Tx - Rx</td>
<td>1.2675</td>
<td>3.4771 \times 10^{-6}</td>
</tr>
<tr>
<td>[Bytes]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9: Energy distances between the probability distribution curve of transmitted packets and the ideal curve, and between the transmitted and received curves for video traffic.

When comparing the transmitted curves with the ideal one, the resulting energy distance is very small, which means that both transmitted curves are close to the ideal. However, when comparing the transmitted and received curves, the energy distance in the emulator increases and gets to be six orders of magnitude bigger than in the case of WiFi.

This behavior allows us to guess that the emulator environment will not be suitable for sending large sized packets.

In terms of time between packets, the WiFi environment offers better performance than the emulator. In WiFi, the required delays are achieved fairly accurately, while the emulator takes TBPs always higher than those required. A further analysis on the time between packets is performed in section 4.4.
4.3 Web

About web traffic, it is going to be analyzed more deeply the size of the packets in the traffic that emulates the transmission of web pages. More detailed information on how web traffic was generated can be found in section 3.2.2.

According to the emulated web traffic, the way of working consists on sending a main object and various embedded objects, emulating after, the time that it takes the user to digest the web page. The protocol used is TCP.

The following images show the size of packets sent and received for Web traffic, while the horizontal axis represents the size of packets, and the vertical axis the probability of occurrence; the blue line indicates the behavior of the emulator, the red corresponds to WiFi, the green line to 3G, and the black curve represents the ideal shape to which the rest should fit.

![Web Packet Size Transmitted](image)

**Figure 48: PDF of the Web packet size Transmitted.**

It can be observed as in the three environments, the theoretical curve is followed in a fairly faithful way. The dot that stands on the vertical axis represents the behavior of the state *Reading*, characterized by sending a symbolic byte; thus, it matches the theoretical point (they are overlapped, one upon each other) so we know that the transmission was successful, having reached the state *Reading* as many times as expected.

The graph with the statistics about the received packet sizes is shown below:
When comparing the received packets’ size, four very pronounced peaks can be observed:

- In 1412 bytes there are the two major peaks: the highest referred to 3G, and the other to WiFi.
- In 2824 bytes, there are also two peaks of 3G and WiFi, but this time the one related to WiFi is higher.
- In 4236 bytes there is a small peak of WiFi.
- In 5648 bytes there is a peak belonging to the emulator.

In addition to that, it surprises that the packet loss in the three environments are negative:

<table>
<thead>
<tr>
<th>Environment</th>
<th>Packet loss [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>In emulator</td>
<td>(-10.19)</td>
</tr>
<tr>
<td>In WiFi</td>
<td>(-63.97)</td>
</tr>
<tr>
<td>In 3G</td>
<td>(-63.36)</td>
</tr>
</tbody>
</table>

Table 10: Packet loss while transferring web traffic.
A negative packet loss means that there have been more packets received than sent, which seems, a priori, impossible. What is happening is that there has been a TCP fragmentation of 1412 payload bytes, this is, with a Maximum Transfer Unit (MTU) of 1412 payload bytes. When the sender sends packets bigger than 1412 payload bytes, they are fragmented by TCP as follows:

If for example a packet with 3124 payload bytes is sent, those bytes are fragmented into various fragments of 1412 bytes (in this case 2), and a packet with the remaining bytes (300). That is the reason why as many packets of 1412 bytes have reached the destination, due to this fragmentation.

Additionally, the occurrences of peaks at multiples of 1412 bytes (2824, 4236 and 5648) are because, when fragmenting, the various packets of 1412 bytes in which the main packet is decomposed arrive together to the destination. Most probably they are separated less than 100 milliseconds, causing them to get congregated in the receiver and get considered as one single packet, thereby increasing the number of packets received with lengths multiples of 1412 bytes.

Note that packet loss in emulator (-10.19%) is much lower (in absolute value) than in WiFi (-63.97%) and 3G (-63.36%). This may be because TCP fragmentation in the emulator is applied with a MTU greater than 1412 bytes, making a lower percentage of the overall packets to be fragmented.

These fragmentations get reflected in the average size of packets sent and received. The table shown below demonstrates it:
<table>
<thead>
<tr>
<th></th>
<th>Average bytes transmitted</th>
<th>Average bytes received</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emulator</td>
<td>1998.2</td>
<td>1811.9</td>
</tr>
<tr>
<td>WiFi</td>
<td>2041.9</td>
<td>1245.3</td>
</tr>
<tr>
<td>3G</td>
<td>2038</td>
<td>1222.9</td>
</tr>
</tbody>
</table>

Table 11: Average size of web packets transmitted and received.

There are very pronounced and remarkable decreases on the average bytes received in WiFi and 3G (40%) compared to 10% in emulator. These decreases have appeared because the lengths of the received packets have been redistributed, according to the TCP fragmentation.

The fragmentation has led to an alteration of the time between packets: the average delays have decreased about 40% (in reception respect to transmission) in WiFi and 3G (where the fragmentation was greater), possibly because the resulting fragments are sent closer in terms of time, with a consequent reduction of the average value.

4.4 Online games

For the analysis about traffic that emulates the behavior of online games, the time between packets has been emphasized. In this kind of traffic, this is a fundamental feature for the proper functioning of the game, as there is a continuous contact with the server and it must be fluid.

The part of the communication analyzed is the downlink, this is, packets going from the server of the game towards the user who is playing the game on an Android device. More detailed information on how online games traffic was generated can be found in section 3.2.3.

In this implementation, all the packets are temporarily equally spaced 50 milliseconds.
The following graph shows the statistics of the time between two consecutive packets sent, in the three environments (emulator in blue, WiFi in red and 3G in green), and the ideal constant value (in black).

![Online Games Time Between Packets Transmitted](image)

Figure 51: PDF of the transmitted time between packets in Online Games.

The ideal value that all packets should follow is 50 milliseconds, represented by a black dot in Fig. 51. On this basis, it can be verified as the red line (corresponding to WiFi) is the closest to the ideal shape, followed by the curve that represents 3G; in both, most of the times between packets are between 50 and 55 milliseconds, which can be considered within acceptable limits. However, the blue line (representing the emulator’s behavior) is far from the value of 50 milliseconds, and the TBPs generated in this environment are far greater. Here is a table showing the average values generated for each connection type:

<table>
<thead>
<tr>
<th>Connection Type</th>
<th>Average time between packets transmitted [milliseconds]</th>
</tr>
</thead>
<tbody>
<tr>
<td>In emulator</td>
<td>75.9357</td>
</tr>
<tr>
<td>In WiFi</td>
<td>51.7878</td>
</tr>
<tr>
<td>In 3G</td>
<td>52.3900</td>
</tr>
</tbody>
</table>

Table 12: Average TBPs transmitted in Online Games.
In emulator, TBPs are much bigger than required (50% higher, on average). This behavior has been repeated in the rest of the tests carried out: the emulator does not respect the established times between packets and tends to enlarge the values. Is for this reason why the transmissions performed in emulator took longer time than within other connection types.

Three reasons why the emulator enlarges the delay values may be these:

- The Java threads are managed by the DVM, assigning execution times to each thread depending on its priority. If two threads have the same priority (as happens in the present case), while one thread is executing an instruction, the other is waiting, which may cause the time between two instructions to be randomly bigger.
- The sleep function (method belonging to the Java threads) is the one that allows a thread to stop its execution for a certain number of milliseconds. In the explanation of its operating mode, it is exposed that “precision is not guaranteed”, so an exact behavior in this sense is not ensured.
- The virtual router that connects the emulators may have influenced adding some delay during transmissions.

Although the generation of TBPs in the emulator is not the desired, it has been studied how these values vary when packets are transmitted. Let’s look at the statistics for the time between packets on the receiving side.

![Figure 52: PDF of the received time between packets in Online Games.](image)

Note that the ideal value is not visible because it is at the height of the value 1 in the Y axis. The image was zoomed so that the colored lines could be clearly visible.
Furthermore, the table with the average TBP values calculated at the end of the transmissions is shown below:

<table>
<thead>
<tr>
<th></th>
<th>Average time between packets received [milliseconds]</th>
</tr>
</thead>
<tbody>
<tr>
<td>In emulator</td>
<td>75.9356</td>
</tr>
<tr>
<td>In WiFi</td>
<td>51.8364</td>
</tr>
<tr>
<td>In 3G</td>
<td>52.2559</td>
</tr>
</tbody>
</table>

Table 13: Average TBPs received in Online Games.

Let’s analyze now the time between packets received, classified according to the connection type:

- **Emulator**: TBPs are still much bigger than 50 milliseconds, which is an undesired behavior. However, it is important to emphasize that the average TBP is almost the same, both in packets sent and received. This means that the average TBP is maintained, despite being displaced almost 26 milliseconds. So, the emulator shifts the average TBP almost 26 milliseconds, but this value remains the same in emission and reception.

- **WiFi**: On most of the transmissions (around 90%) packets arrive at the destination separated between 45 and 55 milliseconds (considering this interval as the margin of confidence). In addition, the average time is still very close to the desired 50 milliseconds. This is the connection type that presents a better behavior.

- **3G**: The values in this environment are drastically different in emission and reception: while when transmitting packets there was a proper functioning, when receiving them it is observable as they have changed very much and are much more dispersed. However, the average value remains around 52 milliseconds. Looking at the graph, it can be seen as there are two peaks of similar height at 40 and 60 milliseconds, and two more at 20 and 80, which causes the average value to be placed close to 50 milliseconds. However, more than 95% of the values are different to 50ms and the 80% are out of the margin of confidence. So, even if it
seems that in terms of average TBP value 3G behaves correctly, actually it is not true. For the case of online games, where it is desired to have a constant delay in all the packets, this is not a proper way of working.

Summing up: The delay in emulator is too large; in WiFi the behavior is pretty correct; and in 3G the ideal value is achieved in average, but basing on taking bigger or smaller delays (out of the margin of confidence), something undesirable for online games traffic.

Regarding the size of the packets, a good behavior is followed in the three environments, having resulting curves very similar to the ideal, both in transmission and in reception.

### 4.5 Skype

The most interesting aspect to analyze and where major conclusions can be extracted from Skype traffic is the packet size. More detailed information on how Skype traffic was generated can be found in section 3.2.4.

The resulting PDF will be divided into 3 sections, corresponding to the possible lengths transmitted: or 1 byte, or 40 bytes, or a value uniformly distributed between 453 and 488 bytes.

The graph about the sizes of the transmitted packets is shown below.

![Figure 53: PDF of the transmitted packet size in Skype.](image)

Given the low resolution observed in this image, a detailed analysis is going to be made, separating the case where two constant values appear (corresponding to Audio) from the part with the uniform values (corresponding
to Video). To do this, the PDFs **transmitted** and **received** are going to be compared.

Let's begin with the PDF corresponding to the **Audio** values **transmitted**.

![Skype Packet Size Transmitted](image1)

**Figure 54:** PDF of the transmitted Audio packet size in Skype.

And get compared with the **Audio** values **received**.

![Skype Packet Size Received](image2)

**Figure 55:** PDF of the received Audio packet size in Skype.

It can be observed that both graphs are almost identical, except that 3G samples move away from the ideal value: the sample at 1 byte becomes higher (this is, occurs with higher probability) and the sample in 40 bytes descends (decreases its probability of occurrence), getting compensated. The reason for this shift may be the lower number of transmissions in 3G (implying shorter tests) than in other environments (100,000 packets sent in the emulator in front
of 4.000 in 3G), due to the problems encountered and discussed in section 3.3.3. If the transmissions were longer, the samples would tend to match the ideal value.

On the other hand, let's consider the PDFs about the lengths of Video packets, distributed uniformly. The following figure stands to the size of Video packets transmitted.

![Figure 56: PDF of the transmitted Video packet size in Skype.](image)

While the next one represents the size of Video packets received.

![Figure 57: PDF of the received Video packet size in Skype.](image)

The graph corresponding to the emulator is identical in transmission and in reception; in WiFi both graphs have a very similar profile (although not
identical), while in 3G the samples are more dispersed and the curve is more sharpened.

This variability of samples observed in 3G is due to the low number of transmissions achieved successfully using this connection type, because the more extensive the transmissions were, the more likely was the curve to resemble a horizontal line (as well as blue and red curves also tend to be a straight line). This behavior can be demonstrated by calculating the energy distance for the three graphs with respect to the ideal curve.

Let's see how much energy distance is there between the statistical functions received in each environment respect to the ideal uniform line.

<table>
<thead>
<tr>
<th></th>
<th>Energy distance [bytes]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emulator - Ideal</td>
<td>4.1017 \times 10^{-5}</td>
</tr>
<tr>
<td>WiFi - Ideal</td>
<td>5.4702 \times 10^{-5}</td>
</tr>
<tr>
<td>3G - Ideal</td>
<td>7.1851 \times 10^{-4}</td>
</tr>
</tbody>
</table>

Table 14: Energy distances between the probability distribution curve of each environment and the ideal curve, for the received packets in Skype traffic.

The values of the energy distances in the emulator and WiFi are really low, while the energy distance in 3G is almost one order of magnitude higher. It is because of the lower number of iterations, causing the curve to be more peaked in 3G and thus more separated from the ideal. However, the three values can be considered very low, since the three curves tend to flatten out increasing the number of iterations, and their shape tend to fit faithfully the ideal flat line.

Referring to the time between packets, the aforementioned behavior is repeated again: in the emulator, the delays are too big to be acceptable; in WiFi values faithful to the ideal behavior are produced; and in 3G the ideal value is reached in average, but based on taking delays out of the margin of confidence.
Chapter 5

Conclusions and future work

5.1 General conclusions

From the results obtained in the real tests, conclusions are going to be extracted about how Android treats the transmission and reception of packets. These conclusions will be targeted in each connection type, analyzing separately the emulator, WiFi and 3G. Thus, we will be able to obtain a general idea on how each of the three environments treats packets, and will also be able to draw a final conclusion surrounding the best and worst aspects of each connection type. Finally, it will be concluded which of the three environments is more appropriate for the transmission of each of the traffic types tested (video, web, online games and Skype). As the last section and in views to the future, future tasks that could be performed using the traffic generator implemented are proposed, which would be useful for a deeper analysis on the Android scenario or possible new areas of research.

5.2 Conclusions about emulator

The emulator, a priori, should be the most reliable connection type of the three tested, as transmissions that occur therein are not sent away from the computer. This environment serves to test the applications on the computer before doing it on real devices. The analysis will be segmented into three parts: how the emulator behaves towards the size of the packets, how treats the time between packets and finally, general conclusions on its overall functioning.

5.2.1 Packet size in emulator

Firstly, let’s consider the results derived from the sizes of the packets in the emulator. The most important conclusion that has been drawn empirically is the existence of an internal buffer in the emulator that prevents sending packets bigger than 8 Kbytes (8192 bytes). These packets become to be lost packets, because the emulator apparently discards them silently. That is why the emulator is not a good connection type for sending big sized packets.

However, the behavior of the emulator with small packets is trustworthy and reliable, because graphical comparisons between the sizes of packets sent and received result very similar (for small packets, the energy distance in the worst case is lower than 0.27 bytes).
It is also remarkable the fact that TCP fragmentation observed when analyzing web traffic does not affect the emulator as much as it does in the other two cases. There are less fragmented packets and a smaller decrease in the average size of the packets.

5.2.2 Time between packets in emulator

Regarding to the time between packets, there are two important aspects to discuss, one of them positive and the other negative:

- The positive side is that the TBP of transmitted and received packets are very similar in average value and keeps almost equal. However, in practice, the received values are more dispersed than initially transmitted values.
- The negative side is that the TBPs that the user sets in the application are not those transmitted by the emulator; these transmitted values tend to be bigger than those required (in the case of online games, up to 50% higher), thus obtaining undesirable results. Moreover, this causes the transmissions to last more time than expected.

Thus, since the TBP set by the user is not generated by the emulator and, additionally, these values are expanded, we can conclude that the emulator is not a good environment for testing traffic types which require an accurate temporal behavior.

5.2.3 General conclusions about emulator

The conclusions on the emulator can be summarized in these main points:

- The emulator has an internal buffer of 8 Kbytes which prevents sending bigger packets.
- It exhibits a good transmission-reception performance with small packets.
- It is not a suitable connection type for testing real-time applications or applications with precise timing requirements.

5.3 Conclusions about WiFi

The WiFi environment, in general, offered best performance throughout the transmissions. The packet loss has been very small and by the results obtained we can conclude that it is a trustworthy connection type.
5.3.1 Packet size in WiFi

The treatment of packet size on the part of WiFi has been very correct. When using the TCP protocol, a fragmentation is performed; in this case, packets larger than 1412 bytes are fragmented, preventing the sending of bigger packets in one single transmission. As a result, in the reception side it appeared a big amount of packets with sizes multiples of 1412 bytes and the average size of the packets were reduced by 40%.

When sending packets, WiFi has always respected the statistics that the user selected in the application, sending packets which fitted the corresponding statistics.

When receiving packets, the losses have been very tiny and the curves obtained have always been very close to the ideal ones, despite having a real channel which could have influenced in changing its profile.

5.3.2 Time between packets in WiFi

In a matter of time between packets, WiFi has proved to be the best environment. As can be deducted from the analysis of online games traffic, the values of TBP achieved when transmitting packets are those which show the best profile compared to the rest of connection types, as well as happen with the received packets, with the 90% of its values placed in a margin of confidence, that is, 10% greater or lesser than the desired value.

In terms of TBP, WiFi is the connection type which offers a better performance.

5.3.3 General conclusions about WiFi

Therefore, the final conclusions deductible from WiFi are the following:

- WiFi is a good environment to run exacting packet-size applications.
- In TCP, there is a fragmentation of 1412 payload bytes.
- WiFi is recommended for required time-precision apps.
- The ideal shape is followed really precisely.

5.4 Conclusions about 3G

During the real tests carried out in 3G, it has to be reminded that a lower number of transmissions were performed, due to a DHCP that prevented the continuity of communication. This aspect gave rise to observe that the resulting
graphs were more irregular, even not allowing to extract reliable conclusions when video packets were transmitted. Maybe that is the reason why this one is the connection type where a biggest packet loss was obtained in all transmissions.

5.3.1 Packet size in 3G

The behavior of 3G is good for small packets, as the profile of the curve tends to fit the ideal curve. However, 3G does not respond too well when sending big packets through either of the two protocols tested:

- TCP, where the fragmentation appears with an MTU of 1412 bytes, with a greatest incidence in 3G than in other environments.
- UDP, where the transmissions when emulating video traffic could not be completed due to the abovementioned DHCP.

5.3.2 Time between packets in 3G

Referring to the time between packets, the 3G environment offers the second best behavior when transmitting packets, but a bad behavior when receiving them:

- The TBP established by the user in the application is accurately generated when transmitting packets.
- However, at the time of receiving packets, these TBPs are modified, taking upper and lower values (that is, spread values) in such a way that the average TBP received coincides with the average TBP of the transmitted packets. This suggests that a strong but symmetric spread of TBP is taking place in 3G. This behavior is not suitable for those applications where a constant and fixed TBP (without fluctuations in its value) is required.

5.3.3 General conclusions about 3G

To sum up, the global conclusions deducted on the 3G environment are the following:

- Higher packet loss than in the rest of connection types.
- Small packets successfully transmitted, but does not offer a good behavior with big packets.
A fragmentation is carried out when using TCP protocol, with an MTU of 1412 bytes.

The presence of DHCPs avoided performing successfully long transmissions.

3G is not a suitable connection type for applications with temporally equally spaced packets (needing constant timing requirements).

5.5 Most suitable environment for different traffic types

Basing on the conclusions about the behavior of each of the three connection types, we are going to conclude which environment is the one that performs better for each of the emulated traffic types.

In Tab.15 it is shown schematically which connection types present a good behavior (represented as a green tick) or misconduct (symbolized with a red cross) for each of the emulated traffic types.

It is considered misconduct when a connection type meets one or more of the following conditions:

- The packet loss is bigger than 10%.
- The energy distance between the transmitted and received curves is greater than 1 byte.
- The average PS/TBP received increases or decreases more than 10% respect to the transmitted average.
- The average PS/TBP transmitted is 10% larger or smaller than the value selected by the user.

<table>
<thead>
<tr>
<th>Traffic Type</th>
<th>Emulator</th>
<th>WiFi</th>
<th>3G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video</td>
<td>×</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Web</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Online Games</td>
<td>×</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Skype</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 15: Comparison on the good or bad behavior in each environment for each emulated traffic type.
• The WiFi environment is really suitable to transmit video traffic.
• The emulator is the connection type where web traffic was better transmitted, although this is an environment for testing applications only.
• To play online games, the best is to do it through a WiFi connection.
• To make video-calls using Skype, any of the three connection types would be a good option.

5.6 Future work to be done

In order to get the most profit from the traffic generator implemented, possible future tasks are suggested. Given the great versatility of the application, it can be reused for other purposes and take advantage of its many possibilities. Here are some possible additional utilities for which the traffic generator could be useful:

• Emulate other types of traffic, basing on the eligible statistics already implemented in the traffic generator.
• Reprogram the application to allow the user to choose from a wider range of statistics and more states in the Markov chain. In this way, more complex traffic types could be emulated.
• Send, at the same time, traffic to one single device from more than one mobile phone to check if a multiple reception affects the proper functioning. There can be one phone hosting multiple traffic types, but also multiple phones hosting one traffic type each.

Figure 58: Various sender devices transmitting to different ports of one receiver device.
• Develop Android applications taking into account the conclusions drawn in this thesis. The application would be optimized for a proper performance, taking advantage of having a prior empirical and experimental knowledge on how Android behaves sending and receiving packets.
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Appendix A

The graphs below show statistical functions of each traffic treating each connection type separately, drawing on them three curves: the one in blue corresponding to the transmitted packets, the red one corresponding to the received packets and the ideal curve in black.

Requested Video traffic (packet size):

![Figure 59](image1)

Figure 59: Histogram of the requested Video packet size transmitted, received and ideal in emulator.
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Figure 60: Histogram of the requested Video packet size transmitted, received and ideal in WiFi.
Figure 61: Histogram of the requested Video packet size transmitted, received and ideal in 3G.
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Response Video traffic (packet size):

Figure 65: Histogram of the response Video packet size transmitted, received and ideal in emulator.

The colored curves are added to form the final ideal curve, painted black. In this case, the transmitted curves (blue) and received (red) are overlapped, being visible only the red curve.
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Figure 67: Histogram of the response Video packet size transmitted, received and ideal in 3G.

Due to the low number of successful transmissions in the 3G environment, the response video traffic has so few samples.
Response Video traffic (time between packets):

Figure 68: Histogram of the response Video time between packets transmitted, received and ideal in emulator.

Figure 69: Histogram of the response Video time between packets transmitted, received and ideal in WiFi.

Figure 70: Histogram of the response Video time between packets transmitted, received and ideal in 3G.
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Request Web traffic (time between packets):

![Figure 74: Histogram of the requested Web time between packets transmitted, received and ideal in emulator.](image)

The ideal value is out of the previous figure, concretely in 31.000 milliseconds, but to better appreciate the behavior offered, the zoom has been adjusted such that the curve is as visible as possible.

![Figure 75: Histogram of the requested Web time between packets transmitted, received and ideal in WiFi.](image)
Figure 76: Histogram of the requested Web time between packets transmitted, received and ideal in 3G.

Response Web traffic (packet size):

Figure 77: Histogram of the response Web packet size transmitted, received and ideal in emulator.
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Response Web traffic (time between packets):
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Figure 85: Histogram of the requested Online Games packet size transmitted, received and ideal in 3G.

Request Online Games traffic (time between packets):

Figure 86: Histogram of the requested Online Games time between packets transmitted, received and ideal in emulator.
Response Online Games traffic (packet size):

In this case it is satisfied that the more extensive the transmissions are (in terms of number of packets sent), the curve obtained fits better with the ideal one.
Figure 89: Histogram of the response Online Games packet size transmitted, received and ideal in emulator.

Figure 90: Histogram of the response Online Games packet size transmitted, received and ideal in WiFi.

Figure 91: Histogram of the response Online Games packet size transmitted, received and ideal in 3G.
Response Online Games traffic (time between packets):

Figure 92: Histogram of the response Online Games time between packets transmitted, received and ideal in emulator.

Figure 93: Histogram of the response Online Games time between packets transmitted, received and ideal in WiFi.

Figure 94: Histogram of the response Online Games time between packets transmitted, received and ideal in 3G.
Skype traffic (packet size):

In the case of Skype’s packets sizes, it is shown its probability density function instead of its histogram.

Figure 95: PDF of the uniform part of Skype packet size transmitted, received and ideal in emulator.

Figure 96: PDF of the uniform part of Skype packet size transmitted, received and ideal in WiFi.
Figure 97: PDF of the uniform part of Skype packet size transmitted, received and ideal in 3G.

**Skype traffic (time between packets):**

Figure 98: Histogram of the Skype time between packets transmitted, received and ideal in emulator.

Figure 99: Histogram of the Skype time between packets transmitted, received and ideal in WiFi.
Figure 100: Histogram of the Skype time between packets transmitted, received and ideal in 3G.
Appendix B

Below there is a table with the statistical functions used in the application, as well as their means and variances.

<table>
<thead>
<tr>
<th></th>
<th>PDF / PMF</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>( f_X(x) = \Pr(X = x) = \begin{cases} \frac{1}{b - a + 1}, &amp; x \in [a, b] \ 0, &amp; \text{otherwise} \end{cases} )</td>
<td>( \frac{1}{2}(a + b) )</td>
<td>( \frac{1}{12}(b - a)^2 )</td>
</tr>
<tr>
<td>Constant</td>
<td>( f_X(x) = \Pr(X = x) = \begin{cases} 1, &amp; x = ct \ 0, &amp; \text{otherwise} \end{cases} )</td>
<td>( ct )</td>
<td>0</td>
</tr>
<tr>
<td>Lognormal</td>
<td>( f_X(x) = \Pr(X = x) = \begin{cases} \frac{1}{x \sqrt{2\pi \sigma^2}} e^{-\frac{(\ln x - \mu)^2}{2\sigma^2}}, &amp; x &gt; 0 \ 0, &amp; x \leq 0 \end{cases} )</td>
<td>( e^{\mu + \sigma^2/2} )</td>
<td>( e^{(\sigma^2 - 1)(2\mu + \sigma^2)} )</td>
</tr>
<tr>
<td>Exponential</td>
<td>( f_X(x) = \Pr(X = x) = \begin{cases} \lambda e^{-\lambda x}, &amp; x &gt; 0 \ 0, &amp; x \leq 0 \end{cases} )</td>
<td>( \lambda^{-1} )</td>
<td>( \lambda^{-2} )</td>
</tr>
<tr>
<td>Geometric</td>
<td>( P(X = x) = (1 - p)^{n-1} p )</td>
<td>( \frac{1}{p} )</td>
<td>( \frac{1 - p}{p^2} )</td>
</tr>
</tbody>
</table>

Table 16: Statistical functions to be chosen in the traffic generator, including its PDF or PMF and its mean and variance.
Appendix C

The next table shows the statistics of all the types of traffic, put all together for an easier consulting.

<table>
<thead>
<tr>
<th></th>
<th>Packet Size</th>
<th>Time Between Packets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video Request</td>
<td>Constant (350) [12]</td>
<td>Constant (167)</td>
</tr>
<tr>
<td>I-Frames (Video Response)</td>
<td>Lognormal (9.167, 0.2014) [11]</td>
<td>Constant (42)</td>
</tr>
<tr>
<td>P-Frames (Video Response)</td>
<td>Lognormal (6.839, 0.2674) [11]</td>
<td>Constant (42)</td>
</tr>
<tr>
<td>B-Frames (Video Response)</td>
<td>Lognormal (7.708, 0.5968) [11]</td>
<td>Constant (42)</td>
</tr>
<tr>
<td>Web Request</td>
<td>Constant (350) [12]</td>
<td>Constant (31000)</td>
</tr>
<tr>
<td>Main Object (Web Response)</td>
<td>Lognormal (8.37, 1.37) [12]</td>
<td>Exponential (0.0077) [12]</td>
</tr>
<tr>
<td>Embedded Objects (Web Response)</td>
<td>Lognormal (6.17, 2.36) [12]</td>
<td>Exponential (0.0077) [12]</td>
</tr>
<tr>
<td>Reading Time (Web Response)</td>
<td>Constant (1) [12]</td>
<td>Exponential (0.000033) [12]</td>
</tr>
<tr>
<td>Uplink traffic for Online Games</td>
<td>Uniform (60, 102) [10]</td>
<td>Constant (34) [10]</td>
</tr>
<tr>
<td>Downlink traffic for Online Games</td>
<td>Lognormal (5.5, 0.33) [10]</td>
<td>Constant (50) [10]</td>
</tr>
<tr>
<td>Skype Audio ON</td>
<td>Constant (40) [16]</td>
<td>Constant (30) [17]</td>
</tr>
<tr>
<td>Skype Audio OFF</td>
<td>Constant (1)</td>
<td>Constant (30) [17]</td>
</tr>
<tr>
<td>Skype Video</td>
<td>Uniform (453, 488) [18]</td>
<td>Constant (30) [17]</td>
</tr>
</tbody>
</table>

Table 17: Statistics used for the four data traffic types emulated.
Appendix D

Problems encountered while programming the application

During the programming of the application there were various problems that made its implementation more difficult. In order to help a new programmer to solve these problems more easily, here are presented some of the difficulties appeared with their corresponding solutions:

- When starting TCP transmissions, those packets that were closely temporarily separated appeared as one single packet in the receiving side. To fix this, it was added a minimum temporal separation between packets of 100 milliseconds, as it was empirically found out that most of the packets with this interval between them managed to reach the destination separately.

- When the application was successfully tested in the emulator and then loaded onto a real device, it was found out that the application was not working properly, despite working well in the emulator. The problem was that some commands failed and had to be replaced by others (more specifically, some constructors had to be changed). For this purpose, if-else structures were scheduled in which, depending on the value of a variable, it was enabled either the constructors for the emulator or the constructors that worked well for the mobile device.

- When programming an application for Android, it will run on hardware with limited resources (mobile devices). This causes that we have certain limitations, as the maximum number of instructions that a Java method itself may have. To avoid reaching this limit where Eclipse complains that virtual memory is insufficient, the solution is to collect a set of instructions and include them within a new method, and then call it from the main method; so, the operations to be carried out by the main method will be reduced, because they have been transferred to the new method.

- The Android SDK is updated from time to time, and one of those occasions, after the update, the directory where the SDK was located was invalid. The folder where the SDK is installed by default is /.android, and the new updated version did not support directories beginning by the character point; the solution was to rename the directory to a different name.

- After performing the transmissions, the application generates text files which will be later analyzed. When performing transmissions on mobile devices and wanted to move the text files to computer, the device was connected to the computer but the text files were not visible on the
computer, even though they were accessible from the mobile device itself. The solution was to reset the device so that later, when connected to computer, the text files could be normally visible.