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For many hard combinatorial problems that arise from real-world applications, the conventional theory of algorithms and complexity cannot give reasonable (i.e., poly-time) performance guarantees and considers such problems as *intractable*. Nevertheless, heuristics-based algorithms and solvers work surprisingly well on real-world instances, which suggests that our world may be “friendly enough” to make many typical computational tasks poly-time—challenging the value of the conventional worst-case complexity view in CS. Bart Selman [1]

Indeed, there is an enormous gap between theoretical performance guarantees and the empirically observed performance of solvers. Efficient solvers exploit the “hidden structure” of real-world problems, and so a theoretical framework that explains practical problem hardness and easiness must not ignore such structural aspects.

*Parameterized Complexity* [2,3,4] is a rigorous theoretical framework that offers a great potential for reducing the theory-practice gap. The key idea is to consider—in addition to the input size in bits—a secondary dimension, the parameter, and to design and analyse algorithms in this two-dimensional setting. Virtually in every conceivable context we know more about the input data than just its size. The second dimension (the parameter) can represent this additional information and capture some of the hidden structure present in problem instances. This two-dimensional setting gives rise to a foundational theory of algorithms and complexity that can be closer to the problems as they appear in the real world. *Fixed-parameter tractability (FPT)*, a fundamental concept of parameterized complexity, refers to solubility in time $f(k)n^c$ where $f$ is some (possibly exponential) function of the parameter $k$, $n$ is the size of the input, and $c$ is a constant independent from $k$. It is important to observe that algorithms with such a running time scale significantly better in the parameter $k$ than algorithms with running times of, say, $n^k$. Parameterized complexity has been introduced and pioneered by Downey and Fellows [2] and is receiving growing interest as reflected by thousands of research papers.

There are many ways of choosing parameters, and different parameters might be preferred for problem instances form different problem domains. Often the specific problem at hand offers a suitable parameter. For instance, the problem of extracting a small unsatisfiable subset from a set of clauses is naturally parameterized by the size of the subset [5], the MAX-SAT problem is naturally parameterized by the number of satisfied clauses beyond a guaranteed value [6], the local consistency checking problem for constraint networks is naturally parameterized by the level of local consistency ($k$-consistency) [7], and the problem of reusing a plan is naturally parameterized by the edit distance between the old and the new plan [8].

On the other hand, there are several generic approaches to parameterize a problem, two particularly versatile approaches are based on decompositions and backdoors.

---

1 Google Scholar lists over 5000 results on the query “parameterized complexity” OR “fixed parameter tractable” (retrieved September 20, 2013).
solvable in poly-time, and indeed much research has been devoted to this question. Such tractable subproblems are sometimes called “islands of tractability.” The concept of backdoors, introduced by Williams, Gomes, and Selman [15] offers a generic way to gradually enlarge and extend an island of tractability and thus to solve problem instances efficiently if they are close to an island of tractability. The size of a smallest backdoor indicates the distance between an instance and the island and is a natural complexity parameter. Real-world SAT instances often contain small backdoors [16]. Our recent survey [17] describes several parameterized complexity results on backdoors for propositional satisfiability (SAT).

Many important problems in AI and Reasoning are “harder” than SAT and are located beyond NP in the Polynomial Hierarchy. In order to render such problems fixed-parameter tractable, one needs to choose parameters that are quite restrictive. Therefore, for such problems it seems to be an even more interesting approach to exploit hidden structure not to solve the instance, but to reduce it. The hidden structure captured by a parameter can be used to translate the instance to an output-equivalent instance of a different problem of lower complexity. The parameter can thus be less restrictive and can be reasonably small for larger classes of inputs. Clearly such a reduction cannot run in poly-time, unless the Polynomial Hierarchy collapses, but the enhanced power of FPT-reductions can break complexity barriers between conventional complexity classes. SAT is well-suited as a target problem since by means of FPT-reductions to SAT we can make today’s extremely powerful SAT solvers applicable to problems at higher levels of the Polynomial Hierarchy. In fact, there are some extremely successful know techniques such as Bounded Model Checking [18] that, in retrospect, can be seen as FPT-reductions to SAT. In recent work [19,20] we have developed FPT-reductions that break complexity barriers for the main reasoning problems of disjunctive answer-set programming and problems arising in propositional abductive reasoning, both located at the second level of the Polynomial Hierarchy.
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