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Abstract

The predictions for cellular traffic in the next few years show an exponential growth for mobile data. New transmission techniques and the application of efficient algorithms are required in order to make the best use of the scarce resources in mobile communications to be able to satisfy this growing demand.

Following the evolution of mobile cellular systems, the last releases of UMTS\textsuperscript{1} were already capable of applying MIMO\textsuperscript{2}-techniques to significantly increase the possible throughput per cell. This trend went on with the introduction of LTE\textsuperscript{3} and its successor LTE-A\textsuperscript{4}. Even more antennas are supported and the system gets more flexible by providing a large set of predefined modulation and coding schemes. Thus each link can be used with close to optimal transmission-parameters.

The Vienna MIMO Testbed was designed to measure the performance of various wireless transmission standards. Up to now, this was achieved without using a feedback link. However, very flexible LTE and LTE-A transmission-modes cannot be evaluated this way. To overcome these restrictions, a feedback mechanism has been integrated in the testbed. This allows to measure advanced features and transmission modes of LTE and LTE-A.

How this feedback is incorporated for the measurement of such advanced modes is described in this thesis. Topics under investigation are the impact of retransmissions on throughput and block error ratio, frequency selective scheduling and the performance of advanced transmission modes, such as CLSM\textsuperscript{5} and MU-MIMO\textsuperscript{6} techniques. The adaptation of the testbed-software for measuring the aforementioned aspects is detailed in this work. For every transmission mode, measurement results are provided.

\begin{flushleft}
\textsuperscript{1}Universal Mobile Telecommunications System \textsuperscript{2}Multiple Input Multiple Output \textsuperscript{3}Long Term Evolution \textsuperscript{4}LTE-Advanced \textsuperscript{5}Closed Loop Spatial Multiplexing \textsuperscript{6}Multi User MIMO
\end{flushleft}
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Chapter 1

Introduction

Since the first commercial deployment of Long Term Evolution (LTE), the successor of Universal Mobile Telecommunications System (UMTS), already several years have passed. But the evolution of mobile communication has not stopped then and first LTE Advanced (LTE-A) systems are about to be rolled out. This new standard is equipped with several new features, further enhancing the performance in order to keep pace with the always growing demand for more datarate. Since there is almost no practical experience with LTE-A, the search for new algorithms suited for the new environment and capable of exploiting the new structure is quite prevalent in research and is mostly pursued by employing numerical simulations for evaluation-purposes.

Simulation results are a good way to check the feasibility of new algorithms, but measurements under realistic circumstances are necessary to evaluate the performance in a real mobile communication system. Only there, the effect of all aspects that have not been modelled or have been abstracted for the simulations can be identified. The Vienna MIMO Testbed as described in [6], [12] can be used for the measurements of various mobile communication standards, among them the LTE-downlink. An example for such measurements can be found in [16]. There, the first part of the measurement-procedure is to transmit signals for all possible sets of transmission parameters for every measurement point. The optimal set is determined afterwards, by evaluating all received files and choosing those that yield the highest throughput for every transmission-constellation. While the advantage of this approach is, that no real-time feedback is necessary, there are two factors that restrict the measurement to certain transmission modes. For a transmission mode with a discrete set of transmission-parameters, the number of combinations that have to be transmitted is limited, but the computational effort can get out of hand. For the current hardware used for the offline evaluation, not
even all LTE transmission modes can be measured with the evaluation not taking an excessive amount of computation time. While theoretically still possible, LTE-A introduces new transmission modes, where the transmission parameters are no longer taken from a discrete set, but can take on continuous values. To measure these transmission modes, real-time feedback is necessary. The work done in [19] aims at providing real-time feedback in the Vienna Multiple Input Multiple Output (MIMO) Testbed in form of a software extension. With that knowledge, more transmission modes and features of LTE and LTE-A can be measured, what has not been performed before because of one of the two aforementioned reasons. In this work, the enhanced capabilities of the testbed are used to evaluate modes and features that are available now because of the reduced computational effort, e.g., the performance of Hybrid ARQ (HARQ) and closed loop transmissions. The other group of transmission modes under investigation implicitly needs feedback to generate the transmit-signal, e.g., frequency selective scheduling and advanced LTE-A transmission-modes like Multi User MIMO (MU-MIMO), which allows an evolved Node B (eNodeB) to schedule several User Equipments (UEs) on the same time-frequency resource. The focus of this work is the optimal filling of the available resources, involving the feedback and scheduling, what differences exist between the different modes and how these differences are reflected in the implementation in connection with the testbed.

The document is structured as follows: The theoretical background of LTE is explained in Chapter 2. On the physical layer, mostly the structure of the available resources and how the data is processed to be filled in the resource grid is of interest. What information is available on higher layers to fill the resources in an optimal fashion, i.e., the feedback, is explained afterwards as well as how the scheduler processes that information. The different LTE-modes are explained with an emphasis on the modes that are further investigated in later parts of this work. Chapter 3 contains a description of the testbed hardware and the software used for simulation and emulation of the LTE-environment. The implementation of the different LTE-modes is also explained here, with the major difference between them being the implementation of the feedback and the scheduler. Simulation results as well as the results from the measurements are presented in Chapter 4. The performance of the different modes in several configurations are compared regarding throughput and error-performance. Finally, the conclusions of this work are drawn in Chapter 5.
Chapter 2

Theoretical Background

To define the technical environment in which this work is settled, the basics of LTE-communication are detailed in this chapter. The first section will deal with the basics of the physical layer of LTE-transmission. It is explained what resources are available and how they are structured and categorized. How the data bits chosen for transmission are processed is also stated. The concepts explained first are needed in the second section, where it is then discussed, how the distribution of resources among the users is executed, what information is necessary to perform elaborate choices and what different strategies exist and how they are connected with the LTE-standard.

2.1 LTE Physical Layer

One big shift in paradigm from UMTS to LTE is the change in the physical layer from Code Division Multiple Access (CDMA) to Orthogonal Frequency Division Multiple Access (OFDMA). As a consequence, the resources are no longer organized in a code-time domain, but in a frequency-time grid. Because the organization, structure and distribution of resources is a vital topic in this work, the new resource-structure in LTE and other resource-related aspects on the physical layer are discussed in the following.

2.1.1 OFDM

The transmission scheme used in the LTE-downlink is Orthogonal Frequency-Division Multiplexing (OFDM), which is also the case for a variety of other standards for wireless transmission, such as WiMAX or DVB broadcast systems. The total bandwidth of OFDM is subdivided into many subcarriers, why it is also re-
ferred to as a multi-carrier transmission scheme. The OFDM transmit signal \( x(t) \) for a certain time-interval \( m \) of length \( T_S \) (corresponding to the symbol duration) can be expressed in complex baseband notation as

\[
s(t) = \sum_{k=0}^{N_c-1} s_k(t) = \sum_{k=0}^{N_c-1} a_k^{(m)} e^{j2\pi k\Delta f t},
\]

(2.1)

where \( N_c \) corresponds to the total number of subcarriers, \( s_k(t) \) represents the signal transmitted on sub-carrier \( k \) with frequency \( k\Delta f \) and \( a_k^{(m)} \) corresponds to the modulation symbol transmitted on subcarrier \( k \) during the time-interval \( m \). As Equation (2.1) shows, for each time interval of length \( T \), all subcarriers transmit in parallel a total of \( N_c \) modulation symbols. Thus, the broadband frequency selective channel is divided into a set of orthogonal frequency flat channels for each subcarrier. The modulation of each subcarrier is independent of all the others, with modulation symbols from an arbitrary symbol alphabet (e.g., 16-QAM or 64-QAM). This structure allows for a high density of subcarriers without interfering each other. For more details on the PHY-layer capabilities of OFDM, refer to [9].

An important aspect of OFDM for this work is how it structures the transmission resources in a time-frequency grid. It is shown in Figure 2.1. Depicted there is a so-called subframe with 1 ms duration. The subframe is subdivided in two slots with 0.5 ms duration. The smallest unit in the time-domain is the duration of one OFDM-symbol, \( T_S \approx 72 \mu s \). Therefore, each slot is divided in \( N_S = 7 \) OFDM-symbols. In the frequency-domain the whole system bandwidth is divided into
Table 2.1: Available resources for different LTE system bandwidths [1].

\[ N_c \] subcarriers, where the subcarrier spacing for LTE-systems is 15 kHz. The full resource-grid is shown in Figure 2.2. \( N_{c,RB} = 12 \) subcarriers combined over one slot form a Resource Block (RB). It results, that one RB contains \( N_{c,RB} \cdot N_S = 12 \cdot 7 = 84 \) OFDM-symbols. One RB is the finest granularity for, e.g., feedback or scheduling as it will be discussed later (Section 2.2). The possible system bandwidths \( B_{Ch} \) defined in the LTE-standard are shown in Table 2.1. There, also the total number of RBs \( N_{RB} \) for a given bandwidth and the resulting number of subcarriers \( N_c = N_{RB} \cdot N_{c,RB} \), the actual transmission bandwidth \( B_{TX} \) and the relative guard-band size are listed.
2.1.2 MIMO

The performance of Single Input Single Output (SISO)-transmission can clearly be outperformed with the application of more than just one antenna on the transmitter- and receiver-side. Multiple transmit-antennas \( N_{TX} > 1 \) (Multiple Input Single Output (MISO)) yield transmit-diversity (by, e.g., applying an Alamouti scheme [4]), multiple receive-antennas \( N_{RX} > 1 \) (Single Input Multiple Output (SIMO)) allows for receive-diversity schemes, such as Maximum Ratio Combining (MRC). Having more than one antenna on both sides (MIMO) allows to achieve an even higher diversity gain. Applying diversity techniques is especially helpful in the low Signal to Noise Ratio (SNR)-region, to improve the link-quality. Another technique to improve the link-quality is beam-forming. This can be done by phase-aligning the signals on the transmit-antennas and thus increasing the received signal-power. However, the big achievement of MIMO is the multiplexing gain, that allows to transmit multiple streams (termed layers in LTE) on the same RB, thus enabling Spatial Multiplexing (SM) and improving the capacity linearly with the minimum number of antennas on each side. Because with a higher number of layers some interference is introduced between them, SM demands a higher SNR, so that the Block Error Ratio (BLER) does not get excessively high.

Reconsidering Figure 2.2, the application of MIMO leads to a certain depth of the resource elements, i.e., a maximum of \( \min(N_{TX}, N_{RX}) \) OFDM-symbols can be transmitted on the same frequency at the same time, as shown in Figure 2.4. This leads to several parallel time signals \( s_k(t) \) (Equation (2.1)), resulting in the time signal vector \( \mathbf{s}_k(t) \).

In an \( N_{TX} \cdot N_{RX} \) MIMO-setup, as shown in Figure 2.3, for every pair of transmit- and receive-antennas, the transmission is characterized by an impulse response. With the insertion of a cyclic prefix to every OFDM-symbol, thus cancelling the in-
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Figure 2.4: The LTE resource grid for a MIMO-setup, introducing the third spatial dimension.

ter symbol interference, the input-output relation per antenna-pair and subcarrier is characterized by only one coefficient. It is then possible to combine the coefficients for all antenna-pairs in one equation per subcarrier (considering discrete symbols):

\[ y_k = H_k x_k, \quad (2.2) \]

with

\[ H_k = \begin{pmatrix} h_{k,1,1} & h_{k,1,2} & \cdots & h_{k,1,N_{TX}} \\ h_{k,2,1} & h_{k,2,2} & \cdots & h_{k,2,N_{TX}} \\ \vdots & \vdots & \ddots & \vdots \\ h_{k,N_{RX},1} & h_{k,N_{RX},2} & \cdots & h_{k,N_{RX},N_{TX}} \end{pmatrix}. \quad (2.3) \]

The number of spatial streams, e.g., the number of symbols that are transmitted in parallel, is not necessarily as large as the number of transmit antennas. To map the spatial layers to the transmit antennas is the task of the Precoder. It can be described by a so called Precoding Matrix \( W \) and transforms the symbol vector \( s \) into the transmit vector \( x \) by

\[ x_k = W_k s_k, \quad (2.4) \]
where the number of elements in $s$ ($\hat{=} \lambda$) equal the number of spatially multiplexed streams and the number of elements in $x$ ($\hat{=} \tau$) equal the number of transmit antennas $N_T$, with the restriction $\lambda \leq \tau$ and the size of $W = \tau \times \lambda$. The combination of Equation (2.1) and Equation (2.2) leads to

$$y_k = H_k x_k = H_k W_k s_k,$$

(2.5)

with the product $H_k W_k$ also being called the effective channel, that the symbol vector $s_k$ experiences. There are several strategies of choosing the precoding matrix $W$ - the ones relevant for our work will be explained in Section 2.2.1 and Section 2.2.3.

**2.1.3 Channel Coding and HARQ**

As in almost all mobile communication systems, also LTE uses channel coding to protect the data from errors in noisy environments and correct them, i.e., a Forward Error Correction (FEC)-code is applied. Another task is to recognize erroneous bits and to report a erroneous transmission, i.e., Automatic Repeat reQuest (ARQ).

**Channel Coding in LTE**

The data bits chosen for joint transmission are first grouped in a Transport Block (TB). This TB is then appended with a Cyclic Redundancy Check (CRC)-code of 24 bits. If the total length exceeds 6144 bits, the TB is split up into several Code Blocks (CBls) for each of which another CRC-code is calculated and appended at the end of each block. In order for a TB to be considered as transmitted without error, the TB’s as well as all of the CBls’ CRC-codes have to be correct after decoding on the receiver side. If that is the case, the transmitter is notified by sending a positive ACKnowledgment (ACK). If the CRC is in error, all the received data in this TB is discarded and the receiver sends a Negative AcKnowl- edgment (NAK)-message to the transmitter. After the CRC calculation and a potential segmentation, the TB (or each CBl individually in the case of segmentation), the data bits and the corresponding CRC-bits are coded together. LTE uses turbo coding [5] for channel coding. The turbo encoder consists of two rate $\frac{1}{2}$ coders what yields a combined coding rate of $\frac{1}{3}$. The rate matching to adjust the code rate of the original codeword to any desired rate is done by puncturing. This is important for HARQ (see next section) and for Adaptive Modulation and Coding (AMC), described in Section 2.1.4.
In the case of MIMO-transmission over more than one layer, the data-bits are divided in up to two parallel data streams. All data-bits belonging to one data stream are coded together in one codeword (corresponding to one TB). The codewords are then mapped to the $\lambda$ layers, which are mapped to the $N_T$ transmit antennas by the Precoding Matrix (PM). The mapping from codewords to layers is shown in Table 2.2. From the possible codeword-to-layer mapping shown in the table, we do not consider the cases where multiple layers for one user are mapped to only one codeword (line 2,4,6). For LTE, the same mapping is valid, without the last four lines, because only up to four layers are supported by its Reference Signal (RS)-structure.

<table>
<thead>
<tr>
<th>$\lambda \rightarrow #$ codewords</th>
<th>codeword-to-layer mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 → 1</td>
<td>codeword 1 → layer 1</td>
</tr>
<tr>
<td>2 → 1</td>
<td>codeword 1 → layers 1,2</td>
</tr>
<tr>
<td>2 → 2</td>
<td>codeword 1 → layer 1</td>
</tr>
<tr>
<td></td>
<td>codeword 2 → layer 2</td>
</tr>
<tr>
<td>3 → 1</td>
<td>codeword 1 → layers 1,2,3</td>
</tr>
<tr>
<td>3 → 2</td>
<td>codeword 1 → layer 1</td>
</tr>
<tr>
<td>4 → 1</td>
<td>codeword 1 → layers 1,2,3,4</td>
</tr>
<tr>
<td>4 → 2</td>
<td>codeword 1 → layers 1,2</td>
</tr>
<tr>
<td>5 → 2</td>
<td>codeword 1 → layers 1,2</td>
</tr>
<tr>
<td>6 → 2</td>
<td>codeword 1 → layers 1,2,3</td>
</tr>
<tr>
<td>7 → 2</td>
<td>codeword 1 → layers 1,2,3</td>
</tr>
<tr>
<td>8 → 2</td>
<td>codeword 1 → layers 1,2,3,4</td>
</tr>
<tr>
<td></td>
<td>codeword 2 → layers 2,3</td>
</tr>
<tr>
<td></td>
<td>codeword 2 → layers 2,3,4</td>
</tr>
<tr>
<td></td>
<td>codeword 2 → layers 2,3,4,5</td>
</tr>
<tr>
<td></td>
<td>codeword 2 → layers 4,5</td>
</tr>
<tr>
<td></td>
<td>codeword 2 → layers 4,5,6,7</td>
</tr>
<tr>
<td></td>
<td>codeword 2 → layers 5,6,7,8</td>
</tr>
</tbody>
</table>

Table 2.2: Mapping from layers to codewords [2].

Hybrid ARQ

Primary, an ARQ-protocol is used to detect and report erroneously transmitted data-packets. Such errors can occur even if the appropriate Modulation and Coding Scheme (MCS) was used, because of, e.g., receiver noise or random fading changes. The packets in error are detected with the help of the aforementioned CRC-codes. HARQ implies, that the transmitted data is coded with an FEC code. Thus, even though bit-errors occurred during the transmission, all original input-bits in the coder including the CRC might be detected correctly due to the error-correction capabilities of the channel code. Only if after the decoding the CRC is still not correct, the packet is reported as corrupted and a new transmission is requested.

As we have seen in Section 2.1.3, both criterias for HARQ are fulfilled in LTE, because CRC-codes are used for error-detection and turbo-codes have a high performance in FEC. In LTE a combination of the two basic HARQ-modes is utilized.
The most obvious option is simply retransmitting the same packet that has been sent originally. By doing so, only the SNR per bit is improved, not the coding gain. This retransmission scheme is known as *Chase combining* [8]. The second option is to generate a codeword that is much longer than the number of bits, that is transmitted in one channel-use. At first one part of this codeword, that can be decoded independently, is transmitted. If a retransmission is requested, additional redundancy bits are transmitted, thus lowering the effective code rate and improving the coding gain. This technique can be termed *full* Incremental Redundancy (IR), while IR also in general allows overlapping (re-)transmissions. To combine these two options, several redundancy versions are generated from the original rate $\frac{1}{3}$ code word by puncturing. The code rate of the first TB is the desired rate for the particular transmission. Each retransmission version contains already transmitted bits as well as new bits. On the receiver side, the decoding is always done jointly for all received packets (original transmission and all retransmission). Since the combined code rate is lowered with each retransmission, the whole transmission benefits from a higher coding gain. On the other hand, the combined calculation of the Log Likelihood Ratios (LLRs) for the bits that have been sent multiple times further decreases the Bit Error Ratio (BER). After the receiver has sent a NAK-report for $N_{RT,max}$ times (the maximum of allowed retransmission), there are no more attempts to transmit the data in question. The
different possibilities for HARQ are shown in Figure 2.5.
Not only does the utilization of HARQ provide an explicit adaptation of the coding rate, it also plays an important role in the combination with higher layer (end-to-end) protocols, such as TCP. If bit errors are not corrected, the higher layer protocol will recognize this and take its own measures to ensure that the whole data is received correctly, thus leading to, e.g., reduced data-rate, large retransmissions and increased overhead and delay. If the errors are already detected and corrected by the HARQ-protocol, the transmission appears to be error-free for higher layer protocols.

2.1.4 Adaptive Modulation and Coding

The changing characteristics of the transmission-channel in mobile communication networks make it necessary to dynamically adapt the modulation order as well as the coding rate. The main parameters that influence the total throughput are user data rate and the corresponding BLER. Both of these parameters are conversely affected by the modulation order and the coding rate, as it is shown in Figure 2.6. A higher modulation order and coding rate (transmitting with the same average power) will lead to a higher data rate but also to a higher BLER. To be able to transmit at a close to optimal point, it is viable that the modulation and coding can be adapted, leading to the concept of AMC. For a given setup of transmission parameters, a specific combination of modulation and coding yields a certain performance. These parameters include, e.g., the channel characteristics, the Signal to Interference and Noise Ratio (SINR) and the receiver-performance. By adapting the modulation order and the coderate, the transmission can take place at an optimum point. This is specified as the maximum throughput while guaranteeing a BLER not exceeding a certain threshold [22].

![Figure 2.6: Effects of MCS on throughput and BLER.](image-url)
2.2 LTE MAC-Layer

After the resource-structure has been defined, it is now discussed how it is decided which user transmits his data on what resource and in what fashion, based on the user-specific information that is fed back to the transmitter. The LTE-standard contains several predefined strategies, that are stated at the end of this section.

2.2.1 Feedback

To signal the transmitter the optimal transmit-parameters, there are up to three different values specifying them. They are calculated on the receiver side and fed back to the eNodeB for every active UE individually. All feedback values are only a recommendation to the eNodeB’s scheduler. The scheduler can override the values from the UEs but has to signal then, what transmission parameters are used. What feedback strategy is applied depends on the transmission mode. Two strategies are explained in more detail in Section 3.2.1.

Channel Quality Indicator

In LTE, the Channel Quality Indicator (CQI) defines a pair of modulation scheme and code rate. The values range from 0-15 and the corresponding transmission parameters can be found in Table 2.3. Possible modulation schemes (applied on every subcarrier) are 4-QAM, 16-QAM and 64-QAM. The column \textit{efficiency} is calculated as the product of number of coded bits per symbol and the coding rate and describes how many data bits are transmitted in one OFDM-symbol. Therefore, the number of data bits that are transmitted in one RB is calculated as

$$N_{\text{bits}} = c N_S N_{c,\text{RB}},$$

with \(c\) representing the efficiency. How the optimal CQI-value for every RB is chosen, again depends on the transmission mode.

Rank Indicator and Precoding Matrix Indicator

Transmission-modes that support SM require more than the already described CQI-feedback. As discussed above, MIMO allows for the parallel transmission of several transmit-streams, but with a trade-off between diversity gain and multiplexing gain. The number of transmit-layers is also termed \textit{rank} and is represented in the feedback as Rank Indicator (RI). The mapping from transmission layers to
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<table>
<thead>
<tr>
<th>CQI-index</th>
<th>modulation</th>
<th>code rate</th>
<th>efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>out of range</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4-QAM</td>
<td>0.08</td>
<td>0.15</td>
</tr>
<tr>
<td>2</td>
<td>4-QAM</td>
<td>0.12</td>
<td>0.23</td>
</tr>
<tr>
<td>3</td>
<td>4-QAM</td>
<td>0.19</td>
<td>0.38</td>
</tr>
<tr>
<td>4</td>
<td>4-QAM</td>
<td>0.30</td>
<td>0.60</td>
</tr>
<tr>
<td>5</td>
<td>4-QAM</td>
<td>0.44</td>
<td>0.88</td>
</tr>
<tr>
<td>6</td>
<td>4-QAM</td>
<td>0.59</td>
<td>1.18</td>
</tr>
<tr>
<td>7</td>
<td>16-QAM</td>
<td>0.37</td>
<td>1.48</td>
</tr>
<tr>
<td>8</td>
<td>16-QAM</td>
<td>0.48</td>
<td>1.91</td>
</tr>
<tr>
<td>9</td>
<td>16-QAM</td>
<td>0.60</td>
<td>2.41</td>
</tr>
<tr>
<td>10</td>
<td>64-QAM</td>
<td>0.46</td>
<td>2.73</td>
</tr>
<tr>
<td>11</td>
<td>64-QAM</td>
<td>0.55</td>
<td>3.32</td>
</tr>
<tr>
<td>12</td>
<td>64-QAM</td>
<td>0.65</td>
<td>3.90</td>
</tr>
<tr>
<td>13</td>
<td>64-QAM</td>
<td>0.75</td>
<td>4.52</td>
</tr>
<tr>
<td>14</td>
<td>64-QAM</td>
<td>0.85</td>
<td>5.12</td>
</tr>
<tr>
<td>15</td>
<td>64-QAM</td>
<td>0.93</td>
<td>5.55</td>
</tr>
</tbody>
</table>

Table 2.3: Associated modulation and coding rate for the LTE CQIs [3].

antennas is done with a PM, the optimal one is signalled in the feedback with the Precoding Matrix Indicator (PMI).

2.2.2 Scheduling

The task of the scheduler in a mobile communication system is to handle the access on the media by all active UEs, i.e., fill the resource grid defined in Section 2.1, and is therefore located on the MAC-layer. In LTE, the scheduler uses rate control (in contrast to power control in, e.g., Wideband Code Division Multiple Accesss (W-CDMAs)), what means that the data-rate for a user is adapted to the current channel conditions. This concept has already be introduced in Section 2.1.4, but the difference now is, that the scheduler can choose from a pool of users. Supplied with the user-feedback, the scheduler can use that knowledge to exploit the variations in the channel by adequate choices of resource assignment to the users and the applied MCS. This gain achieved from choosing users with preferable channel conditions is called multi-user diversity. Naturally, the gain is larger for a higher number of users and for channels with large variations. However, in environments with very fast channel-variations (relative to the feedback period and scheduling granularity over time), the feedback information might already be outdated and no longer valid. In such cases, the utilization of HARQ is a viable option, because it implicitly adapts the data rate to one that is supported by the
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channel. The position of the scheduler in the protocol stack with its inputs and outputs is shown in Figure 2.7.

Always choosing the users with the best channel conditions for transmission leads to a maximization of the sum-throughput in the cell. If the average channel quality for all users is about the same, the fairness in the cell will still be high. If however the average conditions for the users vary, it can happen that some users are assigned all resources, while there are none left for users with bad average channel conditions. This leads to a highly unfair situation with many unsatisfied users at the cell-edge. The other extreme represents a Round Robin (RR)-scheduler, that distributes the available resources equally between the users, regardless of their channel state (but applying the appropriate MCS). This leads to a reduced overall efficiency because not the maximum possible CQI for each RB is used. Therefore, a scheduler has to be able to exploit the variations in the channel quality as well as keeping track of the average throughput and guaranteeing a certain minimal performance, in order to satisfy certain Quality of Service (QoS)-constraints. An example for such a scheduler is Proportional Fair (PF)-scheduling [24]. It is left to say that the scheduling strategy is not defined in the standard, only the reference signals and the feedback information. However, the chosen strategy extremely influences the performance of the network.

Figure 2.7: Position and role of the scheduler in the protocol stack.
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2.2.3 LTE Transmission-Modes

Multi-antenna transmission in LTE can be performed in different ways. The different options are termed transmission modes, an overview can be found in Table 2.4. Not all of the transmission modes shown in the table will be explained here, but only the ones that are of significance for this work.

Reference Signals

In the downlink of LTE, several types of RSs are specified. They consist of a predefined pattern and they are placed on specific positions in the resource grid. RSs are used by the receiving terminals for different purposes. The basic properties are explained in the following.

Cell-Specific Reference Signals: Cell Specific Reference Signals (CS-RSs) were already defined in LTE release 8. They are used by the receiving terminals for both channel estimation and to calculate various Channel State Information (CSI)-values. Their structure allows to distinguish between a maximum number of four antenna-ports.

CSI Reference Signals: CSI Reference Signals (CSI-RSs) were introduced in LTE release 10 and are used in combination with DeModulation Reference Signals (DM-RSs) to calculate CSI-values. In contrast to CS-RSs, there can be up to eight

<table>
<thead>
<tr>
<th>Mode</th>
<th>Transmission scheme</th>
<th>λ</th>
<th>Release</th>
<th>RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Single-antenna trans-</td>
<td>1</td>
<td>8</td>
<td>CS-RS</td>
</tr>
<tr>
<td></td>
<td>mission</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Transmit diversity</td>
<td>1</td>
<td>8</td>
<td>CS-RS</td>
</tr>
<tr>
<td>3</td>
<td>OLSM</td>
<td>2-4</td>
<td>8</td>
<td>CS-RS</td>
</tr>
<tr>
<td>4</td>
<td>CLSM</td>
<td>2-4</td>
<td>8</td>
<td>CS-RS</td>
</tr>
<tr>
<td>5</td>
<td>CB-based MU-MIMO</td>
<td>2-4</td>
<td>8</td>
<td>CS-RS</td>
</tr>
<tr>
<td>6</td>
<td>CLSM single layer</td>
<td>1</td>
<td>8</td>
<td>CS-RS</td>
</tr>
<tr>
<td>7</td>
<td>Non-CB-based single</td>
<td>1</td>
<td>8</td>
<td>CS-RS &amp; DM-RS</td>
</tr>
<tr>
<td></td>
<td>layer transmission</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Non-CB-based double</td>
<td>1-2</td>
<td>9</td>
<td>CS-RS &amp; DM-RS</td>
</tr>
<tr>
<td></td>
<td>layer transmission</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Non-CB-based eight</td>
<td>1-8</td>
<td>10</td>
<td>CSI-RS &amp; DM-RS</td>
</tr>
<tr>
<td></td>
<td>layer transmission</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.4: Overview of the LTE and LTE-A transmission modes
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different CSI-RSs in a cell, therefore allowing for the transmission of up to eight layers in parallel. The period of CSI-RSs can be adjusted between 5 ms and 80 ms. Thus, the amount of overhead can be adapted to the variations of the channel.

**DeModulation Reference Signals:** DM-RSs are also referred to as User specific RSs, because they are intended for only one specific receive terminal. They are only transmitted in the RBs intended for the specific user. In the case of non-Code Book (CB)-based precoding, DM-RSs are necessary for channel estimation (including the applied precoder) and demodulation. Since the DM-RS are inserted *before* the precoder (in contrast to the other RS), the effective channel \( H_{\text{eff}} = H W \) can be estimated with these reference symbols with the PM \( W \) being an arbitrary matrix, not necessarily from a CB. The signalling of the precoder-choice in the downlink becomes unnecessary, because the receiver can perform coherent demodulation without knowing the precoder. A user may still feed back a PMI, but since the scheduler takes the final decision about the actual PM, this is only a suggestion.

**MIMO-Modes**

In Section 2.1.2, it was only explained that transmission of several layers in parallel is possible, but did not clarify, if all layers are intended for the same user or if several users are transmitting on the same RB (same resource in time and frequency) in parallel.

**Single User MIMO:** The term Single User MIMO (SU-MIMO) implies the restriction of the number of scheduled users per RB to one. From a scheduling point of view, the decision is then made solely in the time-frequency domain, it is not possible to transmit data from two or more users in parallel on the same RB. For the choice of the PM, three options are available:

- Open Loop Spatial Multiplexing (OLSM) (mode 3) is used in situations with fast changing channel-conditions. The PMI-feedback outdates too fast to be useful and therefore, the PM-choice is predetermined and it should average the differences in the channel conditions for the different layers.

- Closed Loop Spatial Multiplexing (CLSM) (mode 4,6,9) uses predefined CBs - different codebooks are defined per rank and \( N_{TX} \). For mode 9, also a codebook for up to 8 layers is defined.
• Non-CB-based precoding (mode 7-9) relies on DM-RSs, which are necessary for the user to estimate the effective channel including the precoder (see previous section). Only mode 9 supports up to 8 layers.

Multi User MIMO: When the transmit antennas are used to transmit simultaneously to multiple users on the same RB, one speaks of Multi User MIMO. If every user involved in the MU-MIMO-transmission knows about all transmitted layers and can choose the one intended for him, while discarding the others, it would be the same as spatial multiplexing with the layers intended for different users. This is a very restrictive demand, because every user needs to have at least as many receive antennas as streams. The resource assignment becomes very unflexible, too. However, there are other techniques that do not require knowledge of the entire channel-matrix at the receiver-side. For those, the choice of the precoder plays an integral role and can again be based on a CB or can be an arbitrary PM.

• CB-based MU-MIMO (mode 5,9) tries to minimize the interference between the co-scheduled users by choosing the precoders from the CB with the smallest interference from other users. While already possible for LTE-release 8 with mode 5, the coarse granularity of the CB is the limiting factor in the performance [11]. In LTE-A, two PMI-values are fed back, thus enlarging the number of choices for the PM, making CB-based MU-MIMO a feasible option [17]. A high user diversity is a requirement for a good performance, making it more likely to find matching sets of users.

• Non-CB-based MU-MIMO (mode 7,8,9) relies on the DM-RSs. Since an arbitrary PM can be chosen, this mode does not require a high user-diversity to cancel the interference. It does however require knowledge of the individual channels, experienced by the individual users. Feedback with that information was not defined in release 10. However, with that information available, elaborated MU-MIMO-schemes such as block diagonalization [23] and Zero Forcing (ZF) MU-MIMO [20] become possible. Their goal again is to cancel the interference already at the transmitter. For ZF MU-MIMO, this is done in the eNodeB by choosing the PMs as the pseudo-inverse for the complete channel (including all scheduled UEs). Thus, for perfect channel knowledge, all interference terms are canceled in each UE.
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Measurement Setup and Methodology

Now that the theoretical background has been laid out, the methods and tools for the evaluation and measurement of feedback-based LTE(-A) transmission modes are outlined. After introducing the measurement hardware and the simulation environment, the benefits of the newly enabled realtime feedback by the work described in [19] are shown. With that, the evaluation of more transmission modes becomes possible, which for some has been only possible with very high computational effort and under some constraints or for others has not been possible at all.

3.1 Vienna MIMO Testbed

The Vienna MIMO Testbed is a flexible measurement setup built for performing real-world measurements for arbitrary signals and various wireless transmission standards. It is able to transmit with a maximum bandwidth of 20 MHz over the wireless link. Because the whole testbed is abstracted from the higher layers, it is easy to adapt it to measuring new modes and transmit strategies by changing the input from the higher layers. Its main parts are three transmitter units (called TX1, TX2 and TX3) and one receiver (RX4) and the software that controls the transmission and reception. A short overview of the main parts is given in the following section. Figure 3.1 shows the position of the antennas of TX1, relative to the receiver. Its hardware is located indoors. This transmitter was used for the measurements in Chapter 4.
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Figure 3.1: Position of the antennas of TX1 relative to RX4, Figure taken from [19].

3.1.1 Hardware

Transmitter: All transmitters are placed at different locations at the Vienna University of Technology. Each of them consists of a consumer PC that houses Digital to Analogue Converter (DAC)-cards, that convert the digital input from the MATLAB-layer into an analogue output signal. This output-signal already is digitally upconverted to an intermediate frequency of 70 MHz and is the input in the RF-stage of the transmitter. This stage consists of the RF-frontend, featuring 4 RF chains with one power amplifier each. The output of this stage finally is fed to the 4 transmit antennas and is radiated at a carrier frequency of 2.5 GHz. To guarantee synchronized clocks, each transmitter has its own GPS receiver as well as a rubidium frequency standard.

Receiver: The receiver-hardware resembles that of the transmitter with slight variations. The signal is received, downsampled and converted by Analogue to Digital Converter (ADC)-cards built into a consumer PC and then stored for later evaluation. Important about the receive antennas is, that they are built into a Notebook housing, which is mounted on an XY-Φ-table. Thus, for each measurement a different channel can be realized, varying the small scale fading for every transmission. This is done by moving and rotating the Notebook housing.
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The Vienna MIMO Testbed

 Receiver ▶ 4 synchronous input channels ▶ 16 bit ▶ XY Φ table

RX antennas

Figure 3.2: The four receive antennas in the Notebook housing, and a schematic of the XYΦ-table, Figure taken from [19].

Further information on the transmitter- and receiver-hardware can be found in [6],[14],[13].

3.1.2 Software

The transmitter- and receiver-hardware is controlled by two server programs, the TX Daemon and RX Daemon developed in [14] and [13]. These programs themselves are controlled by UDP-packets, e.g., generated by MATLAB. Their main task is to control loading of the data to the DAC-cards in the transmitter and the storage of the data from the ADC-cards in the receiver.

3.2 Simulation Environment

For the measurements, a special MATLAB-program was implemented, handling everything logically above the TX Daemon and RX Daemon software. A short overview is given in this section.

3.2.1 LTE-Simulator

The Vienna LTE Link Level Simulator [18] is a simulation environment for the simulative investigation of a broad variety of research approaches. The structure of the MATLAB-program, that was used for the measurements and simulations, resembles that of the LTE Link Level Simulator and some of its functions were
directly integrated in the measurement environment, e.g., the feedback-functions or channel-models for measurement-emulation.

**CLSM-Feedback:** For CLSM transmission modes, a triple of RI, PMI and CQI is calculated at the receiver. To find the optimal combination, the feedback-function in the simulator calculates all SINR values for every OFDM-symbol and for every combination of precoder and rank. For every combination, the according CQI-values are determined. Based on all considered SINRs and on the applied MCS, a corresponding BLER can be predicted. Since a direct mapping from all SINR-values to the resulting BLER is very complex and not flexible, the SINR-values are first mapped to a corresponding effective SINR-value \(\text{SINR}_{\text{eff}}\). One concept that can be employed to achieve such a mapping is termed Mutual Information Effective SNR Mapping (MIESM). To arrive at a value for \(\text{SINR}_{\text{eff}}\), the Bit Interleaved Coded Modulation (BICM) capacity [7] of each subcarrier is calculated first, depending on the SINR and the modulation alphabet. Those capacities are then averaged and mapped back to \(\text{SINR}_{\text{eff}}\), corresponding to an SNR-value for an equivalent Additive White Gaussian Noise (AWGN)-channel. With the help of MIESM, the following procedure is carried out to determine the optimal value:

- Calculate the post equalization SINR for resources of interest
- Map all SINR-values to one average \(\text{SINR}_{\text{eff}}\) with MIESM
- Find the corresponding CQI for \(\text{SINR}_{\text{eff}}\)
- Choose CQI with maximum efficiency for BLER \(\leq 0.1\)

What *resources of interest* exactly means is specified by the CQI-feedback granularity. In the feedback-function implemented in the MATLAB-program, consecutive RBs over time are considered together in the feedback, as well as RBs on the same time-frequency resource but on associated layers (according to Table 2.2). For the mapping \(\text{SNR} \rightarrow \text{BLER}\), AWGN BLER curves are obtained beforehand by simulation for every MCS. They are shown in Figure 3.3 With the calculated CQI-values for all PMI and RI combinations, a decision can be made by choosing the triple with the highest estimated throughput for a BLER smaller than 0.1 [22].

**ZF MU-MIMO Feedback:** The CQI-feedback for ZF MU-MIMO is calculated with the assumption, that each user has only one receive antenna. The CQI calculation is taken from [21], where a lower bound for the SINR is derived. For our purposes, a simplified version is used, neglecting all interpolation errors, because
we assume that the channel vector $h_k$ is unquantized. Transmit power and the norm of the precoding vector are also normalized. This results in the following expression:

$$SINR \geq \frac{1}{N_T} \frac{\|h_k\|^2}{\sigma_n^2} \quad (3.1)$$

with $\sigma_n^2$ representing the noise variance. The CQI-value is corrected for the actual amount of scheduled users after the scheduling (Section 3.4.2).

### 3.2.2 Simulator - Testbed Interface

The MATLAB-program generates the complete transmit signal, and also has to make sure, that it is compatible with the format required by the DAC-cards. Therefore, the discrete time signal is upconverted and upsampled. Equivalently, in the receiver, the received samples at the output of the ADC-cards have to be downconverted and downsampled. This is done before storing the received samples but also necessary for the feedback-calculation (Section 3.3).
3.2.3 Measurement Emulation

In addition to the measurements, it is also possible to run simulations over a simulated channel, without using the testbed. This is helpful to verify the correct implementation of the measurement software-environment. Therefore, either channel-traces from measurements or the channels can be generated with the link-level simulator, that is able to generate channels for various channel-models, e.g., flat Rayleigh channels or PedA [15].

3.3 Measurement Methodology

Up to now, the measurements with the Vienna MIMO Testbed were executed without the utilization of CSI-feedback (as discussed in Section 2.2.1). To evaluate, which parameters are optimal for transmission, all possible combinations of CQI, RI and depending on the transmission mode also PMI are used for consecutive transmissions. Afterwards, all received data from all transmissions is evaluated and the one parameter-constellation that yields the best results is regarded as the optimal transmission, that could have been achieved with perfect CSI-feedback from the receiver. Figure 3.4 shows a schematic of the described measurement procedure. The three main stages are the following:

Figure 3.4: Brute force measurement schematic.

1. Generate and preprocess data bits for all necessary transmission-parameter combinations offline and store the readily created time-signals for transmission
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2. Perform the transmission for various transmit-power levels and channel realizations (receiver positions) and store the received data

3. Evaluate the received data offline to find the CSI-values with the best results for CQI-, RI- and also PMI-values (depending on the transmission mode)

While relatively simple in execution, there are a number of drawbacks and constraints that stem from the lack of realtime feedback:

- The computational effort for this brute-force approach increases with the number of possible transmission-parameter combinations. Let us consider a 4x4 LTE OLSM transmission (mode 3). For RI = 1...4, the CQI-combinations for codewords on the possible layers equal $15 + 3 \cdot 15^2 = 690$ (see Table 2.2). That means, that for all these combinations, as many subframes have to be transmitted for each power level and receiver position. All received subframes have to be evaluated then, which is also quite time consuming, even if a whole cluster of PCs is combined for this task. Since there is no PMI-feedback for OLSM, there are no additional transmissions necessary for combinations with various PMs. For mode 4 CLSM transmission, there would be an additional factor of 16 for every PM predefined in the codebook and the computational effort would become even less feasible.

- For the evaluation of HARQ-performance, another factor of $N_{RT,max} + 1$ has to be added to the number of necessary transmissions. The retransmissions need to be transmitted, even if the original codeword was received correctly, since the evaluation takes place afterwards and there is no way of knowing online, if that was the case. For smaller setups such as 2x2 mode 2 the additional effort might still be tolerable, but for the aforementioned example, the number of subframes that have to be evaluated gets even more out of hand.

- A user is required to apply the same MCS on all RBs he is assigned to and that belong to one codeword, as defined in the LTE-standard. Therefore, this measurement procedure can be regarded as a single user setup. This one user could be allowed to transmit more than the two codewords defined in the standard. By, e.g., grouping RBs that can support the same CQI together, variations in the frequency domain could be used advantageously. However, the number of necessary transmission would be astronomically high, because now also all permutations over codeword-length and CQI over frequency would have to be transmitted. Thus, the evaluation of channel-dependent
scheduling over time AND frequency is not possible with this measurement procedure.

• The three already stated restrictions arise from an excessive computational effort. The new transmission modes in LTE-A supporting MU-MIMO (see Section 2.2.3) however can not be measured without realtime feedback, because there is no limited number in transmission-parameter combinations anymore.

To overcome these constraints, realtime feedback is made available by the work done in [19], which presents a software extension to the Vienna MIMO Testbed by integrating parts from the Vienna LTE-A Link Level Simulator (see Section 3.2). Based on that, all of the mentioned transmission modes can now also be evaluated with the Vienna MIMO Testbed - how this is done is explained in the following part of the chapter.

3.3.1 Measurement/Simulation Process

To incorporate realtime feedback in the measurements, three new processing steps are introduced:

• Online demodulation of RSs and estimation of the current transmission characteristics

• Calculation of (optimal) CSI-values, based on the information calculated in the first point

• Adaptation of the next transmission at the transmitter according to the CSI from the feedback.

These aspects are visible by comparing Figure 3.4 with Figure 3.5. The new block 'Demodulation and estimation' in the new schematic calculates an estimate for the MIMO-channel $\hat{H}$ (based on the RSs), an estimation for the SNR and an estimation of the Mean Squared Error (MSE) between the true channel $H$ and the estimated channel $\hat{H}$. These values are the input-values for the 'Feedback calculation' block. The feedback calculation depends on the transmission mode in use. The scheduling block takes the CSI-values from the feedback and passes on the codeword decision to the block 'Filling of the resource-grid'. How the scheduler interprets the CSI-values again is transmission-mode dependent. Based on the scheduler-output, pregenerated codewords are loaded and the resource-grid is filled accordingly.
The time-structure for the transmission of one subframe is shown in Figure 3.6. The first pilot frame consists of a standard-compliant RS, while the rest of the frame is filled up with a much denser pattern of 'proprietary' reference symbols, that are used to calculate the channel estimation MSE and to gain almost perfect channel knowledge as a reference to the channel estimate based on the RS. Based on this frame, the feedback input is estimated and then at the transmitter side, the data frame is generated based on the scheduler decision and put together from pregenerated codewords, as explained in the next section. Then, the signal is transmitted over the wireless channel. On the receiver side, the received symbols are not further processed at this stage, but stored for offline evaluation after the transmission.
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3.3.2 Data Generation

The gain in flexibility with the new measurement approach comes at the cost of an additional delay, composed of transmission delay on the feedback link, read- and write-times for the data and mostly signal processing. To keep the delay as small as possible, all codewords are precalculated offline. There are three differences in the precalculation of codewords in comparison to the old measurement procedure:

- The randomly generated bits are coded and mapped to the according symbols, but they are not yet precoded and transformed into an OFDM time signal.

- Before, possible codewords did vary in the number of layers ($\lambda = \{1, 2\}$) that they span and in the MCS, but were of fixed length $2 \cdot N_{RB} \cdot \lambda$, leading to $15 \cdot 2$ possibilities. When a frequency dependent scheduler is used, also the length becomes variable.

- Since now also LTE-A measurements can be carried out, and since LTE and LTE-A inhibit a different RS-structure, leading to a different amount of OFDM-symbols available for data-transmission per RB, two different sets of codewords have to be generated for LTE and LTE-A.

For LTE-measurements, the possible length of a codeword $L$ (in RBs) ranges from one to $2 \cdot N_{RB} \cdot \lambda_{max}$, with the maximum of layers being spanned equal to two. However, not all lengths are possible, since the rank is fixed for all RBs of the same user. That means, that a length of $2 \cdot N_{RB} + 1$ is not possible - the next valid length is $2 \cdot N_{RB} + 2$, representing a codeword with $N_{RB} + 1$ RBs, spanning two layers. Therefore, up to a length of $2 \cdot N_{RB}$, pregenerated codewords with even length can be used for two cases: $L$ RBs on one layer or $L/2$ RBs on two layers. Possible values for $L$ therefore are $[1 : 2N_{RB}] \cup [2N_{RB} + 2n], n \in [1; N_{RB}]$. This example is also explained graphically in Figure 3.7. Since the number of CS-RS varies with the number of transmit antennas and thus the number of data-bits per RB, different codewords have to be generated for different numbers of transmit antennas. To give an example, for the maximum bandwidth of 20 MHz (being equal to 200 RBs per subframe), and for four transmit-antennas, $(2N_{RB} + N_{RB}) \cdot 15 = 4500$ different codewords have to be generated, in order to cover all possible options.

The situation for LTE-A is slightly different. First of all, up to eight layers can be transmitted, leading to a maximum codeword-length of $8 \cdot N_{RB}$ (for a codeword spanning the maximum of four layers). Possible values for $L$ for LTE-A are thus $[1 : 2N_{RB}]$, all multiples of two up to $L = 4N_{RB}$, all multiples of three up to
Figure 3.7: Pregenerated codewords; codewords of all possible length are generated, depending on the number of layers, some can be used for different purposes.

$L = 6N_{RB}$ and all multiples of four up to $L = 8N_{RB}$. Again for the example of 20 MHz transmit bandwidth, this results in $484 \cdot 15 = 7260$ possibilities. As for LTE, the RS-structure varies for a different number of transmit antennas and a different set of codewords has to be generated according to that. Moreover does the number of DM-RS depend on the number of layers, which makes it necessary to generate two different codewords for some of the possible values for $L$.

### 3.3.3 Offline Evaluation

After all iterations over SNR-values and receiver-positions have been transmitted, there follows the offline evaluation. The evaluation script is structured in three loops as shown in Algorithm 1: Next to the two outer loops over all positions and power levels, there is an inner loop over all codewords received and saved in the according receive file. This inner for-loop is executed as long as either all codewords are decoded without error or if all retransmissions have been used. In the algorithm, this is done by the enclosing while statement. The variable `ACK` is only true, if all codewords are detected without error, the variable `rv_i` keeps track on how many of the retransmissions have already been used. In the end, various results are calculated per receive file, e.g., the block errors and the number of successfully decoded bits.
Algorithm 1 Evaluate.m

for all TX power levels do
    for all XYΦ-table positions do
        load Receive File
        while (not (ACK) and (rv_ii< max_retrans)) do
            for all codewords in Receive File do
                if (not NACK_vec(cc) and rv_ii=false) then
                    continue
                end if
                Decode all codewords
                Check for Block Error
                Set NACK_vec(cc)
            end for
            Increment rv_ii
            ACK = sum(not (NACK_vec))
        end while
    end for
end for

3.4 Implementation of LTE-Modes

Out of the nine transmission modes introduced in Section 2.2.3, mode 4 and mode 9 have been implemented during this work. The implementation of these modes differs in some aspects, most of which have already been discussed before. An overview from an implementation point of view is given and afterwards, the different scheduler-types are introduced.

3.4.1 Implementation Differences

Mode 4

- **RS Structure:**
  Uses CS-RSs; influences pregeneration of codewords, transmit-frame generation, feedback-calculation

- **MIMO:**
  CLSM SU-MIMO transmission is used, feedback is calculated with the CLSM feedback-function of the Vienna LTE simulator

- **Scheduler:**
  Two schedulers are implemented: *standard compliant*, with a maximum of
two codewords spanning up to two layers each and frequency selective, grouping RBs with the same CQI-feedback on the respective layers together in one codeword

Aspects under investigation for mode 4 are HARQ-performance and results for frequency selective scheduling.

Mode 9

- **RS Structure:**
  Uses a combination of DM-RSs and CSI-RSs

- **MIMO:**
  CLSM SU-MIMO transmission is also implemented, feedback is calculated with the same function as mode 4, exception again for eight layer transmission; additionally, non-codebook-based MU-MIMO based on ZF MU-MIMO is implemented, requiring its own feedback-function and scheduler

- **Scheduler:**
  Same two schedulers as for mode 4 can be used, but also the more flexible ZF MU-MIMO-scheduler is available.

For CLSM, a comparison between mode 4 and mode 9 is of interest. The performance of ZF MU-MIMO is also measured, interpreting the 4x4 measurement setup as one eNodeB with four UEs (represented by one receive antenna each).

### 3.4.2 Scheduler Implementation

The output of the feedback function is used in the scheduler to decide the resource distribution, i.e., how many codewords have to be generated, on what layers they are transmitted and which MCS per codeword is used for the transmission. The layer-to-codeword mapping from Table 2.2 is directly applicable, since only one receiver is present. That means, that also for more than two codewords, they will simply be added up to the sum throughput at the receiver, no association to different UEs takes place. However, considering the 4x4 transmission setup, the number of layers spanned by a single codeword is limited to two. The generic structure of the scheduler output is demonstrated by a representative MATLAB-object:
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codeword(x)=

- $\text{UE\_scheduled} \ (2 \times N_{RB} \times \lambda^2)$
- CQI (scalar)
- layers (1 or 2 scalars)
- $N_{RB}$ (scalar, $2 \text{ to } N_{max} = N_{RB} \times 2 \times 2$)
- $\text{layers\_tot}$ (scalar, 1...4)

$\text{UE\_scheduled}$ represents the whole resource grid, with logic entries - true if codeword(x) is scheduled on that RB and layer, false otherwise. The attribute CQI is only a single scalar, since the CQI-values for all RBs belonging to the same codeword are averaged if necessary and replaced by that average value. For that, again MIESM is used (see Section 2.2.1). On which layers the codeword is transmitted is specified in layers. Since only a maximum of four layers is possible, two layers are the maximum for one codeword. $N_{RB}$ is simply the length in RBs of the codeword. The total number of transmit-layers is represented by $\text{layers\_tot}$, ranging from one to four. Additionally a RB-map is generated. For, e.g., three codewords([x,y,z]), this grid would be filled with x where codeword(x) was scheduled, RBs assigned to codeword(y) with y etc. The number of generated codewords depends on the feedback, but also on the applied scheduler. The details to the three schedulers that have been implemented are introduced in the following.

Scheduler for CLSM

**Standard Compliant Scheduler:** For the Standard Compliant Scheduler (SCS), the whole measurement setup is interpreted as a single eNodeB - single UE scenario with four transmit and receive antennas each. As a consequence, the codeword-to-layer mapping from Table 2.2 applies, only two codewords are possible. All CQI-values for the RBs of associated layers are averaged by applying MIESM. The feedback values for RI and PMI are adopted unchanged.

**Frequency Selective Scheduler:** The Frequency Selective Scheduler (FSS) imitates the behavior of a best-cqi scheduler. The CQI-feedback is interpreted as an overlay of several UEs, where always the maximum value among those UEs is chosen (RI- and PMI are supposed to be the same for all UEs). Again the codeword-to-layer mapping is carried out the same way. The difference to the SCS
is now, that all RBs on associated layers with the same CQI-feedback are grouped together and transmitted in one codeword. Thus, adapting the MCS via MIESM becomes unnecessary. If for some RBs the CQI-feedback should be 0, all of those RBs will be transmitted in one codeword with CQI 1. They should not be put together with the RBs with CQI-feedback equal to 1, because a block error is quite likely and thus, the whole long codeword might be lost. This scheduler does not reflect a scenario that can be found in "reality", since all virtual UEs are very close together and experience the same SNR. Still, the effect of a finer granularity in the frequency domain can be investigated.

An example on the working principle of the two CLSM-schedulers is demonstrated in Figure 3.8. Both schedulers get the same input from the feedback-

![Figure 3.8](image)

**Figure 3.8:** Example for the SCS and FSS, based on the same CQI-feedback.

function. The SCS averages the CQI-values of all RBs belonging to the same codeword, i.e., for rank 3 codeword 1 occupies the first layer, codeword 2 layer 2 and 3. The FSS does not change the CQI-values, but groups those RBs with the same CQI on associated layers, which leads to four codewords on the first layer (representing 4 different CQI-values) and three codewords on layer 2 and 3 (three different CQI-values). The attributes of the scheduler-object are then filled
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accordingly.

ZF Scheduler

The two schedulers described previously are applicable for mode 4 and 9, CLSM, which implies SU-MIMO. As already described in the previous section, the performance of non-CB-based transmission for mode 9 can be investigated by interpreting every receive antenna as an individual user. A possible scheduling strategy for ZF MU-MIMO is described in [10]. However, the SW-environment was designed for a static rank over the whole RB-grid, which makes it less flexible than required by this ZF MU-MIMO scheduling strategy. As a simplified solution, compatible with the Testbed SW-environment, several simulations with the transmission rank set to a static value $\lambda = 1...4$ are performed. Thus, the Zero Forcing Scheduler (ZFS) gets a parameter for the constant number of layers to choose and is not able to change it. Since the CQI-feedback for ZF MU-MIMO as stated in Equation (3.1) is always calculated for all four layers individually, the codeword-assignment is one codeword per each chosen layer. Again MIESM is used to average the CQI-value for associated RBs, and the $\lambda$ layers with the highest average-CQI are chosen. Then the CQI-feedback is corrected to the actual amount of layers by multiplying all SINR-values with a factor $\frac{N_T}{\lambda}$ and the new average CQI-value is calculated per layer. This procedure is clarified in Figure 3.9. In the example, $\lambda$ was set to three,

![Figure 3.9: Example for the working principle of the ZFS.](image-url)
the layers with the highest average CQI were layer 2, 3, and 4\(^1\). The final output of the scheduler corresponds to three codewords with CQI 13, 9, and 15. On the receiver side, only the signals on antenna 2, 3, and 4 are considered and processed individually, as if they were different UEs, but very close together.

\[1\] The equivalent CQI-values are mapped from the unquantized CQI-domain. That means, that the feedback consists of the SINR\(_{eff}\)-values per RB. Otherwise, the maximal feedback would be limited to 15 and the CQI-correction leads to wrong results. Since the data-rate over the feedback-link is not limited for the measurement setup, reporting unquantized CQI-values is not a problem. Also the factor \(\frac{1}{N_T}\) and \(N_T\) cancel, why they are omitted in the actual implementation. The correction is only done by multiplying with \(\frac{1}{\lambda}\) and therefore the corrected values are lower than the feedback values.
Chapter 4

Measurement- and Simulation-Results

In this chapter, the results of the measurements are presented and compared to the results of the simulations. For the measurements, TX1 is used as a transmitter. The SNR-range is chosen from -10 dB to roughly 30 dB, where the relation of output-power and SNR is still linear. For the simulations, the ITU PedA channel model is used [15], because it resembles the conditions of the channel for the measurement regarding the long coherence time. The transmit-bandwidth for measurement as well as simulation is set to 1.4 MHz. Table 4.1 sums up all parameters, the results for different configurations are then explained in more detail in the according section.

4.1 Comparison of Different Scheduling Granularities

4.1.1 LTE Transmission-Mode 4, CLSM

For LTE transmission mode 4, CLSM, the SCS and FSS are applicable. Results for coded throughput for both schedulers are shown in Figure 4.1, for simulation as well

<table>
<thead>
<tr>
<th>System bandwidth</th>
<th>1.4 MHz</th>
<th>Transmission-modes</th>
<th>mode 4 CLSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency</td>
<td>2.5 GHz</td>
<td></td>
<td>mode 9 CLSM</td>
</tr>
<tr>
<td># of realizations</td>
<td>100</td>
<td>Scheduler</td>
<td>ZF MU-MIMO</td>
</tr>
<tr>
<td>MIMO setup</td>
<td>4x4</td>
<td>Max. HARQ</td>
<td>SCS, FSS, ZFS</td>
</tr>
<tr>
<td>Channel</td>
<td>real / PedA</td>
<td></td>
<td>[0,3]</td>
</tr>
</tbody>
</table>

Table 4.1: Measurement- and simulation-parameters.
4.1 Comparison of Different Scheduling Granularities

as measurement. Comparing measurement and simulation results, we see that they

overlap quite well in an SNR range from roughly -10 dB to 20 dB. Above that, the

correlation of the antennas limits the throughput in the measurements. Regarding

the two different schedulers, for higher SNR-values, the FSS outperforms the SCS.

This gain results because the FSS does not average over whole layers, but uses

shorter codewords with appropriate CQI (see Section 3.4.2). On the other hand,

the on average shorter codewords lead to a higher BLER for low SNR-values. That

is why the SCS surpasses the FSS for low SNR-values.

4.1.2 LTE-A Transmission-Mode 9, CLSM

As stated above, the LTE-A transmission mode 9 is a very flexible mode. However,

CLSM is also possible and does not differ much from mode 4. Again, SCS and

FSS are used. Results from simulation and measurement for coded throughput

are shown in Figure 4.2. For the comparison of simulation and measurement, the

same is true as stated for mode 4. The behaviour for the two different schedulers

also follows the same argumentation. In the results, the maximum throughput for

mode 9 is lower than the one for mode 4. This does not correspond completely

to the situation in a real LTE-A-system, because the CSI-RSs in our setup are

Figure 4.1: Simulation results for coded throughput for LTE transmission mode 4 and 9; results for FSS and SCS are shown.
transmitted in every subframe, not all 5 to 80 ms. Still, the average amount of RS per subframe for a 4x4-setup is larger for LTE-A than for LTE.

### 4.2 HARQ-Performance

The task of HARQ is not only to improve the average throughput, but also to hide eventual errors from higher layer protocols. In order to show the capabilities of HARQ, simulations and measurements were performed, where the SNR is constantly overestimated by 5 dB. The results for the simulations are shown in Figure 4.3, the measurement-results in Figure 4.4. The results are shown for transmission mode 9, CLSM, in combination with the SCS. Comparing the throughput for regular SNR-estimation with zero retransmissions and a maximum of three retransmissions, only below an SNR of 0 dB a difference is visible. The same is true for the BLER, shown in the right part of the figure. For overestimated SNR without retransmissions, the throughput drops significantly, while on the other hand the BLER does not get below 0.3 even for 30 dB SNR. This situation changes when retransmissions are possible. The BLER-performance is almost as good as the one for normal SNR-estimation, the throughput is only a little bit lower than before. That is, because the effective code rate drops with
4.2 HARQ-Performance

Figure 4.3: Simulation results for coded throughput and BLER with and without HARQ for normal and overestimated SNR.

Figure 4.4: Measurement results for coded throughput and BLER with and without HARQ for normal and overestimated SNR.

every retransmission, what increases the amount of actually transmitted bits per data-bit.

For the measurement, the same is true as for the simulation. An interesting point in the measurement-results is, that the throughput for overestimated SNR with retransmission for very high SNR-values is even higher than for the normal SNR-estimation. That results from the feedback being too conservative in that range. The BLER is at zero for both cases, but for the case with overestimated SNR higher CQI- and RI-values are chosen initially. In case of an error, it gets corrected by the retransmissions. The gain from the more optimistic feedback is in
that case higher than the eventual retransmissions reduce the throughput. It is left to say, that these considerations only take the throughput into account, no factors like, e.g., additional delay. The comparison of BLER for the cases with and without HARQ is not really fair, since the BLER for the initial transmission is the same. Thus, this BLER can be regarded as the one that is experienced by a higher layer protocol.

4.3 ZF MU-MIMO

For the ZF MU-MIMO mode, simulations and measurements with fixed numbers of layers are performed. For a 4x4 MIMO-setup, four simulations or measurements are necessary to cover the possible values for $\lambda = 1...4$. As described in Section 3.4.2, always the $\lambda$ layers with the highest averaged CQI are chosen for the transmission. The results for coded throughput are shown in Figure 4.5, for the measurements in Figure 4.6.

For the simulation-results as well as for the measurement-result, a fifth curve is plotted in addition to the four curves corresponding to 1-4 layers. This curve is generated in the evaluation by choosing the number of layers per position and SNR-point, that yields the highest amount of coded bits for this transmission. This

![Figure 4.5: Simulation results for coded throughput for ZF MU-MIMO for fixed layers and optimal layer-choice.](image)
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is plotted in addition to the four curves corresponding to 1-4 layers. This curve is generated in the evaluation by choosing the number of layers per position and SNR-point, that yields the highest amount of coded bits for this transmission. This
comparison for the simulation is fairer as for the measurements, because there, for each simulation point the same channel and noise realisation is applied, which is not possible for the measurement. Still, also for the measurement, it shows the limits of this mode, if a layer-adaptive scheduler is used, that can decide which number of layers is optimal.

While not improving the throughput compared to the measurement-results for

![Figure 4.6: Measurement results for coded throughput for ZF MU-MIMO for fixed layers and optimal layer-choice.](image)

mode 9 CLSM, the great benefit of this mode is its flexibility, because only one receive antenna is necessary at each UE for still drawing benefits from the multiple transmit antennas at the eNodeB.
Chapter 5

Conclusion and Outlook

In this work, the LTE and LTE-A transmission modes and features that could not be measured before with the Vienna MIMO Testbed are evaluated by simulation and measurements. This was done by using the feedback-link between the transmitter and receiver of the testbed and incorporating this quasi real-time feedback in the generation of the transmit-signal. One difference to the former measurement procedure is, up to what stage the data can be preprocessed. Before, the time signals were readily available before the transmission started. Now, only codewords of all possible length are generated beforehand. How this is done in an efficient way was also part of this work. Which of those are chosen for transmission is then determined by the newly implemented schedulers, based on the feedback information.

The transmission modes and features, that were evaluated with this new structure are CLSM for LTE and LTE-A, HARQ-performance, frequency selective scheduling and ZF MU-MIMO. For this purpose, three different schedulers have been implemented: the standard compliant scheduler treats the testbed-receiver as one user and allows for only up to two codewords. The frequency selective scheduler groups resources with the same CQI-feedback over the according layers in the same codeword, thus allowing for a higher granularity and exploiting the frequency diversity. The scheduler for ZF MU-MIMO produces one codeword per layer and adapts the CQI, but does not choose the number of layers adaptively. From the transmitter point of view, each receive antenna is seen as an individual user.

For frequency selective scheduling, measurements for larger bandwidth would be of interest, because there the benefit of a finer granularity should be more pronounced. However, the mapping from SNR to CQI is different for, e.g., 10 MHz and 1.4 MHz. Because this mapping did not fit, measurements for 10 MHz resulted
in a BLER > 0.1 up to 30dB SNR. Thus the mapping has to be adapted for larger bandwidths.

No layer-adaptive scheduler for the ZF MU-MIMO mode has been implemented yet. First attempts have been made to integrate this in the scheduler, based on the approach in [10]. The same scheduling strategy was used to estimate which UEs get assigned on the most subcarriers and how many are scheduled per subcarrier on average. These two values were then the basis for the layer-choice, but the number of layers was overestimated most of the time. A possible way to correct this could be based on using the channel estimation error and the expected interference, or by implementing a more flexible structure, where the number of layers is not fixed for all RBs in one subframe, but can be chosen independently per RB.
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## Appendix A

### Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACK</td>
<td>positive ACKnowledgment</td>
</tr>
<tr>
<td>ADC</td>
<td>Analogue to Digital Converter</td>
</tr>
<tr>
<td>AMC</td>
<td>Adaptive Modulation and Coding</td>
</tr>
<tr>
<td>ARQ</td>
<td>Automatic Repeat reQuest</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive White Gaussian Noise</td>
</tr>
<tr>
<td>BER</td>
<td>Bit Error Ratio</td>
</tr>
<tr>
<td>BICM</td>
<td>Bit Interleaved Coded Modulation</td>
</tr>
<tr>
<td>BLER</td>
<td>BLock Error Ratio</td>
</tr>
<tr>
<td>CB</td>
<td>Code Book</td>
</tr>
<tr>
<td>CBI</td>
<td>Code Block</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code Division Multiple Access</td>
</tr>
<tr>
<td>CLSM</td>
<td>Closed Loop Spatial Multiplexing</td>
</tr>
<tr>
<td>CQI</td>
<td>Channel Quality Indicator</td>
</tr>
<tr>
<td>CRC</td>
<td>Cyclic Redundancy Check</td>
</tr>
<tr>
<td>CS-RS</td>
<td>Cell Specific Reference Signal</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel State Information</td>
</tr>
<tr>
<td>CSI-RS</td>
<td>CSI Reference Signal</td>
</tr>
<tr>
<td>DAC</td>
<td>Digital to Analogue Converter</td>
</tr>
<tr>
<td>DM-RS</td>
<td>DeModulation Reference Signal</td>
</tr>
<tr>
<td>eNodeB</td>
<td>evolved Node B (equivalent to a base station in LTE-A terminology)</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>FEC</td>
<td>Forward Error Correction</td>
</tr>
<tr>
<td>FSS</td>
<td>Frequency Selective Scheduler</td>
</tr>
<tr>
<td>HARQ</td>
<td>Hybrid ARQ</td>
</tr>
<tr>
<td>IR</td>
<td>Incremental Redundancy</td>
</tr>
<tr>
<td>LLR</td>
<td>Log Likelihood Ratio</td>
</tr>
<tr>
<td>LTE</td>
<td>Long Term Evolution</td>
</tr>
<tr>
<td>LTE-A</td>
<td>LTE Advanced</td>
</tr>
<tr>
<td>MCS</td>
<td>Modulation and Coding Scheme</td>
</tr>
<tr>
<td>MI</td>
<td>Mutual Information</td>
</tr>
<tr>
<td>MIIESM</td>
<td>Mutual Information Effective SNR Mapping</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple Input Multiple Output</td>
</tr>
<tr>
<td>MISO</td>
<td>Multiple Input Single Output</td>
</tr>
<tr>
<td>MRC</td>
<td>Maximum Ratio Combining</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Squared Error</td>
</tr>
<tr>
<td>MU-MIMO</td>
<td>Multi User MIMO</td>
</tr>
<tr>
<td>NAK</td>
<td>Negative AcKnowledge</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency-Division Multiplexing</td>
</tr>
<tr>
<td>OFDMA</td>
<td>Orthogonal Frequency Division Multiple Access</td>
</tr>
<tr>
<td>OLSM</td>
<td>Open Loop Spatial Multiplexing</td>
</tr>
<tr>
<td>PF</td>
<td>Proportional Fair (scheduler)</td>
</tr>
<tr>
<td>PM</td>
<td>Precoding Matrix</td>
</tr>
<tr>
<td>PMI</td>
<td>Precoding Matrix Indicator</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>RB</td>
<td>Resource Block</td>
</tr>
<tr>
<td>RI</td>
<td>Rank Indicator</td>
</tr>
<tr>
<td>RR</td>
<td>Round Robin (scheduler)</td>
</tr>
<tr>
<td>RS</td>
<td>Reference Signal</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>SCS</td>
<td>Standard Compliant Scheduler</td>
</tr>
<tr>
<td>SISO</td>
<td>Single Input Single Output</td>
</tr>
<tr>
<td>SIMO</td>
<td>Single Input Multiple Output</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal to Interference and Noise Ratio</td>
</tr>
<tr>
<td>SM</td>
<td>Spatial Multiplexing</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>SU-MIMO</td>
<td>Single User MIMO</td>
</tr>
<tr>
<td>TB</td>
<td>Transport Block</td>
</tr>
<tr>
<td>UE</td>
<td>User Equipment</td>
</tr>
<tr>
<td>UMTS</td>
<td>Universal Mobile Telecommunications System</td>
</tr>
<tr>
<td>W-CDMA</td>
<td>Wideband Code Division Multiple Access</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero Forcing</td>
</tr>
<tr>
<td>ZFS</td>
<td>Zero Forcing Scheduler</td>
</tr>
</tbody>
</table>