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ABSTRACT
Most distributed statistical signal processing methods assume conditionally uncorrelated sensor measurements although this assumption is often not satisfied. Here, we propose a distributed algorithm for decorrelating the sensor measurements in a wireless sensor network. The algorithm employs a matrix-valued Chebyshev approximation to achieve an approximate decorrelation using only local computations and communication between neighboring sensors. We apply the algorithm to consensus-based distributed particle filtering in a target tracking problem with correlated measurement noises. Simulations show that the decorrelation yields a substantial accuracy improvement while causing only a small communication overhead.
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1. INTRODUCTION

Distributed statistical signal processing in decentralized sensor networks arises in many applications [1–3]. Many methods such as consensus-based estimators [4–6] or message passing algorithms [7] rely on the assumption that the sensor measurements are conditionally uncorrelated. However, this assumption is often not satisfied. An example is given by acoustic measurements corrupted by some ambient sound such as wind or machine noise.

Here, we propose a distributed algorithm for (approximately) decorrelating the sensor measurements. The algorithm is based on a matrix-valued Chebyshev approximation of the inverse square root of the global measurement covariance matrix. This approach enables an approximate decorrelation using only local computations at the individual sensor nodes (without a fusion center) and communication between neighboring sensor nodes. Once the sensor measurements have been decorrelated, distributed signal processing algorithms assuming uncorrelated measurements can be applied. As an example, we consider distributed sequential state estimation using a consensus-based distributed particle filter [5].

This paper is organized as follows. In Section 2, we state the system model and the decorrelation problem to be solved. A survey of existing decorrelation schemes, both centralized and distributed, is given in Section 3. The proposed distributed decorrelation algorithm is described in Section 4 and applied to distributed particle filtering in Section 5. Simulation results are presented in Section 6.

2. SYSTEM MODEL AND PROBLEM STATEMENT

We consider a wireless sensor network composed of $K$ sensors. Sensor $k \in \{1, \ldots, K\}$ acquires a random scalar measurement $x_k$. The covariance matrix of the all-sensors measurement vector $x \triangleq (x_1, \ldots, x_K)^\top$ is $C \triangleq E\{(x - \mu)(x - \mu)^\top\} \in \mathbb{R}^{K \times K}$, where $\mu \triangleq E\{x\}$. The expectation is usually conditioned on some unknown parameter or state vector $\theta$; however, this will not be indicated by our notation at this point.

In many applications, entries $C_{k,k'} = E\{(x_k - \mu_k)(x_{k'} - \mu_{k'})\}$ of $C$ for sensors $k$ and $k'$ that are spatially distant from one another tend to be (approximately) zero [8]. Let us define the neighbor set $N_k$ of sensor $k$ as the set of all sensors $k' \neq k$ such that $C_{k,k'} \neq 0$. We assume that sensor $k$ is able to communicate with all sensors $k' \in N_k$; this is consistent with the fact that, typically, these sensors are spatially close to sensor $k$. Thus, a nonzero off-diagonal element of $C$ implies that the corresponding element of the adjacency matrix of the communication graph [9] is also nonzero. In other words, the support of the adjacency matrix contains the support of $C$. Furthermore, we assume that sensor $k$ knows the $k$th row of $C$ (or, equivalently, the $k$th column of $C$; note that $C = C^\top$). This means that sensor $k$ knows all its covariances with other sensor measurements. However, it does not have to know covariances $C_{k,l'}$ with $l', l \neq k$.

Let $C^{1/2}$ denote a square root of $C$, i.e., any $K \times K$ matrix that satisfies $C^{1/2}(C^{1/2})^\top = C$. Note that $C^{1/2}$ is not unique, since the matrix $C^{1/2}Q$, where $Q$ is any orthonormal $K \times K$ matrix, is also a square root of $C$. In what follows, we assume that $C$ (and, hence, $C^{1/2}$) is nonsingular, and we denote the inverse of $C^{1/2}$ by $C^{-1/2}$. Then, it is well known [10] that the vector $y \in \mathbb{R}^K$ defined as

$$y \triangleq C^{-1/2}x$$

is uncorrelated and normalized in the sense that its covariance matrix equals the identity matrix $I$. Furthermore, we assume that scalars $a, b$ are known such that $0 < a \leq \lambda_{\min} \leq \lambda_{\max} \leq b$, where $\lambda_{\min}$ ($\lambda_{\max}$) is the smallest (largest) eigenvalue of $C$.

We can now state the distributed decorrelation problem to be solved: Using only communication with neighboring sensors $k' \in N_k$, and based on knowledge of only $x_k$ and the $k$th row of $C$, sensor $k$ calculates the $k$th component $y_k$ of the decorrelated measurement vector $y = C^{-1/2}x$. As a result of this calculation, each sensor $k$ has a new measurement $y_k$, where all $y_k$, $k \in \{1, \ldots, K\}$ are uncorrelated with unit variances.

3. SURVEY OF DECORRELATION ALGORITHMS

Before presenting the proposed distributed decorrelation algorithm, we review existing centralized and distributed algorithms. To the best of our knowledge, none of them is suitable for distributed decorrelation in the setting described in Section 2.

A first class of centralized decorrelation algorithms explicitly computes $C^{-1/2}$ and then calculates $y$ according to (1). We note that the matrix-vector multiplication $C^{-1/2}x$ in (1) cannot be straightforwardly done in a distributed manner because, in contrast to $C$, the support of $C^{-1/2}$ is generally not contained in the support of the
adjacency matrix of the communication graph. An iterative computation of $C^{-1/2}$ can be based on a coupled inverse Newton iteration [11], the Schur-Newton method [12], or the Newton-Raphson method [13]. Decorrelation algorithms that approximately compute $C^{-1/2}$ from a training set of samples of $N$ have been proposed in [14] and [15]. The Cholesky decomposition [16] can be used to compute the lower triangular square root $C^{-1/2}$, which can in turn be used to solve the system of equations $C^{1/2}y = x$ (cf. (1)) for $y$.

Finally, any algorithm for calculating $\text{sign}(A)$ can be used to calculate the inverse square root of a matrix $A$ can be used to compute the inverse square root of a matrix. In fact, if $A$ is chosen as a $2 \times 2$ block matrix with first block row $(0 C)$ and second block row $(I 0)$, then $\text{sign}(A)$ has first block row $(0 C^{-1/2})$ and second block row $(C^{-1/2} 0)$. One type of iterative algorithms for computing $\text{sign}(A)$ is based on the Padé approximants [18].

Another class of centralized decorrelation algorithms avoids explicit calculation of $C^{-1/2}$ or $C^{1/2}$ and computes $y$ in (1) by applying operations directly to $x$. Various algorithms based on Krylov subspace methods or the Chebyshev approximation have been proposed to transform uncorrelated vectors into correlated vectors [19]. These algorithms can also be used for decorrelation by replacing the approximation of $C^{1/2}$ with an approximation of $C^{-1/2}$. The Krylov-type algorithms require global aggregation functions (either for a scalar product or for a QR factorization), which can be calculated in a distributed way using, e.g., consensus algorithms [20]. However, the consensus algorithms must be executed in every iteration of the decorrelation algorithm, which can lead to excessive communication requirements.

A distributed Karhunen-Loève transform for decorrelation in sensor networks is proposed in [21]; however, the algorithm requires a fusion center. A truly decentralized decorrelation algorithm is the sparse matrix transform described in [22], which uses Givens rotations to iteratively eliminate the largest off-diagonal element of $C$. However, this method requires a search over the entire network in each iteration. Moreover, each sensor needs to be able to communicate with all other sensors.

### 4. THE PROPOSED ALGORITHM

The proposed distributed decorrelation algorithm uses a Chebyshev approximation of matrix functions, which will be reviewed first. The Chebyshev approximation provides a nearly optimal polynomial approximation for any continuous function in an interval $[a, b]$ [23–25]. More precisely, the best polynomial approximation of degree $N$ (which is in general very difficult to find) is smaller by a factor of at most $4 + \ln(N)$ than the error of the Chebyshev approximation with the same degree [25].

#### 4.1. Chebyshev Approximation

A function $f(z) : \mathbb{R} \rightarrow \mathbb{R}$ can be approximated in the interval $[a, b]$ by the polynomial

$$f^{(N)}(z) \triangleq \sum_{i=1}^{N} \gamma_i T_i(z) - \frac{\gamma_1}{2},$$

where

$$\gamma_i = \frac{2}{N} \sum_{j=1}^{N} \cos \left( (i-1)(j-1/2) \right) \frac{1}{\alpha} \cos \left( \frac{\pi(j-1/2)}{N} \right),$$

$$T_i(z) \text{ denotes the Chebyshev polynomial of degree } i \text{ [26], and}$$

$$z' = \alpha z - \beta \text{ with } \alpha \triangleq \frac{2}{b-a}, \beta \triangleq \frac{a+b}{b-a} \text{ (3)}$$

(note that $z' \in [-1, 1]$ for $z \in [a, b]$). The coefficients $\gamma_i$ in (2) can be computed efficiently via a discrete cosine transform. Furthermore, since polynomials involve only powers, multiplications by scalar factors, and additions, they can be extended to (square) matrix arguments in a straightforward manner. In [19], the above Chebyshev approximation has been generalized to a matrix function $g(Z) : \mathbb{R}^{n \times k} \rightarrow \mathbb{R}^{n \times k}$ as follows:

$$g(Z) \approx g^{(N)}(Z) \triangleq \sum_{i=1}^{N} \gamma_i T_i(z) - \frac{\gamma_1}{2} I,$$

with $Z' \triangleq \alpha Z - \beta I$ with $\alpha$ and $\beta$ as defined in (3). For $N \rightarrow \infty$, $g^{(N)}(Z)$ converges to $g(Z)$ for all matrices $Z$ satisfying $\alpha \leq \lambda_{\min} \leq \lambda_{\max} \leq b$, which implies that $\alpha$ and $\beta$ are related to the smallest eigenvalue $\lambda_{\min}$ and largest eigenvalue $\lambda_{\max}$ of $Z$ [19].

Using the matrix function $g(Z) \triangleq Z^{-1/2}$, we can rewrite (1) as

$$y \approx y^{(N)} \triangleq \sum_{i=1}^{N} \gamma_i T_i(z) - \frac{\gamma_1}{2} I \approx \sum_{i=1}^{N} \gamma_i t_i - \frac{\gamma_1}{2} x,$$

with $C' \triangleq \alpha C - \beta I$, the vectors $t_i \triangleq T_{i-1}(\alpha C - \beta I) x \in \mathbb{R}^{k}$, and the coefficients $\gamma_i$ given by (2) with $f(z) = z^{-1/2}$. Based on the well-known recursive calculation of the Chebyshev polynomials $T_i(z)$ [26], the $t_i$ can be calculated recursively as

$$t_i = 2(\alpha C - \beta I) t_{i-1} - t_{i-2}, \quad i \in \{3, 4, \ldots, N\},$$

with initialization

$$t_1 = x, \quad t_2 = (\alpha C - \beta I) x.$$  \hspace{1cm} (7)

We finally note that the Chebyshev approximation in (5) can be written as $y^{(N)} = A x$, where $A \triangleq \sum_{i=1}^{N} \gamma_i T_{i-1}(\alpha C - \beta I) - \frac{\gamma_1}{2} I$ is a symmetric matrix. Thus, in the approximation of $y = C^{-1/2} x = (C^{1/2})^{-1} x$, $C^{1/2}$ is a symmetric matrix square root.

#### 4.2. Distributed Decorrelation Algorithm

The approximate computation of $y$ according to (5)–(7) requires repeated multiplication by the matrix $\alpha C - \beta I$. Since the support of this matrix is contained in the support of the adjacency matrix of the communication graph (cf. Section 2), and since each sensor $k$ needs to obtain only the $k$th component of the resulting vector $y^{(N)}$, all matrix-vector multiplications can be performed in a decentralized way using only local computations and communication with neighbors. Furthermore, the vector summations in (5) and (6) are performed locally, i.e., the $k$th component summation is performed at the $k$th sensor without any intersensor communication. The resulting distributed decorrelation algorithm can be stated as follows.

```
DISTRIBUTED DECORRELATION ALGORITHM
```

Sensor $k$ performs the following steps:

**Step 1 (Initialization):**

a) $t_{1,k} = x_k$ (cf. (7)) is broadcast to all neighbor sensors $k' \in N_k$.

b) $t_{2,k} = [\alpha C - \beta I] x_k$ (cf. (7)) is calculated and broadcast to all neighbor sensors $k' \in N_k$.

c) $y^{(2)}_k = \gamma_2 t_{2,k} + \gamma_1 (t_{1,k} - x_k/2)$ (cf. (5)) is calculated locally.

**Step 2 (Iteration):** For $i = 3, 4, \ldots, N$:

a) $t_{i,k} = [2(\alpha C - \beta I) t_{i-1,k} - t_{i-2,k}]$ (cf. (6)) is calculated and, if $i \leq N - 1$, broadcast to all neighbor sensors $k' \in N_k$.

b) $y^{(i)}_k = y^{(i-1)}_k + \gamma_i t_{i,k}$ (cf. (5)) is calculated locally.
The result of this algorithm at sensor $k$ is $y_k(N)$, which is the $k$th element of the Chebyshev approximation of $y$ in (5), i.e., $y_k(N) = \sum_{i=0}^{N} \gamma_i x_k \approx y_k$. The algorithm requires knowledge (at sensor $k$) of $x_k$ and of the $k$th row of $C$ (see Steps 1b and 2a). Other quantities used in Steps 1b and 2a are $x_{k,k'}$ and $x_{k-1,k'}$ for $k' \in \mathcal{N}_k$; these have been received from the neighbor sensors. The coefficients $\gamma_i$ do not depend on $x$ and can thus be precomputed at each sensor.

At iteration $i \in \{1,2,\ldots,N-1\}$ (here, $i = 1$ and $i = 2$ refer to the initialization in Step 1), sensor $k$ broadcasts $x_{i,k}$ to its neighbors $k' \in \mathcal{N}_k$. Thus, during the entire iterative decorrelation process, sensor $k$ broadcasts $N - 1$ real numbers to its neighbors.

The approximation error $\varepsilon \approx \|y(N) - y\|_2 = \|\sum_{i=0}^{N-1} \gamma_i t_i\|_2$ is dominated by $[\gamma_{N+1}]_t \sum_{i=0}^{N-1} \gamma_i t_i \|_2^2$ [27]. Using the approximation $\varepsilon \approx \gamma_{N+1} \|t_{N+1}\|_2$, the relative error $\bar{\varepsilon} \approx \varepsilon / \|x\|_2$ can be approximated locally at each sensor as $\bar{\varepsilon} \approx \gamma_{N+1} \|t_{N+1}\|_2 / \|x\|_2 \leq \gamma_{N+1} \|t_{N+1}\|_2 / \|x\|_2 \leq \gamma_1 / \|x\|_2$ for sufficiently large $N$. Therefore, the $N$ required to achieve a desired value $\bar{\varepsilon}_0$ of $\bar{\varepsilon}$ can be determined locally at each sensor as the smallest $N$ for which $\|t_{N+1}\|_2 / \|x\|_2 < \bar{\varepsilon}_0$. The obtained value of $N$ is identical for all $k$. In our numerical experiments, we always observed that $\bar{\varepsilon}$ is well approximated by $\|t_{N+1}\|_2 / \|x\|_2$ as long as the accuracy does not approach machine precision. In Section 6.2, we will illustrate this approximation for a target tracking scenario.

All sensors need to use the same approximation interval $[a, b]$ in order to operate with the same values $\alpha$ and $\beta$ in (3). As mentioned in Section 2, the approximation interval $[a, b]$ has to include the spectrum of $C$, i.e., $0 < a \leq \lambda_{\text{min}} \leq \lambda_{\text{max}} \leq b$. The closer $a$ and $b$ are to $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$, respectively, the faster converges the Chebyshev approximation. The problem of distributed estimation of $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ is beyond the scope of this paper; we just note that distributed eigensolvers have been proposed recently [28, 29]. Estimation of $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ requires additional intersensor communication. However, this preparatory step is needed only once, provided that $C$ does not change.

5. APPLICATION: DISTRIBUTED PARTICLE FILTERING

Distributed particle filters (DPFs) are powerful methods for distributed sequential Bayesian state estimation in wireless sensor networks [6]. DPFs that employ consensus algorithms are especially advantageous because they are robust to sensor and communication link failures and can obtain a global estimate at each sensor. All consensus-based DPFs (with one exception [30]) rely on the assumption that the measurement noises at the various sensors are mutually uncorrelated.

In this section, we address the case of correlated measurement noises and use our distributed decorrelation algorithm to enable the application of standard consensus-based DPFs. We consider the DPF of [5] as a concrete example. The resulting DPF is different from the DPF for correlated measurement noises proposed in [30], which assumes that the inverse covariance matrix (known as the precision matrix) has the same support as the adjacency matrix.

5.1. System Model

We consider sequential Bayesian estimation of a random, time-varying state vector $\theta_n = (\theta_{n,1}, \ldots, \theta_{n,N})^T$. The state evolves according to $\theta_n = a_n(\theta_{n-1}, u_n)$, where $a_n(\cdot)$ is a generally nonlinear function and $u_n$ is driving noise. At time $n$, $\theta_n$ is sensed by $K$ sensors according to the sensor measurement models

$$x_{n,k} = h_k(\theta_n) + v_{n,k} \quad k \in \{1, \ldots, K\}.$$  \hspace{1cm} (8)

Here, $x_{n,k} \in \mathbb{R}$ is the local measurement of sensor $k$, $h_k(\cdot)$ is a generally nonlinear local measurement function, and $v_{n,k}$ is local measurement noise. We assume that at any time $n$, the random variables $v_{n,k}, k \in \{1, \ldots, K\}$ are jointly Gaussian, zero-mean, and possibly correlated; however, $v_{n,k}$ and $v_{n',k'}$ are assumed independent at different times $n \neq n'$. Combining all local measurement models (8) yields the global (all-sensors) measurement model

$$x_n = h(\theta_n) + v_n,$$  \hspace{1cm} (9)

where $x_n = (x_{n,1}, \ldots, x_{n,N})^T$, $h_n = (h_1(\cdot), \ldots, h_K(\cdot))^T$, and $v_n = (v_{n,1}, \ldots, v_{n,N})^T \sim \mathcal{N}(0, C_v)$. The noise covariance matrix $C_v$ is also the conditional covariance matrix of the global (all-sensors) measurement vector $x_n$ given $\theta_n$, i.e., $E[(x_n - \mu)(x_n - \mu^\top)] = C_v$. As in Section 2, we define the neighbor set of sensor $k$ as $\mathcal{N}_k = \{k' \neq k | C_v^{-1} |_{k,k'} \neq 0\}$, and we assume that sensor $k$ knows the $k$th row of $C_v$ and is able to communicate with all sensors $k' \in \mathcal{N}_k$.

5.2. Distributed Particle Filtering

After application of our distributed decorrelation algorithm with $C = C_v$ to the sensor measurements $x_{n,k}, k \in \{1, \ldots, K\}$, each sensor $k$ has a new local measurement $y_{n,k}$. Because $C = C_v$ is the conditional covariance matrix of $x_n$ given $\theta_n$, the $y_{n,k}$ are (approximately) conditionally uncorrelated given $\theta_n$. Ignoring the approximations introduced by our algorithm, the decorrelated measurement vector $\eta_n \sim (y_{n,1}, \ldots, y_{n,N})^T$ can be written as

$$y_n = C_v^{-1/2} x_n \sim C_v^{-1/2} h(\theta_n) + v_n = h'(\theta_n) + v_n,$$

with the new measurement function $h'(\theta_n) \sim C_v^{-1/2} h(\theta_n)$ and the new—decorrelated and normalized—measurement noise vector $v_n' \sim C_v^{-1/2} v_n \sim \mathcal{N}(0, I)$. Note furthermore that $y_n, \theta_n \sim \mathcal{N}(C_v^{-1/2} h(\theta_n), I)$.

Because the measurement noises $v_n'$ contained in the new measurements $y_n$ are uncorrelated, any standard DPF assuming uncorrelated measurement noises can now be used. In the consensus-based DPF presented in [5], in particular, each sensor $k$ runs a local particle filter that computes a global state estimate $\hat{\theta}_n$ based on the all-sensors measurement vector $y_n$. For this, sensor $k$ needs to know, besides the new local measurement $y_{n,k}$, the $k$th component $h_k'(\cdot) \sim C_v^{-1/2} h(\cdot)$ of the new measurement function $h'(\cdot) = C_v^{-1/2} h(\cdot)$ [5]. We have

$$h_k'(\cdot) = d_k^\top h(\cdot),$$  \hspace{1cm} (10)

where $d_k^\top$ denotes the $k$th row of $C_v^{-1/2}$. Note that $d_k^\top$ also equals the $k$th column of $C_v^{-1/2}$, because our distributed decorrelation algorithm implicitly constructs a symmetric inverse square root $C_v^{-1/2}$.

Evaluation of (10) presupposes that sensor $k$ knows $d_k^\top$ and the original measurement functions $h_k(\cdot)$ of all other sensors. A distributed calculation of $d_k^\top$ can be based on the following consideration. With $\delta_l, l \in \{1, \ldots, K\}$ denoting the $l$th unit vector of length $K$ (i.e., $[\delta_l]_k = \delta_{l,k}$), we have $C_v^{-1/2} \delta_l = d_l$. If our distributed decorrelation algorithm is applied to input vector $\delta_l$ (instead of $x$), then sensor $k$ obtains the $k$th component of the $l$th column $d_l^\top$ of $d_k^\top$, which is simultaneously the $l$th component of the $k$th row, $(d_l^\top)_{k,l}$. Thus, if our distributed decorrelation algorithm is executed $K$ times, with $\delta_l$ as input at the $l$th execution, with $l = 1, \ldots, K$, sensor $k$ obtains all $K$ components of $d_k^\top$.

Finally, if the original measurement functions $h_k(\cdot)$ of all sensors are not known to each sensor a priori, they have to be distributed, e.g., through flooding or routing. In most applications, a closedform, parametric expression of the functions $h_k(\cdot)$ is available, so that only certain parameters of the $h_k(\cdot)$ (e.g., the sensor locations) have to be transmitted. Note that the calculation of the $k$th row of
where $d$ and the dissemination of the original measurement functions $h_k(\cdot)$ are preparatory steps that have to be executed only once (provided that $C_v$ and the $h_k(\cdot)$ do not change with time $n$).

6. NUMERICAL EXPERIMENTS

We present simulation results assessing the performance of the DPF described in Section 5.2 and the accuracy of the proposed distributed decorrelation algorithm.

6.1. DPF Accuracy

We consider a target tracking problem based on a network of $K = 25$ sensors, which are deployed on a jitted grid within a square region of size $d_s \times d_s$ with $d_s = 40$. The system model (target dynamics and measurement model) is identical to that used in [6], except that the measurement noises at different sensors are mutually correlated according to the spatial correlation model of [8]. This model defines $C_v \in \mathbb{R}^{25 \times 25}$ as

$$C_v = \begin{cases} \sigma_k^2 \sigma_k \exp(-\gamma d_k^{2}), & k = k', \ d_k, d_{k'} \leq d_c \\ \sigma_k^2 \sigma_k \exp(-\gamma d_k^{2}), & k \neq k', \ d_k, d_{k'} > d_c \end{cases}$$

where $d_k, d_{k'}$ is the spatial distance between sensors $k$ and $k'$, and $d_c$ is the maximum correlation radius (i.e., the measurement noises of two sensors whose distance exceeds $d_c$ are uncorrelated). Simultaneously, $d_c$ is also the communication range. We set $\sigma_k^2 = 0.01$ for all $k$, $\eta \approx 0.007$, and $d_c = 20$.

We study the performance of the DPF with decorrelation as described in Section 5.2 (abbreviated DPF-D), of the original DPF of [5] without decorrelation (abbreviated DPF), and of a centralized PF (CPF) that processes all sensor measurements at a fusion center (here, no decorrelation is needed). Both DPF and DPF-D use 10 consensus iterations. For the Chebyshev approximation used in our decorrelation algorithm, we set $a = \lambda_{\min}$ and $b = \lambda_{\max}$, where $\lambda_{\min}$ ($\lambda_{\max}$) is the smallest (largest) eigenvalue of $C_v$. Fig. 1 shows the root-mean-square error (RMSE) of the estimated position of the target obtained with DPF-D versus the number of iterations $N$ used for decorrelation. The RMSE was computed by averaging over the 25 sensors, 200 time instants, and 5000 simulation runs. As a reference, the RMSEs of CPF and DPF (which are independent of $N$) are also shown. We see that the RMSE of DPF-D is significantly lower than that of DPF, and it approaches that of CPF within approximately $N = 20$ iterations. For distributed decorrelation with $N = 20$, each sensor has to broadcast 19 real numbers to its neighbors. For comparison, we note that for execution of the DPF (without decorrelation) using 10 consensus iterations, each sensor has to broadcast 140 real numbers to its neighbors. Thus, the additional amount of communication required for decorrelation is moderate.

6.2. Decorrelation Accuracy

To investigate the accuracy of our decorrelation algorithm, we applied it to 4000 vectors $x_l \in \mathbb{R}^{25}$, $l \in \{1, \ldots, 4000\}$ randomly drawn from $\mathcal{N}(0, C_v)$, with $C_v$ as in Section 6.1. Based on the resulting vectors $y_l$, the decorrelation error was then measured by $\vartheta \triangleq \max_{i,j} |C_{y_l} - I_{i,j}|$, where $C_{y_l}$ is the sample covariance matrix of the $y_l$, i.e., $C_{y_l} \triangleq \frac{1}{4000} \sum_{l=1}^{4000} (y_l - \mu_y)(y_l - \mu_y)^\top$ with $\mu_y \triangleq \frac{1}{4000} \sum_{l=1}^{4000} y_l$. In Fig. 2, we see that $\vartheta$ decreases exponentially fast with growing $N$ up to about $N = 200$, where $\vartheta$ has decayed to a residual of about $10^{-13}$. Interestingly, this behavior is quite different from that of the RMSE of DPF-D in Fig. 1, which flattens and becomes close to that of CPF for $N$ larger than about 20, even though the decorrelation error is still quite large. Fig. 2 also shows that the magnitude of the last Chebyshev coefficient $|\gamma|_N$ is quite close to $\vartheta$ until it gets close to machine precision. We recall from Section 4.2 that this approximate equality of $|\gamma|_N$ and $\vartheta$, combined with the fact that $|\gamma|_N$ can be calculated locally by each sensor, allows each sensor to estimate locally the number of iterations $N$ that is required for a desired accuracy.

We also simulated the decorrelation algorithm for larger networks with $K$ up to 3600. Here, we used the parameter $\eta = 0.02$ in (11) in order to obtain positive definite matrices $C_v$. For each network size $K$, we randomly generated 60 networks. In Fig. 3, the estimated number of iterations $N$ (estimated as described in Section 4.2) that is required to achieve decorrelation error $\vartheta = 10^{-4}$ is displayed for each network versus the network size $K$. In addition, the figure shows the average of the estimated $N$ over all 60 networks of a given size. The actual $N$ required to achieve $\vartheta = 10^{-4}$ was verified to be close to the estimated $N$ in all cases. Our results suggest that the average number of Chebyshev iterations $N$ required for $\vartheta = 10^{-4}$ grows roughly according to the square root of the network size $K$ (up to a factor and a constant term).

7. CONCLUSION

We presented a distributed decorrelation algorithm for sensor networks with mutually correlated sensor measurements. Based on the approximation of a matrix function using Chebyshev polynomials, the proposed algorithm requires only local computations and communication with neighboring sensors. We used the algorithm to obtain a consensus-based distributed particle filter capable of processing correlated sensor measurements. Simulation results demonstrated the good performance of the distributed particle filter with only a small amount of additional communication required by the distributed decorrelation (in addition to the communication required by the distributed particle filter). The extension of the proposed distributed decorrelation algorithm to vector-valued sensor measurements is an interesting topic for future research.
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