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PREFACE

This volume contains the Proceedings of the HYP2012 International Conference devoted to Theory, Numerics and Applications of Hyperbolic Problems, held in Padova, June 24–29, 2012. This was the fourteenth in a highly successful series of bi-annual meetings, which brought together several leading experts in the field, practitioners, and young researchers, discussing the latest theoretical advances and the most relevant applications.\(^1\)

Hyperbolic conservation laws is a mathematical discipline deeply rooted in the tradition of classical continuum mechanics, and yet replenished with challenging open problems. It has experienced continued growth in recent years, thanks to the introduction of new ideas and techniques, and a wealth of new applications. The HYP2012 meeting highlighted a number of topics where recent progress has been particularly significant: singular limits and dispersive equations in mathematical physics, nonlinear wave patterns in several space dimensions, particle dynamics, multiphase flow and interfaces, transport in complex environments, control problems for hyperbolic PDEs and related Hamilton-Jacobi equations, general relativity and geometric PDEs.

The conference was attended by 340 participants from 30 different countries. The social program included a boat excursion to the historical Villa Pisani and to Villa Foscari - La Malcontenta, and a conference banquet in the great hall of the 13-th century building “Palazzo della Ragione” in Padova, which was once the seat of the City Council, with frescoes from the Giotto school. During the dinner, Professor Constantine Dafermos, Professor James Glimm, and Professor Tai Ping Liu were honored with the “Galileo medal” for scientific excellence conferred by the Mayor of Padova, Flavio Zanonato. A keynote speech was delivered by Professor James Glimm. Professor Glimm is credited with many pioneering contributions in the general area of the theory and numerics of hyperbolic equations. His speech provided an overview of the field, from its early days to the present time, with an outlook toward the role of hyperbolic PDE models in interdisciplinary science. The conference banquet also featured the brilliant performance of the Marco Castelli quartet, one of the most talented Italian jazz groups, introduced by Silvia Faggian from the University of Venice.

The present volume of proceedings contains 7 papers from plenary speakers, 9 from invited speakers, and 100 papers related to contributed talks. These contributions cover a wide range of topics. A very partial list includes: new methods for constructing turbulent solutions to multi-dimensional systems of conservation laws based on Baire category, transport equations with non-Lipschitz velocity fields, relative entropy functionals and the stability of fluid systems, numerical methods for hyperbolic systems with stiff relaxation terms and for multiphase flow, new advances

\(^1\)The detailed program and the slides of all speakers as well as most of the video of the plenary speakers of the HYP2012 conference can be found on the website http://www.hyp2012.eu/. The HYP2012 website will be accessible at this address until 2020.
in homogenization theory, optimal sensor location for solutions to multidimensional wave equations, singularities in general relativity.

We believe that this volume will provide a timely survey of the state of the art, and a stimulus for further progress in this exciting field.

We take this opportunity to thank the members of the HYP2012 Scientific Committee (listed at http://www.hyp2012.eu/organization/scientific-committee) for their expertise in the selection of the plenary and invited speakers of the conference and for their contribution in reviewing the papers of the volume. We would like also to express our warm appreciation to all other members of the HYP2012 Organizing Committee (listed at http://www.hyp2012.eu/organization/organizing-committee) that in various ways have contributed to the successful realization of this event. Finally, we are extremely thankful to the many graduate students and post-docs of the Dipartimento di Matematica of Università di Padova, coordinated by Khai T. Nguyen and Fabio S. Priuli, for their assistance and dedicated work throughout the conference.

We gratefully acknowledge financial support from the following sponsors:

- GDRE CONEDP European Research Group on PDE control
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Part 1

Plenary Lectures
SURPRISING SOLUTIONS TO THE ISENTROPIC EULER SYSTEM OF GAS DYNAMICS

Camillo De Lellis, Elisabetta Chiodaroli
and Ondřej Kreml

Institut für Mathematik, Universität Zürich
Winterthurerstrasse 160
8056 Zürich, Switzerland

Abstract. In a recent paper, jointly with Elisabetta Chiodaroli and Ondřej Kreml we consider the Cauchy problem for the isentropic compressible Euler system in 2 space dimensions, with initial data which assume two different constant values and have a discontinuity across a line. If we consider selfsimilar solutions we then encounter a classical 1-dimensional Riemann problem for the corresponding hyperbolic system of conservation laws. We show that for some suitable choice of the pressure and of the initial data there exist infinitely many bounded admissible solutions which are not selfsimilar and indeed are genuinely 2-dimensional. We also show that some of these Riemann data are generated by a 1-dimensional compression wave. Our theorem leads therefore to Lipschitz initial data for which there are infinitely many global bounded admissible weak solutions. Each of these solutions coincide as long as the classical (Lipschitz) solution exists and they differentiate themselves immediately after the first blow-up time. Our approach is heavily influenced by a work of László Székelyhidi which provides a similar result in the case of the classical vortex-sheet problem for the incompressible Euler equations.

1. Introduction. Consider the isentropic compressible Euler equations of gas dynamics in $n$ space dimensions. This system consists of $n+1$ scalar equations, which state the conservation of mass and linear momentum. The unknowns are the density $\rho$ and the velocity $v$ and the system takes the the form:

$$
\begin{cases}
\partial_t \rho + \text{div}_x (\rho v) = 0 \\
\partial_t (\rho v) + \text{div}_x (\rho v \otimes v) + \nabla_x [p(\rho)] = 0
\end{cases}
$$

(1)

The pressure $p$ is a function of $\rho$ determined from the constitutive thermodynamic relations of the gas under consideration and it is assumed to satisfy $p' > 0$ (this hypothesis guarantees also the hyperbolicity of the system on the regions where $\rho$ is positive). A common choice is the polytropic pressure law $p(\rho) = \kappa \rho^\gamma$ with constants $\kappa > 0$ and $\gamma > 1$. The classical kinetic theory of gases predicts exponents $\gamma = 1 + \frac{2}{d}$, where $d$ is the degree of freedom of the molecule of the gas.

2000 Mathematics Subject Classification. Primary: 35L65; Secondary: 35L67, 35L45.
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A lot of attention has been devoted in the literature to the Cauchy problem which consists of solving (1) on a domain of the form $\mathbb{R}^2 \times [0,T]$ (where $T$ might also be infinite), subject to an initial condition of type

$$\begin{cases}
\rho(\cdot,0) = \rho^0 \\
v(\cdot,0) = v^0.
\end{cases}$$

(2)

It is well known that, even starting from extremely regular initial data, the solutions of the Cauchy problem for the system (1) develop singularities in finite time. It is also well-known that after the appearance of the first singularity weak solutions (i.e. solutions in the usual distributional sense, see Definition 2.1 for the precise formulation) are not unique: the standard example is provided by “non-physical” shocks, which can however be ruled out imposing that the weak solutions satisfy some further admissibility condition. Much effort has been put in understanding how this approach can give well-posedness results after the appearance of the first singularity, leading to a quite mature and successful theory in one space dimension (we refer the reader to the monographs [1], [8] and [19]).

Here we consider the case of two space dimensions and restrict our attention to bounded weak solutions of (1) which satisfy the following additional inequality in the sense of distributions (called usually entropy inequality, although for the specific system (1) this is rather a weak form of the energy balance):

$$\partial_t \left( \rho \varepsilon(\rho) + \rho \frac{|v|^2}{2} \right) + \text{div}_x \left[ \left( \rho \varepsilon(\rho) + \rho \frac{|v|^2}{2} + p(\rho) \right) v \right] \leq 0 \quad (3)$$

where the internal energy $\varepsilon : \mathbb{R}^+ \to \mathbb{R}$ is given through the law $p(r) = r^2 \varepsilon'(r)$. Indeed, admissible solutions are required to satisfy a slightly stronger condition, i.e. a form of (3) which involves also the initial data, see Definition 2.2.

Starting from the work [12] it was observed that (3) is in this case not enough to restore uniqueness of admissible bounded solutions. The methods used in [12], inspired by techniques developed in the theory of differential inclusions, show a rather surprising abundance of admissible solutions to the Cauchy problem with certain particular initial data. However those specific initial data were rather irregular, leaving open the question whether this fact alone was responsible for such behavior.

The investigations of [12] have been pushed further in [5] and in [6]: in the latter paper, we have shown that the same nonuniqueness result holds even for Lipschitz initial data, therefore leading to the following theorem.

**Theorem 1.1.** Let $p(\rho) = \rho^2$. Then there are Lipschitz initial data $\rho^0$ and $v^0$, with $\rho^0 \geq c_0 > 0$ for which there are infinitely many admissible bounded weak solutions $(\rho, v)$ of the Cauchy problem (1)-(2), with $\inf \rho > 0$. All these solutions coincide with the classical one as long as it exists and differ immediately after the formation of the first singularity.

2. Main results. We recall here the usual definitions of weak and admissible solutions to (1).

**Definition 2.1.** By a weak solution of (1)-(2) on $\mathbb{R}^2 \times [0, \infty]$ we mean a pair $(\rho, v) \in L^\infty(\mathbb{R}^2 \times [0, \infty])$ such that the following identities hold for every test functions $\psi \in C^\infty_c(\mathbb{R}^2 \times [0, \infty], \mathbb{R})$, $\phi \in C^\infty_c(\mathbb{R}^2 \times [0, \infty], \mathbb{R}^2)$:

$$\int_0^T \int_{\mathbb{R}^2} \left( \rho \partial_t \psi + \rho v \cdot \nabla_x \psi \right) dxdt + \int_{\mathbb{R}^2} \rho^0(x) \psi(x,0) dx = 0 \quad (4)$$
\[ \int_0^\infty \int_{\mathbb{R}^2} [\rho v \cdot \partial_t \phi + \rho v \otimes v : D_x \phi + p(\rho) \text{div} \nabla \phi] + \int_{\mathbb{R}^2} \rho^0(x)v^0(x) \cdot \phi(x,0)dx = 0. \] (5)

**Definition 2.2.** A bounded weak solution \((\rho, v)\) of (1)-(2) is admissible if it satisfies the following inequality for every nonnegative test function \(\varphi \in C_c^\infty(\mathbb{R}^2 \times [0, \infty])\):

\[
\int_0^\infty \int_{\mathbb{R}^2} \left( \rho \varepsilon(\rho) + \rho \left| \frac{v^2}{2} \right| \partial_t \varphi + \left( \rho \varepsilon(\rho) + \rho \left| \frac{v^2}{2} \right| + p(\rho) \right) v \cdot \nabla \varphi \right) dx \\
+ \int_{\mathbb{R}^2} \left( \rho^0(x)\varepsilon(\rho^0(x)) + \rho^0(x) \frac{|v^0(x)|^2}{2} \right) \varphi(x,0) dx \geq 0. \]

(6)

The following is then the theorem proved in [12]:

**Theorem 2.3 (De Lellis - Székelyhidi).** For any \(p \in C^1\) with \(p' > 0\) there are pairs \(\rho^0, v^0 \in L^\infty\) such that there are infinitely many bounded admissible solutions \((\rho, v)\) of (1)-(2) with \(\inf \rho > 0\).

As already mentioned, the initial data constructed in [12] were however very irregular. It was then proved by Chiodaroli that indeed the ill-posedness of Theorem 2.3 still holds even if \(\rho^0\) is regular. More precisely

**Theorem 2.4 (Chiodaroli).** For any \(p \in C^1\) with \(p' > 0\) and any \(\rho^0 \in C^1\) with \(\inf \rho^0 > 0\) there is \(v^0 \in L^\infty\) such that there are infinitely many bounded admissible solutions \((\rho, v)\) of (1)-(2) with \(\inf \rho > 0\).

In [6] we consider first initial data of a very particular form. We denote the space variable as \(x = (x_1, x_2) \in \mathbb{R}^2\) and set

\[
(\rho^0(x), v^0(x)) := \begin{cases} 
(\rho_-, v_-) & \text{if } x_2 < 0 \\
(\rho_+, v_+) & \text{if } x_2 > 0,
\end{cases} \tag{7}
\]

where \(\rho_\pm, v_\pm\) are constants.

It is well-known that for some special choices of these constants there are solutions of (1) which are rarefaction waves, i.e. self-similar solutions depending only on \(t\) and \(x_2\) which are locally Lipschitz for positive \(t\) and constant on lines emanating from the origin (see [8, Section 7.6] for the precise definition). Reversing their order (i.e. exchanging + and −) the very same constants allow for a compression wave solution, i.e. a solution on \(\mathbb{R}^2 \times ] - \infty, 0[\) which is locally Lipschitz and converges, for \(t \uparrow 0\), to the jump discontinuity of (7). When this is the case we will then say that the data (7) are generated by a classical compression wave.

It follows from the usual treatment of the 1-dimensional Riemann problem that for data as in (7) uniqueness holds if the admissible solutions are also required to be self-similar, i.e. of the form \((\rho, v)(x, t) = (r \left( \frac{x_2}{t} \right), c \left( \frac{x_2}{t} \right))\), and to have locally bounded variation. In fact in this case the solutions are obtained “gluing” together rarefaction waves and jump discontinuities across interfaces of type \(\{(x, t) : x_2 = \nu t\}\).

In the paper [6] we show the existence of bounded admissible solutions which are not selfsimilar. Although we expect such solutions to exist for very general pressure laws, we show them only for some particular choice of the pressure \(p\).

**Theorem 2.5 (Chiodaroli-De Lellis-Kreml).** There are smooth pressures \(p\) with \(p' > 0\) and constants \(\rho_\pm, v_\pm\) for which, if \((\rho^0, v^0)\) are as in (7), then there are infinitely many bounded admissible solutions \((\rho, v)\) of (1)-(2) with \(\inf \rho > 0\).
Among the pressure laws of Theorem 2.5 there is also the quadratic law \( p(\rho) = \rho^2 \). The strongest results of [6] are indeed proved for such law. More precisely we have the following strengthened version of Theorem 2.5.

**Theorem 2.6** (Chiodaroli-De Lellis-Kreml). Assume \( p(\rho) = \rho^2 \). Then there are constants \( \rho_\pm, v_\pm \) for which the conclusion of Theorem 2.5 holds and such that \((\rho^0, v^0)\) are generated by a classical compression wave.

Theorem 1.1 is then a simple corollary of Theorem 2.6: the solutions of Theorem 1.1 are simply obtained “patching” a classical compression wave with the nonstandard solutions of Theorem 2.6.

3. *h*-principle and differential inclusions. The proof of Theorem 1.1 relies heavily on the works of the first author and László Székelyhidi, who in the paper [11] introduced methods from the theory of differential inclusions to explain the existence of compactly supported nontrivial weak solutions of the *incompressible* Euler equations (discovered in the pioneering work of Scheffer [20]; see also [21]). Indeed the paper [12] is based on the observation that these methods could be applied to the compressible Euler equations and lead to the ill-posedness of bounded admissible solutions, see [12].

The link with the incompressible Euler equations is provided by the following elementary remark.

**Remark 1.** Assume \( \Omega \subset \mathbb{R}^2 \times \mathbb{R} \) and let \((\rho, v)\) be a distributional solution of (1) with constant density \( \rho \). Then the pair \((v, 0)\) is a weak solution of the incompressible Euler equations

\[
\begin{aligned}
&\partial_t v + \text{div} \, v \otimes v + \nabla q = 0 \\
&\text{div} \, v = 0.
\end{aligned}
\]  

Or in other words a “pressureless” solution, where \( q = 0 \): note however that \( q \) could be set to be any given constant.

Although classical solutions of the incompressible Euler equations with constant pressure are rather rare, the methods of [11] show that there are many such weak solutions. In fact the constraints posed by the equations for weak solutions are so much weaker than those posed for classical solutions, that all these irregular ones can be constructed to satisfy the additional constraint \( |v| = \text{const} \). In particular these methods yield the following crucial lemma (cf. with [6, Lemma 3.7]: here \( S^2 \times 2 \) denotes the set of symmetric traceless \( 2 \times 2 \) matrices and \( \text{Id} \) is the identity matrix).

**Lemma 3.1.** Let \((\tilde{v}, \tilde{u}) \in \mathbb{R}^2 \times S^2 \times \mathbb{R} \) and \( C > 0 \) be such that

\[
\tilde{v} \otimes \tilde{v} - \tilde{u} < \frac{C}{2} \text{Id}.
\]  

For any open set \( \Omega \subset \mathbb{R}^2 \times \mathbb{R} \) there are infinitely many maps \((v, u) \in L^\infty(\mathbb{R}^2 \times \mathbb{R}, \mathbb{R}^2 \times S^2 \times \mathbb{R})\) with the following property

1. \( v \) and \( u \) vanish identically outside \( \Omega \);
2. \( \text{div} \, v = 0 \) and \( \partial_t v + \text{div} \, v, u = 0 \);
3. \( (\tilde{v} + v) \otimes (\tilde{v} + v) - (\tilde{u} + u) = \frac{C}{2} \text{Id} \) a.e. on \( \Omega \).

For the relevance of the condition (9) and the techniques used to prove these type of theorems we refer the reader to the survey article [13]: we give here just a
brief comment. Observe that, inside $\Omega$, the pair $(v, u) = (\tilde{v} + v, \tilde{u} + u)$ solves the linear identities
\[
\begin{cases}
\partial_t v + \text{div} u = 0 \\
\text{div} v = 0
\end{cases}
\tag{10}
\]
and the algebraic constraint
\[ u = v \otimes v - \frac{C}{2} \text{Id} . \tag{11}\]
Since $C$ is a constant, plugging (11) into (10) we actually conclude that $v$ is a solution (in $\Omega$) of (8) with constant pressure (such constant being free for us to decide). Moreover, since $u$ is trace-free, we conclude that $|v|^2$ equals the constant $C$. So, (9) can be interpreted as a relaxation of (11), i.e. an inequality which would be automatically satisfied by any weak limit of sequences of solutions as above. The methods of [11]-[12] essentially show that for any such “candidate weak limit” there are indeed many sequences of exact solutions converging to it (although such solutions are rather irregular).

4. The main geometric idea. Coming back to compressible Euler consider now any constant $\rho_0 > 0$. The pair $(\rho, v) = (\rho_0, \tilde{v} + v)$ is then a weak solution of (1) in $\Omega$, as it can be easily verified by the identities
\[ \partial_t \rho_0 + \text{div}(\rho_0 v) = \rho_0 \text{div} v \]
and
\[ \partial_t (\rho_0 v) + \text{div}(\rho_0 v \otimes v) + \nabla[p(\rho_0)] = \rho_0 (\partial_t v + \text{div} v \otimes v) . \]
In fact it also an admissible solution: since
\[ \rho_0 \varepsilon(\rho_0) + \rho_0 \frac{|v|^2}{2} + p(\rho_0) \]
are both constants, (3) amounts to $\text{div} v = 0$.

Observe however that the pair $(\rho, v)$ ceases to give a solution of compressible Euler on the whole space-time. Assume now to chop $\mathbb{R}^2 \times \mathbb{R}$ into finitely many open subsets $\Omega_i$ and repeat on each $\Omega_i$ the construction of the previous section, starting from arbitrary constants for $v, u$ and $\rho$. Define a resulting pair $(\rho, v)$ by setting it equal, in each separate $\Omega_i$, to the various functions given by Lemma 3.1 (in particular we are free to set the constants $\rho_i$ for the value of the pressure). Although $(\rho, v)$ is an admissible solution of (1) in each separate open set, it might fail to do so on the entire space-time. However, a careful computation shows that in order to be an admissible solution on the entire space-time, we just need to satisfy some compatibility conditions at the interfaces, which are reminiscent of the Rankine-Hugoniot conditions. We observe that some care is needed: due to the oscillatory nature of the solutions, the traces of $|v|^2$ do not coincide with the moduli squared of the traces of $v$!

The relevant computations show that these compatibility conditions depend only on the chosen “starting” constants. We are therefore ready to give an outline of the main idea behind the construction in [6], which indeed stems out of several conversations of the authors with László Székelyhidi and it is inspired by his work [23].
Consider first some data as in (7). We then partition the upper half space \( \{ t > 0 \} \) in regions contained between half-planes meeting all at the line \( \{ t = x_2 = 0 \} \), see Definition 5.1 and cf. Figure 1. We then define the density function \( \rho = \overline{\rho} \) to be constant in each region: this density function will indeed give the final \( \rho \) for all the solutions we construct and it is therefore required to take the constant values \( \rho_{\pm} \) in the outermost regions \( P_{\pm} \).

![Diagram](https://via.placeholder.com/150)

**Figure 1.** A “fan partition” in five regions.

We then solve the compressible Euler equations (1) in each region \( P_1, \ldots, P_N \) using Lemma 3.1, so imposing that the modulus of the velocity is constant (in each region): its square will be denoted by \( C_i \).

The corresponding constant values \( (\rho_i, v_i, u_i) \) will then give a globally defined (piecewise constant) function \( (\overline{\rho}, \overline{v}, \overline{u}) \), which will be called a *fan subsolution* of the compressible Euler equations. We then wish to choose our subsolution so that, after solving (1) in each region \( P_i \) with the methods of [12], the resulting globally defined \( (\rho, v) \) are admissible *global* solutions of (1). This leads to a suitable system of PDEs for the piecewise constant functions \( (\overline{\rho}, \overline{v}, \overline{u}) \) which are summarized in the Definitions 5.2 and 5.3.

5. **Subsolutions.** The approach sketched in the previous section leads to the following rigorous definitions (cf. Definitions 3.3, 3.4 and 3.5 in [6]).

**Definition 5.1 (Fan partition).** A *fan partition* of \( \mathbb{R}^2 \times [0, \infty[ \) consists of finitely many open sets \( P_-, P_1, \ldots, P_N, P_+ \) of the following form

\[
P_- = \{(x, t) : t > 0 \text{ and } x_2 < \nu_- t \}\tag{12}
\]

\[
P_+ = \{(x, t) : t > 0 \text{ and } x_2 > \nu_+ t \}\tag{13}
\]

\[
P_i = \{(x, t) : t > 0 \text{ and } \nu_{i-1} t < x_2 < \nu_i t \}\tag{14}
\]

where \( \nu_- = \nu_0 < \nu_1 < \ldots < \nu_N = \nu_+ \) is an arbitrary collection of real numbers.
Definition 5.2 (Fan Compressible subsolutions). A fan subsolution to the compressible Euler equations (1) with initial data (7) is a triple \((\bar{\rho}, \bar{v}, \bar{u}) : \mathbb{R}^2 \times [0, \infty) \to (\mathbb{R}^+, \mathbb{R}^2, S_0^{2 \times 2})\) of piecewise constant functions satisfying the following requirements.

(i) There is a fan partition \(P_-, P_1, \ldots, P_N, P_+\) of \(\mathbb{R}^2 \times [0, \infty)\) such that

\[
(\bar{\rho}, \bar{v}, \bar{u}) = \sum_{i=1}^{N} (\rho_i, v_i, u_i)1_{P_i} + (\rho_-, v_-, u_-)1_{P_-} + (\rho_+, v_+, u_+)1_{P_+}
\]

where \(\rho_i, v_i, u_i\) are constants with \(\rho_i > 0\) and \(u_\pm = v_\pm \otimes v_\pm - \frac{1}{2}|v_\pm|^2\text{Id}\);

(ii) For every \(i \in \{1, \ldots, N\}\) there exists a positive constant \(C_i\) such that

\[
v_i \otimes v_i - u_i < \frac{C_i}{2}\text{Id}.
\]

(iii) The triple \((\rho, v, u)\) solves the following system in the sense of distributions:

\[
\partial_t \rho + \text{div}_x (\rho v) = 0 \tag{16}
\]

\[
\partial_t (\rho v) + \text{div}_x (\rho u) + \nabla_x \left(p(\rho) + \frac{1}{2} \left( \sum_{i} C_i \rho_i 1_{P_i} + \rho \bar{u}|\bar{v}|^2 1_{P_+ \cup P_-} \right) \right) = 0 \tag{17}
\]

Definition 5.3 (Admissible fan subsolutions). A fan subsolution \((\rho, v, u)\) is said to be admissible if it satisfies the following inequality in the sense of distributions

\[
\partial_t (\rho \bar{v}) + \text{div}_x (\rho \bar{u}) + \nabla_x \left(p(\rho) + \rho \bar{v}|\bar{u}|^2 1_{P_+ \cup P_-} \right) + \text{div}_x \left(p(\rho) \bar{u} 1_{P_+ \cup P_-} \right) + \sum_{i=1}^{N} \left[ \partial_t \left( \frac{C_i}{2} 1_{P_i} \right) + \text{div}_x \left( \rho_i \bar{u} \frac{C_i}{2} 1_{P_i} \right) \right] \leq 0. \tag{18}
\]

The discussion of the previous section can then be summarized in the following proposition.

Proposition 5.4. Let \(\rho\) be any \(C^1\) function and \((\rho_\pm, v_\pm)\) be such that there exists at least one admissible fan subsolution \((\rho, v, u)\) of (1) with initial data (7). Then there are infinitely many bounded admissible solutions \((\rho, v)\) to (1)-(7) such that \(\rho = \bar{\rho}\).

6. The algebra. As already mentioned, the various conditions given in the above definitions can be easily reduced to Rankine-Hugoniot conditions on the (flat) interfaces dividing the various regions. As shown in [6] it suffices consider fan subsolutions with a fan partition consisting of only three sets, namely \(P_-, P_1\) and \(P_+\); this rather restrictive assumption is already enough to show that subsolutions exist.

We introduce therefore the real numbers \(\alpha, \beta, \gamma, \delta, v_{-1}, v_{-2}, v_{+1}, v_{+2}\) such that

\[
v_1 = (\alpha, \beta), \tag{19}
\]

\[
v_- = (v_{-1}, v_{-2}) \tag{20}
\]

\[
v_+ = (v_{+1}, v_{+2}) \tag{21}
\]

\[
u_1 = \begin{pmatrix} \gamma \\ \delta \\ -\gamma \end{pmatrix}. \tag{22}
\]

We are now ready to report the algebraic conditions that such numbers must satisfy and which correspond to Proposition 5.1 in [6].
**Proposition 6.1.** Let $N = 1$ and $P_-, P_+, P_2$ be a fan partition as in Definition 5.1. The constants $v_1, v_-, v_+, u_1, \rho_-, \rho_+, \rho_1$ as in (19)-(22) define an admissible fan subsolution as in Definitions 5.2-5.3 if and only if the following identities and inequalities hold:

- **Rankine-Hugoniot conditions on the left interface:**
  \[
  \begin{align*}
  v_-(\rho_- - \rho_1) &= \rho_- v_-^2 - \rho_1 \beta \\
  v_-(\rho_- v_- - \rho_1 \alpha) &= \rho_- v_-^2 - \rho_1 \delta \\
  v_-(\rho_- v_- - \rho_1 \beta) &= \rho_- v_-^2 + \rho_1 \gamma + p(\rho_-) - p(\rho_1) - \rho_1 C_1 \frac{1}{2};
  \end{align*}
  \]

- **Rankine-Hugoniot conditions on the right interface:**
  \[
  \begin{align*}
  v_+(\rho_1 - \rho_+) &= \rho_1 \beta - \rho_+ v_+^2 \\
  v_+(\rho_1 \alpha - \rho_+ v_+ + 1) &= \rho_1 \delta - \rho_+ v_+^2 \\
  v_+(\rho_1 \beta - \rho_+ v_+ + 1) &= -\rho_1 \gamma - \rho_+ v_+^2 + p(\rho_1) - p(\rho_+) + \rho_1 C_1 \frac{1}{2};
  \end{align*}
  \]

- **Subsolution condition:**
  \[
  \alpha^2 + \beta^2 < C_1
  \]

- **Admissibility condition on the left interface:**
  \[
  v_-(\rho_- \varepsilon(\rho_-) - \rho_1 \varepsilon(\rho_1)) + v_-(\rho_- \frac{|v_-|^2}{2} - \rho_1 \frac{C_1}{2}) \\
  \leq [(\rho_- \varepsilon(\rho_-) + p(\rho_-)) v_-^2 - (\rho_1 \varepsilon(\rho_1) + p(\rho_1)) \beta] + \left(\rho_- v_-^2 - \rho_1 \beta \frac{C_1}{2}\right); \]

**Figure 2.** The fan partition in three regions.
Admissibility condition on the right interface:
\[ \nu_+(\rho_1\varepsilon(\rho_1) - \rho_+\varepsilon(\rho_+)) + \nu_+ \left( \frac{C_1 \rho_1}{2} - \frac{|v_+|^2}{2} \right) \]
\[ \leq \left[ (\rho_1\varepsilon(\rho_1) + p(\rho_1))\beta - (\rho_+\varepsilon(\rho_+) + p(\rho_+))v_+ \right] + \left( \frac{\rho_1\beta C_1}{2} - \rho_+v_+^2 \right) . \] (32)

Although there seems to be an abundance of constants satisfying the requirements of the proposition above, it has proved rather difficult to find an efficient way of finding them. A large portion of the paper [6] is spent to give two different methods to generate some constants fulfilling the inequalities and identities (23)-(32).

7. Specific solutions. The first of these methods makes the specific choice \( p(\rho) = \rho^2 \). It is with this specific pressure law that we reach Theorem 2.6 and hence our main result Theorem 1.1. More precisely we show that there are constants satisfying the requirements of Proposition 6.1 for which, in addition, the initial data (7) is generated by a compression wave. Such data are in fact easy to characterize, following classical computations.

Lemma 7.1. Let \( 0 < \rho_- < \rho_+ \), \( v_+ = (\frac{1}{\rho_+}, 0) \) and \( v_- = (\frac{1}{\rho_+}, 2\sqrt{2}(\sqrt{\rho_+} - \sqrt{\rho_-})) \). Then there is a pair \((\rho, v) \in W^{1,\infty}_{loc} \cap L^\infty([\mathbb{R}^2 \times ] - \infty, 0[, \mathbb{R}^+ \times \mathbb{R}^2])\) such that

(i) \( \rho_+ \geq \rho \geq \rho_- > 0 \);
(ii) The pair solves the hyperbolic system

\[
\begin{align*}
\partial_t \rho + \text{div}_x(\rho v) &= 0 \\
\partial_t (\rho v) + \text{div}_x (\rho v \otimes v) + \nabla_x [p(\rho)] &= 0 \\
\end{align*}
\] (33)

with \( p(\rho) = \rho^2 \) in the classical sense (pointwise a.e. and distributionally);
(iii) for \( t \uparrow 0 \) the pair \((\rho(\cdot, t), v(\cdot, t))\) converges pointwise a.e. to \((\rho^0, v^0)\) as in (7);
(iv) \((\rho(\cdot, t), v(\cdot, t)) \in W^{1,\infty}\) for every \( t < 0 \).

A clever choice of some of the constants combined with some careful algebraic computations show then the following

Lemma 7.2. Let \( p(\rho) = \rho^2 \). There exist \( \rho_+, v_+ \) satisfying the assumptions of Lemma 7.1 and \( \rho_1, C_1, v_1, u_1, \nu_+ \) satisfying the algebraic identities and inequalities (23)-(32).
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ABSTRACT. We discuss the role of relative entropies in the analysis of complete fluid systems. The relative entropy, or rather relative energy functional measures the “distance” between a weak solution of a given system of equations and any other trajectory ranging in the same function space. We introduce a relative entropy functional for the full Navier-Stokes-Fourier system based on the ballistic free energy and discuss possible applications in the mathematical analysis of singular limits.

1. Introduction. The method of relative entropies has been widely used in rather different areas of the modern theory of partial differential equations, see Bertelin and Vasseur [3], Carrillo [5], Dafermos [7], Saint-Raymond [31], among others.

To introduce the concept of relative entropy, we consider an abstract (infinite-dimensional) dynamical system generated by the solution operator of the evolutionary problem

$$\frac{d}{dt} U(t) = A(t, U(t)), \ t > 0, \ U(0) = U_0,$$

where $A$ is a (non-linear) generator. We suppose that the problem (1) admits a (not necessarily) unique solution $U$ ranging in a Banach space $X$. Here, we suppose that $U$ is a kind of generalized (weak) solution and the space $X$ chosen as large as possible. In the applications studied in the present paper, the system (1) will be a system of partial differential equations governing the time evolution of a fluid, while $U$ is its distributional solution. Besides, we introduce a target space for regular (smooth) solutions $Y \subset X$.

We say that a functional

$$\mathcal{E} (U | V) : X \times Y, \ Y \subset X \to R$$

is a relative entropy for the problem (1) if $\mathcal{E}$ enjoys the following properties:

---
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• Distance property. We have \( \mathcal{E}(U|V) \geq 0 \) and
\[
\mathcal{E}(U|V) = 0 \text{ only if } U \equiv V.
\]

• Lyapunov functional. Let \( V \) be an equilibrium solution of the system (1), meaning
\[
\mathcal{A}(t, V) = 0 \text{ for all } t.
\]
Then \( V \in Y \) and
\[
\frac{d}{dt}\mathcal{E}(U(t)|V) \leq 0
\]
for any (weak) solution \( U \) of (1).

• Gronwall inequality. Let \( U \) be a (weak) solution of the system (1) ranging in the space \( X \) and \( V \) a more regular (strong) solution of the same problem ranging in the space \( Y \). Then
\[
\mathcal{E}


\left(U(\tau)|V(\tau)\right) \leq \mathcal{E}


\left(U(0)|V(0)\right) + c \int_{0}^{\tau} \mathcal{E}


\left(U(t)|V(t)\right) \, dt \text{ for a.a. } \tau \geq 0.
\]

Possessing a relative entropy provides a valuable piece of information concerning a given system of equations, in particular in the case when the latter is known to admit only global-in-time weak solutions - the situation typical for the Navier-Stokes system and related problems posed in the natural 3D-topology, see Fefferman [13]. With a relative entropy at hand, it is possible to introduce the concept of dissipative solution and show the principle of weak-strong uniqueness. Specifically, the weak (dissipative) and strong solution coincide as long as the latter exists, meaning, the strong solutions are unique in the class of weak solutions - this is a direct consequence of (4). Another application of the relative entropy discussed in the present paper is the rigorous justification of several singular limits in fluid mechanics, in particular in the cases where viscosity becomes negligible.

The paper is organized as follows. In the first part, consisting in Sections 2 - 4 we introduce the concept of relative entropy and dissipative solutions to the Navier-Stokes-Fourier system describing the motion of a general compressible, viscous, and heat conducting fluid and compare it to the quantity introduced by Dafermos [7] in the context of hyperbolic conservation laws. Section 5 is devoted to the analysis of singular limits of the scaled problem by means of the method of relative entropies, in particular, the case of the inviscid incompressible limit. We present frequency localized Strichartz estimates for the acoustic equation and extend the result of [16] to more general physical domains.

2. Thermostatics, relative entropies. To begin, we review some basic concepts of continuum fluid mechanics. We suppose that the state of a fluid in thermodynamic equilibrium is fully determined by its mass density \( \varrho \) and the absolute temperature \( \vartheta \). Alternatively, we may also replace \( \varrho \) by the specific volume \( V = 1/\varrho \) and \( \vartheta \) by the internal energy \( e \). The internal energy \( e \), the pressure \( p \), and the entropy \( s \) satisfy Gibbs’ equation:
\[
\vartheta Ds = De + pDV, \quad V = \frac{1}{\varrho}.
\]
In this section, we discuss relative entropies \( \eta(\varrho, \vartheta|\tilde{\varrho}, \tilde{\vartheta}) \) relating the thermostatic variables \( \varrho, \vartheta \) to some reference values \( \tilde{\varrho}, \tilde{\vartheta} \).
2.1. Thermodynamic stability. The concept of relative entropy in hyperbolic systems of conservation laws was proposed by Dafermos [7] in order to study the stability issues. Following [7], we consider first the standard entropy $s = s(V, e)$ expressed as a function of the specific volume $V$ and the internal energy $e$. Furthermore, we impose the hypothesis of thermodynamic stability:

$$\frac{\partial p(\varrho, \vartheta)}{\partial \vartheta} > 0, \quad \frac{\partial e(\varrho, \vartheta)}{\partial \vartheta} > 0,$$

(6)

where the former condition expresses positive compressibility of the fluid, while the latter enforces positivity of the specific heat at constant volume. Both conditions are rather natural and form one of the main building blocks of the theory developed below.

Expressing the thermodynamic functions $p, s$, as well as the absolute temperature $\tilde{\vartheta}$ in terms of $\varrho, e$ we deduce from (5), (6) that the mapping

$$(V, e) \mapsto -s(V, e)$$

cf. Bechtel, Rooney, and Forest [2]. Consequently, a natural candidate for the relative entropy evaluated in terms of the thermostatic variables $V, e$ is the quantity $\eta$,

$$\eta \left( V, e \big| \tilde{V}, \tilde{e} \right) = - \left( s(V, e) - \vartheta e \right) (\tilde{V} - V) - \partial_e s(\tilde{V}, \tilde{e})(e - \tilde{e}) - s(\tilde{V}, \tilde{e}).$$

Going back to the independent variables $\varrho, \vartheta$ and using Gibbs' relation (5) we obtain

$$\eta \left( \varrho, \vartheta \big| \tilde{\varrho}, \tilde{\vartheta} \right) = - \left( s(\varrho, \vartheta) - \frac{\partial}{\partial \vartheta} \frac{\vartheta}{\varrho} \left( \frac{1}{\varrho} - \frac{1}{\tilde{\varrho}} \right) - \frac{\vartheta}{\varrho} \left( e(\varrho, \vartheta) - e(\tilde{\varrho}, \tilde{\vartheta}) \right) - s(\tilde{\varrho}, \tilde{\vartheta}) \right),$$

which may be viewed as a “specific” relative entropy related to unit mass. For applications to conservation laws, it is more convenient to replace $\eta \approx \varrho \eta$, specifically we take

$$\eta \left( \varrho, \vartheta \big| \tilde{\varrho}, \tilde{\vartheta} \right) = - \varrho \left( s(\varrho, \vartheta) - \frac{\partial}{\partial \vartheta} \frac{\vartheta}{\varrho} \left( \frac{1}{\varrho} - \frac{1}{\tilde{\varrho}} \right) - \frac{\vartheta}{\varrho} \left( e(\varrho, \vartheta) - e(\tilde{\varrho}, \tilde{\vartheta}) \right) - s(\tilde{\varrho}, \tilde{\vartheta}) \right).$$

(7)

2.2. Ballistic free energy. In applications to dissipative equations like the Navier-Stokes system, we further modify the functional $\eta$ by introducing:

$$\xi \left( \varrho, \vartheta \big| \tilde{\varrho}, \tilde{\vartheta} \right) = \tilde{\vartheta} \eta \left( \varrho, \vartheta \big| \tilde{\varrho}, \tilde{\vartheta} \right)$$

$$= \left( \varrho e(\varrho, \vartheta) - \tilde{\vartheta} s(\varrho, \vartheta) \right) - \left( \tilde{\vartheta} e(\tilde{\varrho}, \tilde{\vartheta}) - \tilde{\vartheta} s(\tilde{\varrho}, \tilde{\vartheta}) \right)$$

$$+ \left[ \frac{\partial}{\partial \vartheta} \frac{\vartheta}{\varrho} e(\varrho, \vartheta) - \frac{\partial}{\partial \vartheta} s(\varrho, \vartheta) \right] (\varrho - \tilde{\varrho}).$$

Consequently, using once more Gibbs' relation (5) we arrive at

$$\xi \left( \varrho, \vartheta \big| \tilde{\varrho}, \tilde{\vartheta} \right) = H_{\varrho}(\varrho, \vartheta) - \frac{\partial H_{\varrho}(\tilde{\varrho}, \tilde{\vartheta})}{\partial \varrho} (\varrho - \tilde{\varrho}) - H_{\varrho}(\tilde{\varrho}, \tilde{\vartheta}),$$

(8)

where we have introduced another thermodynamic potential called ballistic free energy (cf. Ericksen [11]),

$$H_{\varrho}(\varrho, \vartheta) = \varrho \left( e(\varrho, \vartheta) - \overline{s}(\varrho, \vartheta) \right),$$
see [17]. Note that $\xi$ has the physical dimension of energy rather than entropy.

3. **Fluids in motion.** Up to now, we have considered fluids in thermodynamic equilibrium characterized by the thermostatic variables $\varrho$, $\vartheta$. Now, we suppose that the fluid moves with a macroscopic velocity $u = u(t, x)$, which is a function of the time $t$ and the spatial position $x$. In accordance with the commonly accepted principles of continuum thermodynamics, we assume that the state of the fluid at each instant $t$ is still described by the density $\varrho = \varrho(t, x)$ and the absolute temperature $\vartheta = \vartheta(t, x)$. Thus the trio $[\varrho, \vartheta, u]$ provides a full description of the fluid at any time and any spatial position of a given physical domain $\Omega \subset \mathbb{R}^3$.

3.1. **Navier-Stokes-Fourier system.** Given the initial state of the fluid

$$\varrho(0, \cdot) = \varrho_0, \quad u(0, \cdot) = u_0, \quad \vartheta(0, \cdot) = \vartheta_0,$$

the time evolution of the state variables is described by means of the following Navier-Stokes-Fourier system that expresses the fundamental physical principles:

**Mass conservation**

$$\partial_t \varrho + \text{div}_x (\varrho u) = 0;$$

**Momentum balance**

$$\partial_t (\varrho u) + \text{div}_x (\varrho u \otimes u) + \nabla_x p(\varrho, \vartheta) = \text{div}_x S(\vartheta, \nabla_x u) + \varrho f;$$

**Energy balance**

$$\partial_t \left( \frac{1}{2} \varrho |u|^2 + \varrho e(\varrho, \vartheta) \right) + \text{div}_x \left[ \left( \frac{1}{2} \varrho |u|^2 + \varrho e(\varrho, \vartheta) \right) u + p(\varrho, \vartheta) u - S(\vartheta, \nabla_x u) \cdot u \right]$$

$$+ \text{div}_x q(\vartheta, \nabla_x \vartheta) = \varrho f \cdot u;$$

where $f$ is an external force, $S(\vartheta, \nabla_x u)$ is the viscous stress tensor here determined by

**Newton’s law**

$$S(\vartheta, \nabla_x u) = \mu(\vartheta) \left( \nabla_x u + \nabla_x^t u - \frac{2}{3} \text{div}_x u I \right) + \eta(\vartheta) \text{div}_x u I;$$

and $q(\vartheta, \nabla_x \vartheta)$ is the heat flux given by

**Fourier’s law**

$$q(\vartheta, \nabla_x \vartheta) = -\kappa(\vartheta) \nabla_x \vartheta.$$

3.2. **Physical domains, boundary conditions.** In the case $\partial \Omega \neq \emptyset$, relevant boundary conditions must be prescribed. We focus on the domains with impermeable boundaries, both mechanically and thermally. Accordingly, we impose the boundary conditions

$$u \cdot n|_{\partial \Omega} = 0$$

and

$$q(\vartheta, \nabla_x \vartheta) \cdot n|_{\partial \Omega} = 0.$$

In addition to (15), we suppose that the behavior of the fluid in the tangential direction to $\partial \Omega$ obeys
RELATIVE ENTROPIES AND SINGULAR LIMITS

Navier’s slip boundary condition

\[ S(\vartheta, \nabla_x u) \cdot n_{\text{tan}} + \beta|u|_{\text{tan}}|\partial \Omega = 0, \tag{17} \]

where \( \beta \in [0, \infty] \) plays the role of a friction coefficient. We focus on the two extremal situations where either \( \beta = 0 \) and (17) reduces to the complete slip boundary condition

\[ |S(\vartheta, \nabla_x u) \times n|_{\partial \Omega} = 0, \tag{18} \]

or \( \beta = \infty \), for which (15), (17) give rise to the very common no slip condition

\[ u|_{\partial \Omega} = 0. \tag{19} \]

The boundary conditions (15), (16), supplemented with either (18) or (19), are conservative and give rise, by integrating (12), to

**TOTAL ENERGY BALANCE**

\[ \frac{d}{dt} \int_{\Omega} \left( \frac{1}{2} \rho |u|^2 + \rho e(\rho, \vartheta) \right) dx = \int_{\Omega} \rho f \cdot u \ dx \tag{20} \]

at least if \( \Omega \subset \mathbb{R}^3 \) is a bounded domain.

If \( \Omega \subset \mathbb{R}^3 \) is unbounded, the far-field behavior of the state variables must be prescribed, for instance,

\[ \rho \to \rho_\infty, \ \vartheta \to \vartheta_\infty, \ u \to u_\infty \text{ as } |x| \to \infty, \tag{21} \]

and the total energy balance (20) must be modified accordingly.

### 3.3. Equivalent formulation of the energy balance.

The energy balance equation (12) is very often replaced by another balance law that is equivalent to (12) at least in the framework of classical solutions to the Navier-Stokes-Fourier system.

#### 3.3.1. Thermal energy.

Introducing the specific heat at constant volume (cf. (6))

\[ c_V(\rho, \vartheta) = \frac{\partial e(\rho, \vartheta)}{\partial \vartheta} \]

we may rewrite (12) in the form of

**THERMAL ENERGY EQUATION**

\[ \rho c_V(\rho, \vartheta) \left( \partial_t \vartheta + u \cdot \nabla_x \vartheta \right) - \text{div}_x \left( \kappa(\vartheta) \nabla_x \vartheta \right) = S(\vartheta, \nabla_x u) : \nabla_x u - \vartheta \frac{\partial p(\rho, \vartheta)}{\partial \vartheta} \text{div}_x u, \tag{22} \]

where, of course, we have exploited several identities resulting from the remaining equations in the Navier-Stokes-Fourier system.

The formulation of the Navier-Stokes-Fourier system by means of the equations (10), (11), and (22) is frequently used in the literature, in particular, the nowadays standard existence theory in the framework of classical solutions developed by Matsumura and Nishida [28], [29], Tani [35], Valli [36], [37], Valli and Zajackowski [38] uses this setting.
Entropy equation and the Second law of thermodynamics. Unlike (12), the thermal energy equation (22) is not in a divergence form that is more convenient for the weak formulation, where the differential operators are typically transferred on suitable smooth test functions. To this end, it seems more convenient to use

**ENTROPY PRODUCTION EQUATION**

\[
\partial_t (\varrho s(\varrho, \vartheta)) + \text{div}_x (\varrho s(\varrho, \vartheta) \mathbf{u}) + \text{div}_x \left( \frac{\mathbf{q}(\vartheta, \nabla_x \vartheta) \cdot \nabla_x \vartheta}{\vartheta} \right) = \sigma,
\]

with the *entropy production rate*

\[
\sigma = \frac{1}{\vartheta} \left( S(\vartheta, \nabla_x \mathbf{u}) : \nabla_x \mathbf{u} - \frac{\mathbf{q}(\vartheta, \nabla_x \vartheta) \cdot \nabla_x \vartheta}{\vartheta} \right),
\]

which can be obtained dividing (22) on \( \vartheta \) and using the continuity equation.

In accordance with the Second law of thermodynamics, the entropy production rate \( \sigma \) must be non-negative. On the other hand, it is difficult to establish (24) in the framework of weak solutions to the Navier-Stokes-Fourier system. The problem seems to be of the same origin as its counterpart in the theory of incompressible fluid flows discussed by Duchon and Robert [9], Eyink [12], Nagasawa [30], Shvydkoy [32], or, in the context of inviscid incompressible fluids by DeLellis and Szkelyhidi [8]. In other words, the weak solutions may, hypothetically, dissipate more kinetic energy than expressed by the quantity on the right-hand side of (24), specifically

\[
\sigma \geq \frac{1}{\vartheta} \left( S(\vartheta, \nabla_x \mathbf{u}) : \nabla_x \mathbf{u} - \frac{\mathbf{q}(\vartheta, \nabla_x \vartheta) \cdot \nabla_x \vartheta}{\vartheta} \right).
\]

On the other hand, under the conservative boundary conditions specified in Section 3.2, the balance of the total energy (20) remains valid. Consequently, we may use the equations (10), (11), together with the entropy production equation (23), where \( \sigma \) satisfies (25), and the total energy balance (20) as a new formulation of the Navier-Stokes-Fourier system. It can be shown (see [15, Chapter 2]) that this new formulation is perfectly equivalent to the original system of equations, in particular the entropy production rate is given by (24), as soon as the state variables \( \varrho, \vartheta, \mathbf{u} \) are smooth. As we will see below, the new formulation can be suitably adapted in the context of weak (distributional) solutions to obtain a mathematically tractable object.

4. Weak and dissipative solutions. In accordance with the previous discussion, one of possible weak formulations of the Navier-Stokes-Fourier system consists of the equation of continuity (10), the momentum equation (11), together with entropy production inequality (23), (25), supplemented with the total energy balance (20), where the derivatives as well as the boundary conditions are satisfied in the sense of distributions and their traces, see [15, Chapter 3] for details. Here, we introduce even more general class of the so-called dissipative solutions characterized by the satisfaction of the relative entropy inequality specified below.

4.1. Relative entropy. Motivated by the discussion in Section 2.2, specifically by formula (8), we introduce a relative entropy

\[
\mathcal{E} \left( \varrho, \vartheta, \mathbf{u} \mid r, \Theta, \mathbf{U} \right)
\]

\[
= \int \Omega \left[ \frac{1}{2} \varrho |\mathbf{u} - \mathbf{U}|^2 + H_\Theta(\varrho, \vartheta) - \frac{\partial H_\Theta(r, \Theta)}{\partial r} (\varrho - r) - H_\Theta(r, \Theta) \right] \, dx.
\]
If $[\rho, \psi, u]$ is a smooth solution of the Navier-Stokes-Fourier system, supplemented with the no-slip condition (19) or the complete slip condition (15), (18), and if $[r, \Theta, U]$ is an arbitrary trio of smooth test functions satisfying

$$r > 0, \Theta > 0, \text{ and } U|_{\partial\Omega} = 0 \text{ or } U \cdot n|_{\partial\Omega} = 0,$$

then it is a routine matter to check that the following relative entropy inequality holds:

$$E(\rho, \psi, u | r, \Theta, U) \Big|_{t=\tau} = E_0(\rho, \psi, u | r, \Theta, U) + \int_0^\tau \int_{\Omega} \left( S(\psi, \nabla_x U) : \nabla_x u - \frac{q(\psi, \nabla_x \psi)}{\psi} \cdot \nabla_x \psi \right) dx dt$$

$$\leq \int_0^\tau \int_{\Omega} \left( \rho \left( \rho U - u \right) \cdot \partial_\tau U + \rho \rho U \otimes u : \nabla_x U - p(\rho, \psi) \text{div}_x U \right) dx dt$$

$$+ \int_0^\tau \int_{\Omega} \left( S(\psi, \nabla_x u) : \nabla_x U + \rho f \cdot (u - U) \right) dx dt$$

$$- \int_0^\tau \int_{\Omega} \left( \rho \left( s(\rho, \psi) - s(r, \Theta) \right) \partial_\tau \Theta + \rho \left( s(\rho, \psi) - s(r, \Theta) \right) u \cdot \nabla_x \Theta \right) dx dt$$

$$+ \int_0^\tau \int_{\Omega} \left( q(\psi, \nabla_x \psi) \right) \cdot \nabla_x \Theta dx dt$$

$$+ \int_0^\tau \int_{\Omega} \left( \left( 1 - \frac{q}{r} \right) \partial_\tau p(r, \Theta) - \frac{q}{r} u \cdot \nabla_x p(r, \Theta) \right) dx dt$$

for a.a. $\tau \in [0, T]$.

Now, the crucial observation exploited in [17] is that the relative entropy inequality (28) remains valid also for any weak solution $[\rho, \psi, U]$ as long as the test functions $[r, \Theta, U]$ are sufficiently smooth and satisfy the compatibility condition (27).

4.2. **Dissipative solutions.** Following the idea of DiPerna and Lions [25] we say that $[\rho, \psi, u]$ is a dissipative solution of the Navier-Stokes-Fourier system if

$$\rho \in L^\infty(0, T; L^p(\Omega)) \text{ for a certain } p > 1, \rho \geq 0 \text{ a.a. in } (0, T) \times \Omega,$$

$$\psi \in L^\infty(0, T; L^p(\Omega) \cap L^r(0, T; W^{1,r}(\Omega))) \text{ for certain } q, r > 1, \psi > 0 \text{ a.a. in } (0, T) \times \Omega,$$

$$u \in L^s(0, T; W^{1,s}(\Omega; R^3)) \text{ for a certain } s > 1, u|_{\partial\Omega} = 0 \text{ or } u \cdot n|_{\partial\Omega} = 0,$$

and the relative entropy inequality (28) holds for any trio of smooth test functions $[r, \Theta, U]$ satisfying (27). Of course, the exponents $p$, $q$, $r$, and $s$ are not arbitrary and must be adjusted so that all integrals appearing in (28) make sense. This issue will be discussed in detail in the following part of the paper.

4.3. **Existence theory.** The main advantage of the weak formulation of the Navier-Stokes-Fourier system based on the entropy production balance discussed in Section 3.3.2 is that the resulting problem is mathematically tractable, specifically, we can establish an existence theory of global-in-time solutions in the spirit of Leray’s seminal paper [24].
4.3.1. Hypotheses. In order to present the main existence result in the framework of weak solutions, the class of thermodynamic functions $p$, $e$, and $s$ as well as the transport coefficients $\mu$, $\eta$, and $\kappa$ must be restricted.

To begin, we assume that the pressure $p$ obeys a state equation in the form

$$p(\varrho, \vartheta) = \vartheta^{5/2} P\left(\frac{\varrho}{\vartheta^{3/2}}\right) + \frac{a}{3} \varrho^4, \quad a > 0,$$

with $P \in C^1[0, \infty)$. The first expression on the right-hand side is a general pressure of a monoatomic gas, while the second one accounts for the effect of radiation, see Eliezer, Ghatak, and Hora [10]. The reader may consult [15, Chapter 1] for details concerning the physical background of (29) as well as the other hypotheses introduced below.

The specific internal energy will be taken in the form

$$e(\varrho, \vartheta) = 3 \frac{\vartheta^{5/2}}{2} P\left(\frac{\varrho}{\vartheta^{3/2}}\right) + \frac{a}{3} \varrho^4,$$

and

$$s(\varrho, \vartheta) = S\left(\frac{\varrho}{\vartheta^{3/2}}\right) + \frac{4a}{3} \varrho \vartheta^4,$$

where

$$S'(Z) = -\frac{3}{2} \frac{\frac{5}{3} P(Z) - P'(Z)Z}{Z^2}.$$

In accordance with the hypothesis of thermodynamic stability, we further suppose that

$$P'(Z) > 0 \text{ for any } Z \geq 0, \quad \frac{\frac{5}{3} P(Z) - P'(Z)Z}{Z} > 0 \text{ for any } Z > 0,$$

and

$$\lim_{Z \to \infty} \frac{P(Z)}{Z^{5/3}} = p_\infty > 0.$$

Finally, we impose technical but physically grounded hypotheses (cf. [15, Chapter 1])

$$P(0) = 0, \quad \frac{\frac{5}{3} P(Z) - P'(Z)Z}{Z} < c \text{ for all } Z > 0.$$

The transport coefficients $\mu$, $\eta$, and $\kappa$ are continuously differentiable for $\vartheta \in [0, \infty)$ satisfying

$$\mu(1 + \vartheta^3) \leq \mu(\vartheta) \leq \bar{\mu}(1 + \vartheta^3), \quad |\mu'(\vartheta)| < c \text{ for all } \vartheta \in [0, \infty) \text{ for some } \frac{2}{5} < \Lambda \leq 1,$$

$$0 \leq \eta(\vartheta) \leq \bar{\eta}(1 + \vartheta^3) \text{ for all } \vartheta \in [0, \infty),$$

$$\kappa(1 + \vartheta^3) \leq \kappa(\vartheta) \leq \bar{\kappa}(1 + \vartheta^3) \text{ for all } \vartheta \in [0, \infty).$$

4.3.2. Global-in-time existence. Having specified the basic hypotheses, we are ready to state the following global-in-time existence result for the Navier-Stokes-Fourier system in the framework of weak solutions, see [15, Theorem 3.1].

**Theorem 4.1.** Let $\Omega \subset \mathbb{R}^3$ be a bounded domain of class $C^{2+\nu}$, $\nu > 0$. Assume that the initial data satisfy

$$\varrho_0 \in L^\infty(\Omega), \quad \vartheta_0 \in L^\infty(\Omega), \quad (\rho \mathbf{u})_0 \in L^\infty(\Omega; \mathbb{R}^3), \quad \varrho_0 > 0, \quad \vartheta_0 > 0 \text{ a.a. in } \Omega,$$

and let $\mathbf{f} \in L^\infty((0, T) \times \Omega; \mathbb{R}^3)$ be given. Let the functions $p$, $e$, $s$ and the transport coefficients $\mu$, $\eta$, and $\kappa$ satisfy the hypotheses (29 - 38).
Then the Navier-Stokes-Fourier system admits a weak solution \([\varrho, \vartheta, u]\) in the set \((0, T) \times \Omega\) for any \(T > 0\).

4.3.3. Weak-strong uniqueness and regularity criterion. As observed in [17], any weak solution satisfies the relative entropy inequality (28). This fact can be used for deriving a version of the Gronwall inequality (4), in particular, the weak and strong solutions emanating from the same initial data coincide as long as the latter exists. This is the weak-strong uniqueness property shown in [17, Theorem 2.1]:

**Theorem 4.2.** In addition to the hypotheses of Theorem 4.1 suppose that the initial data belong to the class:

\[
\varrho_0, \vartheta_0 \in W^{3,2}(\Omega), \; u_0 \in W^{3,2}(\Omega; R^3). \tag{39}
\]

Let \([\varrho, \vartheta, u]\) be the weak solution of the Navier-Stokes-Fourier system, the existence of which is guaranteed by Theorem 4.1, and let \([\tilde{\varrho}, \tilde{\vartheta}, \tilde{u}]\) be a strong solution of the same problem belonging to the class

\[
\tilde{\varrho}, \tilde{\vartheta} \in C([0, T]; W^{3,2}(\Omega)), \; \tilde{u} \in C([0, T]; W^{3,2}(\Omega; R^3)),
\]

\[
\tilde{\varrho}, \tilde{\vartheta} \in L^2(0, T; W^{4,2}(\Omega)), \; \partial_t \tilde{\varrho}, \partial_t \tilde{\vartheta} \in L^2(0, T; W^{2,2}(\Omega)),
\]

\[
\tilde{u} \in L^2(0, T; W^{4,2}(\Omega; R^3)), \; \partial_t \tilde{u} \in L^2(0, T; W^{2,2}(\Omega; R^3)),
\]

and emanating from the same initial data.

Then \(\varrho = \tilde{\varrho}, \vartheta = \tilde{\vartheta}, \text{ and } u = \tilde{u}\) in \([0, T]\).

Note that local-in-time strong solutions in the afore-mentioned class were constructed by Valli [36], [37], Valli and Zajackowski [38]. Since the proof uses only the relative entropy inequality, the same result is valid in the class of dissipative solutions.

Finally, we report a conditional regularity result in the spirit of Beale, Kato, and Majda [1], see [18, Theorem 2.1]:

**Theorem 4.3.** In addition to the hypotheses of Theorem 4.1 suppose that the initial data belong to the regularity class (39) and satisfy the compatibility conditions:

\[
\nabla_x \vartheta_0 \cdot u_0 |_{\partial \Omega} = 0, \; \nabla_x p(\varrho_0, \vartheta_0)|_{\partial \Omega} = \text{div} \cdot S(\vartheta_0, \nabla_x u_0) + \varrho_0 f |_{\partial \Omega}. \tag{40}
\]

Let \([\varrho, \vartheta, u]\) be a weak (dissipative) solution of the Navier-Stokes-Fourier system satisfying

\[
\text{ess sup}_{(t,x) \in (0,T) \times \Omega} |\nabla_x u(t,x)| < \infty.
\]

Then \([\varrho, \vartheta, u]\) is a classical solution in the open space-time cylinder \((0, T) \times \Omega\).

The reader will have noticed that the compatibility conditions (40) reflex the no-slip boundary condition for the velocity. The same result, with an obvious modification, applies to a general Navier slip boundary condition.

5. Singular limits. Singular limits are closely related to scale analysis of differential equations - an efficient tool used both theoretically and in numerical experiments to reduce the undesirable and mostly unnecessary complexity of the underlying physical system. The Navier-Stokes-Fourier system, in the entropy formulation, can be written in the dimensionless form:

\[
Sr \ T_0 \partial_t \varrho + \text{div} \left( \varrho u \right) = 0, \tag{41}
\]

\[
Sr \ T_0 \partial_t (\varrho u) + \text{div} \left( \varrho u \otimes u \right) + \frac{1}{Ma^2} \nabla_x p = \frac{1}{Re} \text{div} \cdot S(\vartheta, \nabla_x u) + \frac{1}{Fr^2} \varrho \nabla_x F, \tag{42}
\]
\[ \text{Sr} \ \partial_t (\rho s) + \text{div}_x (\rho s \mathbf{u}) + \frac{1}{\text{Pe}} \text{div}_x \left( \frac{\mathbf{q}(\vartheta, \nabla_x \vartheta)}{\vartheta} \right) = \sigma, \quad (43) \]

\[ \text{Sr} \ \frac{d}{dt} \Omega \left( \frac{\text{Ma}^2}{2} q|\mathbf{u}|^2 + \rho c - \frac{\text{Ma}^2}{\text{Fr}^2} q F \right) d\mathbf{x} = 0, \quad (44) \]

with the scaled entropy production rate
\[ \sigma \geq \frac{1}{\vartheta} \left( \frac{\text{Ma}^2}{\text{Re}} S : \nabla_x \mathbf{u} - \frac{1}{\text{Pe}} \frac{\mathbf{q} \cdot \nabla_x \vartheta}{\vartheta} \right), \quad (45) \]

where we have taken the potential driving force \( \mathbf{f} = \nabla_x F(x) \).

The dimensionless characteristic numbers appearing in the preceding system are defined as follows, see Klein et al. [23]:

<table>
<thead>
<tr>
<th>SYMBOL</th>
<th>DEFINITION</th>
<th>NAME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr</td>
<td>( L_{\text{ref}} / (T_{\text{ref}} U_{\text{ref}}) )</td>
<td>Strouhal number</td>
</tr>
<tr>
<td>Ma</td>
<td>( U_{\text{ref}} / \sqrt{\rho_{\text{ref}} / \vartheta_{\text{ref}}} )</td>
<td>Mach number</td>
</tr>
<tr>
<td>Re</td>
<td>( \rho_{\text{ref}} U_{\text{ref}} L_{\text{ref}} / \mu_{\text{ref}} )</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>Fr</td>
<td>( U_{\text{ref}} / \sqrt{\rho_{\text{ref}} f_{\text{ref}}} )</td>
<td>Froude number</td>
</tr>
<tr>
<td>Pe</td>
<td>( p_{\text{ref}} L_{\text{ref}} U_{\text{ref}} / (\vartheta_{\text{ref}} \kappa_{\text{ref}}) )</td>
<td>Péclet number</td>
</tr>
</tbody>
</table>

Here \( L_{\text{ref}} \) stands for the characteristic length, \( T_{\text{ref}} \) is the characteristic time, and \( U_{\text{ref}} \) is the characteristic velocity.

5.1. Inviscid incompressible limits. In many real world applications, in particular in meteorology, the fluid motion is rather slow, and, at the same time, the transport coefficients are small. This the situation corresponding to the choice:

\[ \text{Sr} = 1, \ \text{Ma} = \varepsilon, \ \text{Re} = \varepsilon^{-a}, \ \text{Pe} = \varepsilon^{-b}, \ a, b > 0, \]

where \( \varepsilon \rightarrow 0 \) is a small parameter. Moreover, for the sake of simplicity, we set \( F = 0 \).

The initial data are ill-prepared, specifically,

\[ \rho(0, \cdot) = \rho_{0,\varepsilon} = \bar{\vartheta} + \varepsilon \vartheta_{0,\varepsilon}^{(1)}, \ \vartheta(0, \cdot) = \vartheta_{0,\varepsilon} = \bar{\vartheta} + \varepsilon \vartheta_{0,\varepsilon}^{(1)}, \ \mathbf{u}(0, \cdot) = \mathbf{u}_{0,\varepsilon}, \quad (46) \]

where \( \bar{\vartheta}, \ \bar{\vartheta} \) are positive constants, and the perturbations \( \vartheta_{0,\varepsilon}^{(1)}, \vartheta_{0,\varepsilon}^{(1)} \) are allowed to be large.

For \( [\rho_{\varepsilon}, \vartheta_{\varepsilon}, \mathbf{u}_{\varepsilon}] \) a family of solutions to the scaled Navier-Stokes-Fourier system, we may anticipate that

\[ \rho_{\varepsilon} \rightarrow \bar{\vartheta}, \ \vartheta_{\varepsilon} \rightarrow \bar{\vartheta}, \ \mathbf{u}_{\varepsilon} \rightarrow \mathbf{v}, \ \frac{\vartheta_{\varepsilon} - \bar{\vartheta}}{\varepsilon} \rightarrow T, \quad (47) \]

where the limit velocity \( \mathbf{v} \) and the temperature deviation \( T \) satisfy

\[ \text{div}_x \mathbf{v} = 0, \quad (48) \]
\[ \partial_t \mathbf{v} + \mathbf{v} \cdot \nabla_x \mathbf{v} + \nabla_x \Pi = 0, \quad (49) \]
\[ \partial_t T + \mathbf{v} \cdot \nabla_x T = 0, \quad (50) \]

cf. [16]. The system (48), (49) is nothing other than the incompressible Euler system known to possess a local in time strong solution for any regular initial data. The equation (50) represents pure transport of the temperature deviation.
5.2. Mathematical analysis. A rigorous justification of the limit (47), carried over in [16], is rather technical and demonstrates the strength of the method of relative entropies. Results of this type for a simpler compressible Navier-Stokes system (without temperature) were obtained by Masmoudi [26], [27].

The leading idea of the analysis is rather simple, namely, take the trio

\[ U = \nabla x \Phi_\varepsilon + \mathbf{v}, \ r = \varrho + \varepsilon R_\varepsilon, \ \Theta = \vartheta + \varepsilon T_\varepsilon \]

as test functions in the relative entropy inequality (28). The function \( \mathbf{v} \) is the solution of the Euler system (48), (49), while \( R_\varepsilon, T_\varepsilon, \) and \( \Phi_\varepsilon \) solve the acoustic-transport system:

\[ \varepsilon \partial_t (\alpha R_\varepsilon + \beta T_\varepsilon) + \omega \Delta \Phi_\varepsilon = 0, \quad (51) \]

\[ \varepsilon \partial_t \nabla x \Phi_\varepsilon + \nabla_x (\alpha R_\varepsilon + \beta T_\varepsilon) = 0, \quad (52) \]

\[ \partial_t (\delta T_\varepsilon - \beta R_\varepsilon) + \mathbf{U}_\varepsilon \cdot \nabla_x (\delta T_\varepsilon - \beta R_\varepsilon) + \delta T_\varepsilon - \beta R_\varepsilon \div_x \mathbf{U}_\varepsilon = 0, \quad (53) \]

with the constants

\[ \alpha = \frac{1}{\varrho} \frac{\partial p(\varrho, \vartheta)}{\partial \vartheta}, \ \beta = \frac{1}{\varrho} \frac{\partial p(\varrho, \vartheta)}{\partial \varrho}, \ \delta = \frac{\partial s(\varrho, \vartheta)}{\partial \varrho}, \ \omega = \varrho \left( \alpha + \frac{\beta^2}{\delta} \right). \]

For \( Z_\varepsilon = \alpha R_\varepsilon + \beta T_\varepsilon \), the system (51), (52) can be written in the form of the acoustic equation

\[ \varepsilon \partial_t Z_\varepsilon + \omega \Delta \Phi_\varepsilon = 0, \ \varepsilon \partial_t \Phi_\varepsilon + Z_\varepsilon = 0. \quad (54) \]

The system (54) governs the propagation of acoustic waves supposed to “disappear” in the incompressible limit. The principal idea of the analysis is therefore to show that

\[ \Phi_\varepsilon \to 0, \ Z_\varepsilon \to 0 \text{ in some sense,} \quad (55) \]

and to recover the limit equation (50) from (53). In order to show (55), we use the dispersive (Strichartz type) estimates discussed in the next section.

5.3. Propagation of acoustic waves. We consider a fluid flow confined to a general (unbounded) domain \( \Omega \subset \mathbb{R}^3 \), where the velocity \( \mathbf{u}_\varepsilon \) satisfies the complete slip boundary conditions (15), (18). Accordingly, the acoustic potential \( \Phi_\varepsilon \) appearing in (54) satisfies the homogeneous Neumann boundary condition

\[ \nabla_x \Phi_\varepsilon \cdot \mathbf{n}|_{\partial \Omega} = 0. \quad (56) \]

Note that the complete slip boundary conditions are also necessary in order to avoid the up to now unsurmountable difficulties connected with the presence of a boundary layer in the inviscid limit, see e.g. Kato [21].

5.3.1. Frequency localized Strichartz estimates. A short inspection of the solution formula associated to the acoustic problem (55), (56) reveals that solutions may be expressed by means of the wave propagator

\[ h \mapsto \exp \left( \pm \frac{t}{\varepsilon} \sqrt{-\Delta_N} \right) [h], \]

where \( \Delta_N \) denotes the \( L^2 \)-realization of the Neumann Laplacean on \( \Omega \). Our goal will be to show

\[ \int_{-\infty}^{\infty} \| G(-\Delta_N) \exp \left( \pm \frac{1}{\sqrt{-\Delta_N}} t \right) [h] \|^p_{L^q(\Omega)} \leq c(G) \| h \|^p_{H^{1,2}(\Omega)}, \quad \frac{1}{2} = \frac{1}{p} + \frac{3}{q}, \quad q < \infty, \quad (57) \]
where $G \in C^{\infty}_c(0, \infty)$, and where $H^{1,2}$ denotes the homogeneous Sobolev space. The estimate (57) can be viewed as frequency localized Strichartz estimates, cf. [34]. They provide the necessary piece of information in order to show the (local) decay of acoustic waves claimed in (55), cf. [16]. In the remaining part of this section, we show (57) by means of the arguments of developed by Burq [4], Smith and Sogge [33]. To this end, we suppose that $\Omega = R^3 \setminus K$ is a regular exterior domain, $K$ a compact set in $R^3$.

5.3.2. Dispersive estimates for the free Laplacian. We recall the standard Strichartz estimates for the free Laplacean $\Delta$ in $R^3$,

$$\int_{-\infty}^{\infty} \left\| \exp \left( \pm i \sqrt{-\Delta} t \right) [h] \right\|^p_{L^q(R^3)} \ dt \leq \| h \|_{H^{1,2}(R^3)}^p, \quad \frac{1}{2} = \frac{1}{p} + \frac{3}{q}, \quad q < \infty, \quad (58)$$

see Keel and Tao [22], Strichartz [34].

In addition, the free Laplacean satisfies the local energy decay in the form

$$\int_{-\infty}^{\infty} \| \varphi \exp \left( \pm i \sqrt{-\Delta} t \right) [h] \|^2_{H^{\alpha,2}(R^3)} \ dt \leq c(\varphi) \| h \|^2_{H^{\alpha,2}(R^3)}, \quad \alpha \leq \frac{3}{2}, \quad (59)$$

see Smith and Sogge [33, Lemma 2.2].

5.3.3. Frequency localized estimates. To show (57), we decompose the function $U(t, \cdot) = G(-\Delta_N) \exp \left( \pm i \sqrt{-\Delta_N} t \right) [h] = \exp \left( \pm i \sqrt{-\Delta_N} t \right) G(-\Delta_N) [h]$ as

$$U = v + w, \quad v = \chi U, \quad w = (1 - \chi) U,$$

where

$$\chi \in C^{\infty}_c(R^3), \quad 0 \leq \chi \leq 1, \quad \chi(x) = 1 \text{ for } |x| \leq R.$$ 

Here $R$ is chosen so large that the complement $K$ of $\Omega$ is contained in the ball of the radius $R$.

Thus we write

$$w = w^1 + w^2,$$

where $w^1$ solves the homogeneous wave equation

$$\partial^2_{t^2} w^1 - \Delta w^1 = 0 \text{ in } R^3,$$

supplemented with the initial conditions

$$w^1(0) = (1 - \chi) G(-\Delta_N) [h], \quad \partial_t w^1(0) = \pm i (1 - \chi) \sqrt{-\Delta_N} G(-\Delta_N) [h],$$

while

$$\partial^2_{t^2} w^2 - \Delta w^2 = F \text{ in } R^3,$$

$$w^2(0) = \partial_t w^2(0) = 0,$$

with

$$F = -\nabla_x \chi \nabla_x U - U \Delta \chi.$$

As a direct consequence of the standard Strichartz estimates (58), we obtain

$$\int_{-\infty}^{\infty} \| w^1 \|^p_{L^q(R^3)} \ dt \leq c(G) \| h \|^p_{H^{1,2}(R^3)}, \quad \frac{1}{2} = \frac{1}{p} + \frac{3}{q}, \quad q < \infty. \quad (60)$$

As the next step, we use Duhamel’s formula to deduce

$$w^2(\tau, \cdot) = \frac{1}{2 \sqrt{-\Delta}} \left[ \exp \left( i \sqrt{-\Delta} \tau \right) \int_0^\tau \exp \left( -i \sqrt{-\Delta} s \right) [\eta^2 F(s)] \ ds \right]$$
\[-\frac{1}{2\sqrt{-\Delta}} \left[ \exp \left( -i\sqrt{-\Delta} \tau \right) \int_0^\tau \exp \left( i\sqrt{-\Delta} s \right) [\eta^2 F(s)] \, ds \right], \]

with \( \eta \in C_c^\infty (R^3), \ 0 \leq \eta \leq 1, \ \eta = 1 \) on supp[\( F \)].

Now, similarly to Burq [4], we use the following result of Christ and Kiselev [6]:

**Lemma 5.1.** Let \( X \) and \( Y \) be Banach spaces and assume that \( K(t, s) \) is a continuous function taking its values in the space of bounded linear operators from \( X \) to \( Y \). Set

\[ T[f](t) = \int_a^b K(t, s)f(s) \, ds, \quad W[f](t) = \int_a^t K(t, s)f(s) \, ds, \]

where \( 0 \leq a \leq b \leq \infty \).

Suppose that

\[ ||T[f]||_L^p(a, b; Y) \leq c_1 ||f||_L^r(a, b; X) \]

for certain \( 1 \leq r < p \leq \infty \).

Then

\[ ||W[f]||_L^p(a, b; Y) \leq c_2 ||f||_L^r(a, b; X), \]

where \( c_2 \) depends only on \( c_1, p, \) and \( r \).

We apply Lemma 5.1 to

\[ X = L^2(R^3), \ Y = L^q(R^3), \ q < \infty, \ \frac{1}{2} = \frac{1}{p} + \frac{3}{q}, \ r = 2, \]

and

\[ f = F, \ K(t, s)[F] = \frac{1}{\sqrt{-\Delta}} \exp \left( \pm i\sqrt{-\Delta} (t - s) \right) [\eta^2 F]. \]

Writing

\[ \int_0^\infty K(t, s)F(s) \, ds = \exp \left( \pm i\sqrt{-\Delta} t \right) \frac{1}{\sqrt{-\Delta}} \int_0^\infty \exp \left( \mp i\sqrt{-\Delta} s \right) [\chi^2 F(s)] \, ds, \]

we have to show, in accordance with the Strichartz estimates (58), that

\[ \left\| \int_0^\infty \exp \left( \pm i\sqrt{-\Delta s} \right) [\eta^2 F(s)] \, ds \right\|_{L^2(R^3)} \leq c ||F||_{L^2(0, \infty; L^2(R^3))}. \]  

(61)

On the other hand, however,

\[ \left\| \int_0^\infty \exp \left( \pm i\sqrt{-\Delta s} \right) [\chi^2 F(s)] \, ds \right\|_{L^2(R^3)} \]

\[ = \sup_{||v||_{L^2(R^3)} \leq 1} \int_0^\infty \left\langle \exp \left( \pm i\sqrt{-\Delta s} \right) [\chi^2 F(s)]; v \right\rangle \, ds \]

\[ = \sup_{||v||_{L^2(R^3)} \leq 1} \int_0^\infty \left\langle \chi F(s); \chi \exp \left( -i\sqrt{-\Delta s} \right) [v] \right\rangle \, ds; \]

whence the desired conclusion (61) follows from the local energy decay estimates (59). As the norm of \( F \) is bounded, we may infer that

\[ \int_{-\infty}^{\infty} \left\| w^2 \right\|^p_{L^1(R^3)} \, dt \leq c(G) \left\| h \right\|^p_{H^{1, 2}(R^3)}, \ \frac{1}{2} = \frac{1}{p} + \frac{3}{q}, \ q < \infty. \]  

(62)
Finally, since \( v = \chi U \) is compactly supported, we deduce form the standard elliptic regularity for \(-\Delta_N\) that
\[
\int_0^\infty \| v \|_{L^q(\Omega)}^2 \, dt \leq c(G) \| h \|_{H^{1,2}(\Omega)}^2;
\]
while, by virtue of the standard energy estimates,
\[
\sup_{t > 0} \| v(t, \cdot) \|_{L^q(\Omega)} \leq c(G) \| h \|_{H^{1,2}(\Omega)},
\]
where \( q < \infty \) is the same as in (58). Interpolating (63), (64), we get the desired conclusion (57).

To conclude this section, we note that similar estimates on exterior domain can be obtained by the method of Isozaki [19]. On the other hand, the present method seems more versatile and applicable to a larger class of unbounded domains, for instance to a perturbed half-space or wave operators with non-constant coefficients arising in the stratified limits, cf. [14].

5.4. Singular limit - main result. In order to formulate our main result, several remarks are in order. In agreement with the previous section, we consider the fluid confined to an unbounded domain \( \Omega \subset \mathbb{R}^3 \) with a compact and regular boundary \( \partial \Omega \), on which the velocity field \( u_\varepsilon \) satisfies the complete slip boundary conditions (15), (18). Moreover, the initial data are taken in the form (46), where
\[
\| \rho_{\varepsilon}^{(1)} \|_{L^\infty(\Omega)}, \| \vartheta_{\varepsilon}^{(1)} \|_{L^\infty(\Omega)}, \| u_{\varepsilon}^{(1)} \|_{L^\infty(\Omega)} \leq c,
\]
and
\[
u_0, \varepsilon \rightarrow \nu_0 \text{ in } L^2(\Omega; \mathbb{R}^3).
\]
Since the spatial domain is unbounded, the far field conditions must be prescribed. In agreement with (65), (66), we take
\[
\varrho_\varepsilon \rightarrow \varrho, \vartheta_\varepsilon \rightarrow \vartheta, u_\varepsilon \rightarrow 0 \text{ as } |x| \rightarrow \infty.
\]
Accordingly, the natural function spaces the solution is sought in read
\[
\begin{align*}
\partial_\varepsilon - \varrho & \in L^\infty(0, T; L^{5/3} + L^2(\Omega)), \quad \vartheta_\varepsilon - \vartheta \in L^\infty(0, T; L^4 + L^2(\Omega)),
\end{align*}
\]
and, if we fix \( \Lambda = 1 \) in the hypotheses (36 - 38),
\[
\vartheta_\varepsilon \in L^2(0, T; W^{1,2}(\Omega)), \quad u_\varepsilon \in L^2(0, T; W^{1,2}(\Omega; \mathbb{R}^3)).
\]
Finally, we denote
\[
v_0 = H[u_0], \text{ where } H \text{ denotes the standard Helmholtz projection,}
\]
and suppose that
\[
v_0 \in W^{k,2}(\Omega; \mathbb{R}^3), \quad k > \frac{5}{2}.
\]
Our result concerning the inviscid, incompressible limit of the Navier-Stokes-Fourier system will be formulated directly in terms of the dissipative solutions, meaning the functions \( [\varrho_\varepsilon, \vartheta_\varepsilon, u_\varepsilon] \) satisfying the relative entropy inequality (28). Since the domain \( \Omega \) is unbounded, we have to modify the space of test functions accordingly, namely
\[
r > 0, \Theta > 0, \text{ and } U \cdot n|_{\partial \Omega} = 0, \quad r - \varrho, \Theta - \vartheta, \quad U \text{ in } C_c^\infty([0, T] \times \overline{\Omega}).
\]
Combining the dispersive estimates obtained in Section 5.3 with the method of [16] we obtain the following generalization of [16, Theorem 3.1]:

---

**References**

Theorem 5.2. Let $\Omega \subset \mathbb{R}^3$ be an unbounded domain with a compact boundary of class $C^{2,\nu}$. Suppose that the thermodynamic functions $p, e$, and $s$ and the transport coefficients $\mu, \eta$, $\kappa$ satisfy the hypotheses (29 - 38), with $\Lambda = 1$. Let

$$b > 0, \quad \frac{10}{3} > a > 0.$$  

Furthermore, suppose that the initial data (46) are chosen in such a way that

$$\{\theta^1_{0,\varepsilon}\}_{\varepsilon>0}, \{\varrho^1_{0,\varepsilon}\}_{\varepsilon>0}$$

are bounded in $L^2 \cap L^\infty(\Omega)$, $\theta^1_{0,\varepsilon} \to \theta^1_0$, $\varrho^1_{0,\varepsilon} \to \varrho^1_0$ in $L^2(\Omega)$, and

$$\{u_{0,\varepsilon}\}_{\varepsilon>0}$$

is bounded in $L^2(\Omega; \mathbb{R}^3)$, $u_{0,\varepsilon} \to u_0$ in $L^2(\Omega; \mathbb{R}^3)$, where

$$\theta^1_{0} \in W^{1,2} \cap W^{1,\infty}(\Omega), \quad H[u_0] = v_0 \in W^{k,2}(\Omega; \mathbb{R}^3)$$

for a certain $k > \frac{5}{2}$.

Let $T_{\text{max}} \in (0, \infty]$ denote the maximal life-span of the regular solution $v$ to the Euler system (48), (49) satisfying $v(0, \cdot) = v_0$. Finally, let $\{\theta^1, \varrho^1, u^1\}$ be a dissipative solution of the scaled Navier-Stokes-Fourier system in $(0, T) \times \Omega$, $T < T_{\text{max}}$, with

$$\text{Sr} = 1, \quad \text{Ma} = \varepsilon, \quad \text{Re} = \varepsilon^{-a}, \quad \text{Pe} = \varepsilon^{-b}.$$  

Then

$$\text{ess sup}_{t \in (0,T)} \| \theta^1(t, \cdot) - \overline{\theta} \|_{L^2 + L^{5/3}(\Omega)} \leq c,$$

$$\sqrt{\rho^1} u^1 \to \sqrt{\overline{\rho}} v$$

in $L^\infty_{\text{loc}}((0, T]; L^2_{\text{loc}}(\Omega; \mathbb{R}^3))$ and weakly-(*) in $L^\infty(0, T; L^2(\Omega; \mathbb{R}^3))$, and

$$\frac{\partial u^1}{\varepsilon} \to T$$

in $L^\infty_{\text{loc}}((0, T]; L^q_{\text{loc}}(\Omega; \mathbb{R}^3))$, $1 < q < 2$,

$$\text{and weakly-(*) in } L^\infty(0, T; L^2(\Omega)),$$

where $v$, $T$ is the unique solution of the Euler-Boussinesq system (48 - 50), with the initial data

$$v_0 = H[u_0], \quad T_0 = \sqrt{\overline{\rho}} \frac{\partial s(\overline{\rho}, \overline{\varrho})}{\partial \overline{\varrho}} \theta^1_0 - \frac{1}{\overline{\varrho}} \frac{\partial p(\overline{\rho}, \overline{\varrho})}{\partial \overline{\varrho}} \theta^1_0.$$  

Finally, we note that existence of the dissipative solutions for the Navier-Stokes-Fourier system in general (unbounded) domains was shown by Jesslé, Jin, and Novotný [20].
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Abstract. In this paper we study the homogenization of elliptic systems with Dirichlet boundary condition, when both the coefficients and the boundary datum are oscillating, namely \(\varepsilon\)-periodic. In particular, in the paper [9], we showed that, as \(\varepsilon \to 0\), the solutions converge in \(L^2\) with a power rate in \(\varepsilon\), and we identified the homogenized limit system and the homogenized boundary data. Due to a boundary layer phenomenon, this homogenized system depends in a non trivial way on the boundary. The analysis in [9] answers a longstanding open problem, raised for instance in [4].

1. Introduction. Homogenization of elliptic systems arises in several physical problems where a mixture is present. Some of the main applications of the theory are the diffusion of heat or electricity in a non-homogeneous media, the theory of elasticity of mixtures, ... Physically, the main goal of the theory is to try to compute accurate and effective properties of these mixtures. Mathematically, we have to find a limit system towards which the solutions of homogenization problem converge. This passage from “microscopic” to “macroscopic” description is called in the literature “homogenization”.

When both the coefficients of the system and the boundary datum are oscillating (\(\varepsilon\)-periodic) and due to a boundary layer phenomenon, this homogenized system depends in a non trivial way on the boundary. In this talk, we answer a longstanding open problem, raised for instance by Bensoussan, Lions and Papanicolaou in their book “Asymptotic analysis for periodic structures” [4, page xiii]:

Of particular importance is the analysis of the behavior of solutions near boundaries and, possibly, any associated boundary layers. Relatively little seems to be known about this problem.

In particular this result extends substantially previous works obtained for polygonal domains with sides of rational slopes as well as our previous paper [8] where the case of irrational slopes was considered. We hope that these notes give a better understanding of the proof of the result in [9].
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2. The homogenization problem. We consider the homogenization of elliptic systems in divergence form

$$ - \nabla \cdot (A(\cdot/\varepsilon) \nabla u)(x) = f, \quad x \in \Omega, $$

set in a bounded domain $\Omega$ of $\mathbb{R}^d$, $d \geq 2$, with an oscillating Dirichlet data

$$ u(x) = \varphi(x, x/\varepsilon), \quad x \in \partial \Omega. $$

As is customary, $\varepsilon > 0$ is a small parameter, and $A = A(y)$ takes values in $M_d(M_N(\mathbb{R}))$, namely $A^{\alpha\beta}(y) \in M_N(\mathbb{R})$ is a family of functions of $y \in \mathbb{R}^d$, indexed by $1 \leq \alpha, \beta \leq d$, with values in the set of $N \times N$ matrices. Here, $u = u(x)$ and $\varphi = \varphi(x, y)$ take their values in $\mathbb{R}^N$. We recall, using Einstein convention for summation, that for each $1 \leq i \leq N$,

$$ (\nabla \cdot A(\cdot/\varepsilon) \nabla u)_i(x) := \partial_{x_i} \left[ A^{\alpha\beta}(\cdot/\varepsilon) \partial_{x_{\beta}} u \right](x). $$

In the sequel, Greek letters $\alpha, \beta, ...$ will range between 1 and $d$ and Latin letters $i, j, k, ...$ will range between 1 and $N$.

In the context of thermics, $d = 2$ or 3, $N = 1$, $u$ is the temperature, and $\sigma = A(\cdot/\varepsilon) \nabla u$ is the heat flux given by Fourier law. The parameter $\varepsilon$ models heterogeneity, that is short-length variations of the material conducting properties. The boundary term $\varphi$ in (2) corresponds to a prescribed temperature at the surface of the body and $f$ is a source term. In the context of linear elasticity, $d = 2$ or 3, $N = d$, $u$ is the unknown displacement, $f$ is the external load and $A$ is a fourth order tensor that models Hooke’s law.

We make three hypotheses:

i): Ellipticity: For some $\lambda > 0$, for all family of vectors $\xi = \xi^\alpha \in \mathbb{R}^{Nd}$

$$ \lambda \sum_\alpha \xi^\alpha \cdot \xi^\alpha \leq \sum_{\alpha,\beta,i,j} A^{\alpha\beta}_{ij} \xi^\beta_j \xi^\alpha_i \leq \lambda^{-1} \sum_\alpha \xi^\alpha \cdot \xi^\alpha. $$

ii): Periodicity: $\forall y \in \mathbb{R}^d$, $\forall h \in \mathbb{Z}^d$, $\forall x \in \partial \Omega$, $A(y+h) = A(y)$, $\varphi(x, y) = \varphi(x, y+h)$.

iii): Smoothness: The functions $A$, $f$ and $\varphi$, as well as the domain $\Omega$ are smooth.

It is actually enough to assume that $\varphi$ and $\Omega$ are in some $H^s$ for $s$ big enough, but we will not try to compute the optimal regularity.

The main question we are trying to answer is the following:

Question: What is the limit behavior of the solutions $u^\varepsilon$ as $\varepsilon \to 0$? Can we go beyond the limit and compute a full expansion of $u^\varepsilon$?

This question goes back at least to the 1970’s, and a classical approach consists in trying a two-scale expansion:

**Classical approach:** Two-scale asymptotic expansion:

$$ u^\varepsilon_{\text{app}} = u^0(x) + \varepsilon u^1(x, x/\varepsilon) + \ldots + \varepsilon^n u^n(x, x/\varepsilon) $$

with $u^i = u^i(x, y)$ periodic in $y$. 
3. Case without boundary. The two-scale approach works well in the case without boundary, namely in the whole space case or in the case of a periodic domain (say of period 1 and \( \varepsilon \) is taken to be equal to \( 1/n \) with \( n \) an integer). In particular one can construct inductively all the terms in the expansions. Let us recall few classical facts (see for instance [23, 20, 13, 6]):

i): The construction of the \( u^i \)'s involves the famous cell problem

\[
-\nabla \cdot (A \nabla \chi^\gamma)(y) = \nabla_\alpha \cdot A^{\alpha \gamma}(y), \quad y \text{ in } \mathbb{T}^d
\]

with solution \( \chi^\gamma \in M_N(\mathbb{R}) \).

ii): The solvability condition for \( u^2 \) yields the equation satisfied by \( u^0 \), namely \( u^0 \) (which does not depend on \( y \)) satisfies

\[
\nabla \cdot A^0 \nabla u^0 = f
\]

where the constant homogenized matrix is given by

\[
A^{0,\alpha \beta} = \int_{\mathbb{T}^d} A^{\alpha \beta}(y) \, dy + \int_{\mathbb{T}^d} A^{\alpha \gamma}(y) \partial_y, \chi^\beta(y) \, dy.
\]

The second term in the expansion (3) reads

\[
u^1(x,y) := \tilde{u}^1(x,y) + \bar{u}^1(x) := -\chi^\alpha(y) \partial_x, u^0(x) + \bar{u}^1(x),
\]

where \( \chi \) is again the solution of (4).

To find an equation for the average part \( \bar{u}^1(x) \), one needs to introduce another family of 1-periodic matrices

\[
\Upsilon^{\alpha \beta} = \Upsilon^{\alpha \beta}(y) \in M_n(\mathbb{R}), \quad \alpha, \beta = 1, \ldots, d,
\]

satisfying

\[
-\nabla_y \cdot A \nabla_y \Upsilon^{\alpha \beta} = B^{\alpha \beta} - \int_y B^{\alpha \beta}, \quad \int_y \Upsilon^{\alpha \beta} = 0,
\]

where

\[
B^{\alpha \beta} := A^{\alpha \beta} - A^{\alpha \gamma} \frac{\partial \chi^\gamma}{\partial y^\gamma} - \frac{\partial}{\partial y^\gamma} (A^{\gamma \alpha} \chi^\beta).
\]

Formal considerations yield

\[
u^2(x,y) := \Upsilon^{\alpha \beta} \frac{\partial^2 u^0}{\partial x_\alpha \partial x_\beta} - \chi^\gamma \partial_x, \bar{u}^1 + \bar{u}^2
\]

and that the average term \( \bar{u}^1 = \bar{u}^1(x) \) formally satisfies the equation

\[
-\nabla \cdot A^0 \nabla \bar{u}^1 = c^{\alpha \beta \gamma} \frac{\partial^3 u^0}{\partial x_\alpha \partial x_\beta \partial x_\gamma}, \quad c^{\alpha \beta \gamma} := \int_y A^{\gamma \eta} \frac{\partial \Upsilon^{\alpha \beta}}{\partial y^\eta} - A^{\alpha \beta} \chi^\gamma.
\]

We refer to [2] for more details.

Inductively, one can keep constructing all the terms of the expansion by introducing new corrector families as in (7) and solving homogenized systems to determine \( \bar{u}^k \) as in (9). Note that in this case, we do not need an extra boundary condition to solve (9).
4. Case with boundary. Two boundary conditions have been widely studied and are by now well understood as long as we are only interested in the first term of the expansion:

1. The non-oscillating Dirichlet problem, that is (1) and (2) with \( \varphi = \varphi(x) \).
2. The oscillating Neumann problem, that is (1) and

\[
\begin{align*}
n(x) \cdot (A(\cdot/\varepsilon) \nabla u)(x) &= \varphi(x, x/\varepsilon), \quad x \in \partial \Omega, \\
\end{align*}
\]

where \( n(x) \) is the normal vector and with a standard compatibility condition on \( \varphi \). Note that in thermics, this boundary condition corresponds to a given heat flux at the solid surface.

Notice that in both problems, the usual energy estimate provides a uniform bound on the solution \( u^\varepsilon \) in \( H^1(\Omega) \).

For the non-oscillating Dirichlet problem, one shows that \( u^\varepsilon \) weakly converges in \( H^1(\Omega) \) to the solution \( u^0 \) of the homogenized system

\[
\begin{align*}
& -\nabla \cdot (A^0 \nabla u^0)(x) = f, \quad x \in \Omega, \\
& u^0(x) = \varphi(x), \quad x \in \partial \Omega.
\end{align*}
\]

It is also proved in [4] that

\[
\begin{align*}
u^\varepsilon(x) &= u^0(x) + \varepsilon u^1(x, x/\varepsilon) + O(\sqrt{\varepsilon}), \quad in \ H^1(\Omega). \quad (12)
\end{align*}
\]

Actually, an open problem in this area was to compute the next term in the expansion in the presence of a boundary, namely to compute \( u^1(x, x/\varepsilon) \). Indeed, it is not difficult to see that

\[
u^1(x, y) = -\chi^\alpha(y) \partial_{x_n} u^0(y) + \tilde{u}^1(x), \quad (13)
\]

where \( \tilde{u}^1(x) \) solves the homogenized equation (9). However, the main difficulty is to find the boundary data for \( \tilde{u}^1(x) \). The new analysis of [9] gives an answer to this problem (see also next section).

For the oscillating Neumann problem, two cases must be distinguished. On one hand, if \( \partial \Omega \) does not contain flat pieces, or if it contains finitely many flat pieces whose normal vectors do not belong to \( \mathbb{R}Z^n \), then

\[
\varphi(\cdot, \cdot/\varepsilon) \to \overline{\varphi} := \int_{[0,1]^d} \varphi \text{ weakly in } L^2(\partial \Omega)
\]

and \( u^\varepsilon \) converges weakly to the solution \( u^0 \) of

\[
\begin{align*}
& -\nabla \cdot (A^0 \nabla u^0)(x) = 0, \quad x \in \Omega, \\
& n(x) \cdot (A^0 \nabla u^0)(x) = \overline{\varphi}(x), \quad x \in \partial \Omega.
\end{align*}
\]

On the other hand, if \( \partial \Omega \) does contain a flat piece whose normal vector belongs to \( \mathbb{R}Q^d \), then the family \( \varphi(\cdot, \cdot/\varepsilon) \) may have a continuum of accumulation points as \( \varepsilon \to 0 \). Hence, \( u^\varepsilon \) may have a continuum of accumulation points in \( H^1 \) weak, corresponding to different Neumann boundary data. We refer to [4] for all details.
5. **Case of an oscillating Dirichlet data.** Here we study (1) with the boundary data (2). One of the motivation to study this case is actually to understand the boundary condition for $\bar{u}^{1}(x)$ which appears in (6).

Let us explain the two main sources of difficulties in studying (1)-(2):

i): One has uniform $L^{p}$ bounds on the solutions $u^{\varepsilon}$ of (1)-(2), but no uniform $H^{1}$ bound *a priori*. This is due to the fact that

$$
\|x \mapsto \varphi(x,x/\varepsilon)\|_{H^{1/2}({\partial \Omega})} = O(\varepsilon^{-1/2}),
$$

resp.

$$
\|x \mapsto \varphi(x,x/\varepsilon)\|_{L^{p}({\partial \Omega})} = O(1),
$$

$p > 1$.

The usual energy inequality, resp. the estimates in article [3, page 8, Thm 3] yields

$$
\|u^{\varepsilon}\|_{H^{1}(\Omega)} = O(\varepsilon^{-1/2}),
$$

resp.

$$
\|u^{\varepsilon}\|_{L^{p}(\Omega)} = O(1),
$$

$p > 1$.

This indicates that singularities of $u^{\varepsilon}$ are *a priori* stronger than in the usual situations. It is rigorously established in the core of the paper [9].

ii): Furthermore, one can not expect these stronger singularities to be periodic oscillations. Indeed, the oscillations of $\varphi$ are at the boundary, along which they do not have any periodicity property. Hence, it is reasonable that $u^{\varepsilon}$ should exhibit concentration near $\partial \Omega$, with no periodic character, as $\varepsilon \to 0$.

This is a so-called *boundary layer phenomenon*. The key point is to describe this boundary layer, and its effect on the possible weak limits of $u^{\varepsilon}$.

It is important to note that there is also a boundary layer in the non-oscillating Dirichlet problem, although it has in this case a lower amplitude (it is only necessary to compute the boundary data of $\bar{u}^{1}$ to solve (9)). More precisely, it is responsible for the $O(\sqrt{\varepsilon})$ loss in the error estimate (12). If either the $L^{2}$ norm, or the $H^{1}$ norm in a relatively compact subset $\omega \subset \Omega$ is considered, one may avoid this loss as strong gradients near the boundary are filtered out. Following Allaire and Amar (see [2, Theorem 2.3]), we can give a more precise description than (12):

$$
u^{\varepsilon} = u^{0}(x) + O(\varepsilon) \text{ in } L^{2}(\Omega), \quad u^{\varepsilon}(x) = u^{0}(x) + \varepsilon u^{1}(x,x/\varepsilon) + O(\varepsilon) \text{ in } H^{1}(\omega).$$

(15)

Still following [2], another way to put the emphasis on the boundary layer is to introduce the solution $u^{1,\varepsilon}_{bl}(x)$ of

$$
\begin{cases}
-\nabla \cdot A\left(\frac{Z}{\varepsilon}\right) \nabla u^{1,\varepsilon}_{bl} = 0, & x \in \Omega \subset \mathbb{R}^{d}, \\
u^{1,\varepsilon}_{bl} = -u^{1}(x,x/\varepsilon), & x \in \partial \Omega.
\end{cases}
$$

(16)

Actually, understanding this system and requiring that $u^{1,\varepsilon}_{bl}$ goes to zero inside the domain $\Omega$ allows to determine the right boundary condition for $\bar{u}^{1}$. Hence, one can show that

$$
u^{\varepsilon}(x) = u^{0}(x) + \varepsilon u^{1}(x,x/\varepsilon) + \varepsilon u^{1,\varepsilon}_{bl}(x) + O(\varepsilon), \text{ in } H^{1}(\Omega).$$

(17)

or

$$
u^{\varepsilon}(x) = u^{0}(x) + \varepsilon u^{1}(x,x/\varepsilon) + \varepsilon u^{1,\varepsilon}_{bl}(x) + O(\varepsilon^{2}), \text{ in } L^{2}(\Omega).$$

(18)

Note that system (16) is a special case of (1)-(2). Thus, the homogenization of the oscillating Dirichlet problem may give a refined description of the non-oscillating one.
6. Prior results. Until recently, results were all limited to convex polygons with rational normals. This means that
\[ \Omega := \cap_{k=1}^{K} \{ x, \ n^k \cdot x > c^k \} \]
is bounded by \( K \) hyperplanes, whose unit normal vectors \( n^k \) belong to \( \mathbb{R}^d \). Under this assumption, the study of (1)-(2) can be carried out. The keypoint is the addition of boundary layer correctors to the formal two-scale expansion:
\[ u^\varepsilon(x) \sim u^0(x) + \varepsilon u^1(x,x/\varepsilon) + \sum_k \nu^k_{bl}(x,x/\varepsilon), \quad \text{ (19)} \]
where \( \nu^k_{bl} = \nu^k_{bl}(x,y) \in \mathbb{R}^n \) is defined for \( x \in \Omega \), and \( y \) in the half-space
\[ \Omega^{\varepsilon,k} = \{ y, \ n^k \cdot y > c^k/\varepsilon \}. \]
These correctors satisfy
\[ \begin{cases} 
-\nabla_y \cdot A(y) \nabla_y v^k_{bl} = 0, & y \in \Omega^{\varepsilon,k}, \\
v^k_{bl} = \varphi(x,y) - u^0(x), & y \in \partial \Omega^{\varepsilon,k}. 
\end{cases} \quad \text{ (20)} \]
We refer to the papers by Moskow and Vogelius [19], and Allaire and Amar [2] for more details. These papers deal with the special case (16), but the results adapt to more general oscillating data. Note that \( x \) is just a parameter in (20) and that the assumption \( n^k \in \mathbb{R} \mathbb{Z}^d \) yields periodicity of the function \( A(y) \) tangentially to the hyperplanes. The periodicity property is used in a crucial way in the aforementioned references. First, it yields easily well-posedness of the boundary layer systems (20). Second, as was shown by Tartar in [18, Lemma 10.1] (see also subsection 7.2), the solution \( \nu^k_{bl}(x,y) \) converges exponentially fast to some \( \nu^k_{bl,*}(x) = \varphi^k(x) - u^0(x) \), when \( y \) goes to infinity transversely to the \( k \)-th hyperplane. In order for the boundary layer correctors to vanish at infinity (and to be \( o(1) \) in \( L^2 \), one must have \( \nu^k_{bl,*} = 0 \), which provides the boundary condition for \( u^0 \). Hence, \( u^0 \) should satisfy a system of the type
\[ \begin{cases} 
-\nabla \cdot (A^0 \nabla u^0)(x) = f, & x \in \Omega, \\
u^0(x) = \varphi^k(x), & x \in \partial \Omega. 
\end{cases} \quad \text{ (21)} \]
where \( \varphi^k(x) := \varphi^k_{\varepsilon}(x) \) on the \( k \)-th side of \( \Omega \). Nevertheless, this picture is not completely correct. Indeed, there is still \textit{a priori} a dependence of \( \varphi^k_{\varepsilon} \) on \( \varepsilon \), through the domain \( \Omega^{\varepsilon,k} \). In fact, Moskow and Vogelius exhibit examples for which there is an infinity of accumulation points for the \( \varphi^k_k \)'s, as \( \varepsilon \to 0 \). Eventually, they show that the accumulation points of \( u^\varepsilon \) in \( L^2 \) are the solutions \( u^0 \) of systems like (21), in which the \( \varphi^k_{\varepsilon} \)'s are replaced by their accumulation points. See [19] for rigorous statements and proofs. We stress that their analysis relies heavily on the special shape of \( \Omega \), especially the rationality assumption.

A step towards more generality has been made in our recent paper [8] (see also [7]), in which generic convex polygonal domains are considered. Indeed, we assume in [8] that the normals \( n = n^k \) satisfy the Diophantine condition:

For all \( \xi \in \mathbb{Z}^d \setminus \{0\} \) \[ |P_{n^k} \xi| > \kappa |\xi|^{-l}, \quad \text{ for some } \kappa, l > 0, \quad \text{ (22)} \]
where \( P_{n^k} \) is the projector orthogonal to \( n \). Note that for dimension \( d = 2 \) this condition amounts to:

For all \( \xi \in \mathbb{Z}^d \setminus \{0\} \) \[ |n^\perp \cdot \xi| := | - n_2 \xi_1 + n_1 \xi_2 | > \kappa |\xi|^{-l}, \quad \text{ for some } \kappa, l > 0, \]
whereas for $d = 3$, it is equivalent to:

For all $\xi \in \mathbb{Z}^d \setminus \{0\}$, $|n \times \xi| > \kappa |\xi|^{-l}$, for some $\kappa, l > 0$.

Condition (22) is generic in the sense that it holds for almost every $n \in S^{d-1}$.

Under this Diophantine assumption, one can perform the homogenization of problem (1)-(2). 

**Stricto sensu**, only the case $d = 2, 3$ is treated in [8], but our analysis extends straightforwardly to the general setting. Despite a loss of periodicity in the tangential variable, we manage to solve the boundary layer equations, and prove convergence of $v^k$ away from the boundary. The main idea is to work with quasi-periodic functions instead of periodic ones (see also subsection 7.3). Interestingly, and contrary to the “rational case”, the field $\varphi_k^\epsilon$ does not depend on $\varepsilon$.

As a result, we establish convergence of the whole sequence $u^\varepsilon$ to the single solution $u^0$ of (21). We stress that, even in this polygonal setting, the boundary datum $\varphi_*$ depends in a non trivial way on the boundary. In particular, it is not simply the average of $\varphi$ with respect to $y$, contrary to what happens in the Neumann case.

7. **Main new result and sketch of proof.** The main new result of [9] is to treat the case of a smooth domain:

**Theorem 7.1. (Homogenization in smooth domains)**

Let $\Omega$ be a smooth bounded domain of $\mathbb{R}^d$, $d \geq 2$. We assume that it is uniformly convex (all the principal curvatures are bounded from below).

Let $u^\varepsilon$ be the solution of system (1)-(2), under the ellipticity, periodicity and smoothness conditions i)-iii).

There exists a boundary term $\varphi_*$ (depending on $\varphi$, $A$ and $\Omega$), with $\varphi_* \in L^p(\partial \Omega)$ for all finite $p$, and a solution $u^0$ of (21), with $u^0 \in L^p(\Omega)$ for all finite $p$, such that:

$$
\|u^\varepsilon - u^0\|_{L^2(\Omega)} \leq C_\alpha \varepsilon^\alpha, \quad \text{for all } 0 < \alpha < \frac{d-1}{3d+5}.
$$

(23)

We will present a sketch of the proof of theorem 7.1:

From the two difficulties explain in section 5, we know that the first term in the expansion (3) should be independent of $y$ and should solve (5). The main question is:

**Question**: What is the boundary value $\varphi^0$ of $u^0$ ?

**Solution**: We need a boundary layer corrector

**Difficulty**: There is no clear structure for the boundary layer.

**Guess**: The boundary layer has typical scale $\varepsilon$ and there are no curvature effect:

- Near a point $x_0 \in \partial \Omega$, we replace $\partial \Omega$ by the tangent plane at $x_0$:

$$
T_0(\partial \Omega) := \{x, \ x \cdot n_0 = x_0 \cdot n_0\}
$$

- We dilate by a factor $\varepsilon^{-1}$.

Formally, for $x \approx x_0$, one looks for

$$
u^{\varepsilon, bl}(x) \approx U_0(x/\varepsilon)
$$

where the profile $U_0 = U_0(y)$ is defined in the half plane

$$
H_0^\varepsilon = \{y, \ y \cdot n_0 > \varepsilon^{-1}x_0 \cdot n_0\}.
$$
It satisfies the system:

\[
\begin{aligned}
\nabla_y \cdot (A \nabla_y U_0) &= 0 \quad \text{in } H_0^\varepsilon, \\
U_0|_{\partial H_0^\varepsilon} &= \varphi - \varphi^0(x_0).
\end{aligned}
\] (24)

Notice that in this system, \(x_0\) is just a parameter.

7.1. **Study of an auxiliary boundary layer system.** The previous heuristic justifies the study of

\[
\begin{aligned}
\nabla_y \cdot (A \nabla_y U) &= 0 \quad \text{in } H, \\
U|_{\partial H} &= \phi.
\end{aligned}
\] (BL)

where \(H := \{y, \ y \cdot n > a\}\) and \(\phi\) is 1-periodic in \(y\).

We expect that the solution \(U\) of (BL) satisfies:

\[U \to U_\infty(\varphi), \quad \text{as } y \cdot n \to +\infty,\]

for some constant \(U_\infty = U_\infty(\phi)\) that depends linearly on \(\varphi^0\). Indeed:

- On one hand, one wants \(U_0 \to 0\) (localization property) when \(y \cdot n \to +\infty\).
- On the other hand,

\[U_0 \to U_\infty(\varphi - \varphi^0(x_0)) = U_\infty(\varphi) - \varphi^0(x_0)\]

so that we need to take:

\[\varphi^0(x_0) := U_\infty(\varphi).\]

This formal reasoning raises many problems:

1. **The well-posedness of (BL) is unclear:**
   - No natural functional setting (no decay along the boundary).
   - No Poincaré inequality.
   - No maximum principle.

2. **The existence of a limit \(U_\infty\) for (BL) is unclear:**
   - There is an underlying problem of ergodicity.

3. **\(U_\infty\) depends also on \(H\), that is on \(n\) and \(a\):**
   - There is no obvious regularity of \(U_\infty\) with respect to \(n\).
   - Back to the original problem, our definition of \(\varphi^0(x_0)\) depends on \(x_0\), but also on the subsequence \(\varepsilon\). Indeed, there is possibly many accumulation points as \(\varepsilon \to 0\) (see [19]).

7.2. **Polygons with sides of rational slopes.** In this cases, the boundary layer systems of type (BL) can be fully understood (see [19, 2]). For simplicity, we only concentrate on the case \(d = 2\).

1. Well-posedness: **The coefficients of the systems are periodic tangentially to the boundary.** After rotation, they turn into systems of the type

\[
\begin{aligned}
\nabla_{z_2} \cdot (B \nabla_{z_2} V) &= 0, \quad z_2 > a, \\
V|_{z_2 = a} &= \psi.
\end{aligned}
\] (BL1)
with coefficients and boundary data that are periodic in $z_1$ which yields a natural variational formulation.

2. Existence of the limit: *Saint-Venant estimates* on (BL1).

One shows that $F(t) := \int_{z_2 > t} |\nabla_z V|^2 \, dz$ satisfies the differential inequality.

$$F(t) \leq -CF'(t).$$

From there, one gets exponential decay of all derivatives, and the fact that:

$$V \to V_\infty, \text{ exponentially fast, as } z_2 \to +\infty$$

and hence going back to (BL), we get

$$U \to U_\infty, \text{ exponentially fast, as } y \cdot n \to +\infty.$$

A Key ingredient in this case is the Poincaré inequality for functions periodic in $z_1$ with zero mean.

3. In polygonal domains, the regularity of $U_\infty$ with respect to $n$ does not matter. However, for rational slopes, the limit $U^\infty$ does depend on $a$. This means that if we go back to our original problem (in polygons with rational slopes), The analogue of our theorem is only available up to subsequences in $\varepsilon$. Moreover, the boundary data of the homogenized system may depend on the subsequence. Indeed, there are examples with a continuum of accumulation points (see [19]).

7.3. More general treatment of (BL). It is worth pointing out that one can not be fully general: The existence of $U_\infty$ requires some ergodicity property. A simple example is:

$$\Delta U = 0 \text{ in } \{y_2 > 0\}, \quad U|_{y_2=0} = \phi.$$

- If $\phi$ 1-periodic, then $U(0, y_2) \to \int_0^1 \phi$ exponentially fast.
- But there exists $\phi \in L^\infty$ such that $U(0, y_2)$ has no limit.

Indeed, we have an explicit formula: $U(0, y_2) = \frac{1}{\pi} \int_{\mathbb{R}} \frac{y_2}{y_2^2 + t^2} \phi(t) \, dt$. For $\phi$ with values in $\{+1, -1\}$, the asymptotics relates to *coin tossing*. Hence, we need some extra structure (or ergodicity) to solve the problem.

In our case, we have some ergodicity property! For general half planes, the coefficients of (BL) or (BL1) are not periodic, *but they are quasiperiodic in the tangential variable*. We recall that a function $F = F(z_1)$ is quasiperiodic if it reads

$$F(z_1) = F(\lambda z_1),$$

where $\lambda \in \mathbb{R}^D$ and $F = F(\theta)$ is periodic over $\mathbb{R}^D$ ($D \geq 1$). As an example: For (BL1), $D = 2$, and $\lambda = n^\perp$ (the tangent vector).

Notice that the previous results (subsection 7.2) correspond to the case: $n \in \mathbb{R} \mathbb{Q}^2$. Now, we replace this by the small divisor assumption:

$$\begin{array}{c}
\text{(H)} & \exists \kappa > 0, |n \cdot \xi| \geq \kappa |\xi|^{-2}, \quad \forall \xi \in \mathbb{Z}^2 \setminus \{0\}.
\end{array}$$

Note that the assumption (H) is generic in the normal $n$: It is satisfied by a set of full measure in $S^1$. But it does not include the previous result of subsection 7.2.

**Proposition 1.** If $n$ satisfies (H), the system (BL) is “well-posed”, with a smooth solution $U$ that converges fast to some constant $U_\infty$. Moreover, $U_\infty$ does not depend on $a$. 
Proof of the proposition:
1. Well-posedness: involves quasiperiodicity. One has:
\[
\begin{cases}
\nabla_z \cdot (B \nabla_z V) = 0, \quad z_2 > a,

V|_{z_2=a} = \psi,
\end{cases}
\]
where \( B(z) = B(\lambda z_1, z_2) \), \( \psi(z) = \mathcal{P}(\lambda z_1, z_2) \).

Notice that the functions \( B = B(\theta, t) \) and \( \mathcal{P} = \mathcal{P}(\theta, t) \) are periodic in \( \theta \in \mathbb{T}^2 \).

The idea is to consider an enlarged system in \( \theta, t \), of unknown \( V = V(\theta, t) \):
\[
\begin{cases}
D \cdot (BDV) = 0, \quad t > a,

V|_{t=a} = \mathcal{P}
\end{cases}
\]  
(BL2)

where \( D \) is the “degenerate gradient” given by \( D = (\lambda \cdot \nabla \theta, \partial_t) \)

\textbf{Advantage:} Back to a periodic setting (\( \theta \in \mathbb{T}^2 \)).

\textbf{Drawback:} We have a degenerate elliptic equation. However, we are still able to prove the following:

- Variational formulation with a unique weak solution \( V \).
- One can prove through energy estimates than \( V \) is smooth.
- Allows to recover \( V \) through the formula \( V(z) = V(\lambda z_1, z_2) \).

2. To prove the convergence to a constant at infinity, we rely again on Saint-Venant type estimates, adapted to (BL2). Thanks to (H), we prove that
\[
F(t) := \int_{t'>t} \left| D V \right|^2 d\theta dt' \text{ satisfies}
\]
\[
F(t) \leq C (-F'(t))^\alpha, \quad \forall \alpha < 1.
\]
But, we have only polynomial convergence towards a constant.

We point out that this better understanding of the auxiliary boundary layer systems allows to handle the generic polygonal domains in the next subsection.

7.4. **Extension to smooth domains.** The are at least three main difficulties to extend the previous analysis to smooth domain:

1. The non smoothness of \( U_\infty \) with respect to \( n \). Indeed, \( U_\infty \) is only defined almost everywhere (diophantine assumption).

   \textbf{Idea:} For any \( \kappa > 0 \), we can prove that \( U_\infty \) is Lipschitz when it is restricted to
\[
A_\kappa := \left\{ n \in S^1, \; |n \cdot \xi| > \frac{\kappa}{|\xi|^2}, \forall \xi \in \mathbb{Z}^2 \setminus \{0\} \right\}.
\]

   Moreover, we have that \( |A_\kappa^c| = O(\kappa) \).

   In the course of the proof, the construction of the boundary layer corrector can be performed in the vicinity of points \( x \) such that \( n(x) \in A_\kappa \). In some sense, the contribution of the remaining part of the boundary is negligible when \( \kappa \ll 1 \). More precisely,

2. We have to approximate the smooth domains by some polygons with sides having normal vectors in the set \( A_\kappa \). In doing so, we will introduce another small parameter \( \varepsilon^\alpha \).
3. We have to construct a more accurate approximation due to the many errors made in the previous two points. Broadly, optimizing in $\kappa$, $\alpha$ and $\varepsilon$ yields a rate of convergence. We refer to [9] for the details.

8. Conclusions. We would like to conclude by mentioning a few related results. Recently there was many activity in the theory of homogenization and many new problems were addressed. We would like to mention some of them since we think they may give a better understand of our result or/and may be combined with our result:

- Our results on the boundary data problem were recently extended to the eigenvalue problem, see [21]. Also, the behavior of the reduced boundary layer system (BL) was recently investigated by C. Prange in [22], without any diophantine assumption.
- The Avellaneda-Lin type estimates were extended to the case of Neumann boundary conditions by Kenig, Lin and Shen [14, 15, 16] (see also [5] for a related work). These estimates should be helpful to study the next order approximation for the Neumann boundary condition case.
- Many new probabilistic results were proved when an interface is present (see [12]) or in the trying to compute the accurate value of the homogenized matrix (see [10, 11]).
- Some different method was used to compute homogenized boundary data for none oscillating coefficient ([17, 1]).
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Abstract. We present a radiation MHD model based on moments (M1) of the radiative transport equation. This M1 model is approximated numerically by robust finite volume schemes. We compare explicit and semi-implicit schemes and show how radiation affects wave propagation in stratified atmospheres.

1. The model. Radiation and plasma dynamics play significant roles in energy transfer by wave propagation in stratified magneto-atmospheres. Such a configuration is modeled [1] by the equations of stratified radiation magnetohydrodynamics (stratified RMHD) given by,

\[
\begin{align*}
\rho_t + \text{div} (\rho \mathbf{u}) &= 0, \\
(\rho \mathbf{u})_t + \text{div} \left( \rho \mathbf{u} \otimes \mathbf{u} + \left( p + \frac{1}{2} |\mathbf{B}|^2 \right) I - \mathbf{B} \otimes \mathbf{B} \right) &= -\rho g \mathbf{e}_3, \\
\mathbf{B}_t + \text{div} (\mathbf{u} \otimes \mathbf{B} - \mathbf{B} \otimes \mathbf{u}) &= 0, \\
E_t + \text{div} \left( \left( E + p + \frac{1}{2} |\mathbf{B}|^2 \right) \mathbf{u} - (\mathbf{u} \cdot \mathbf{B}) \mathbf{B} \right) &= -\rho g (\mathbf{u} \cdot \mathbf{e}_3) + Q^{\text{rad}}, \\
\text{div} (\mathbf{B}) &= 0,
\end{align*}
\] (1.1a)

where \( \rho \) is the density, \( \mathbf{u} = \{u_1, u_2, u_3\} \) and \( \mathbf{B} = \{B_1, B_2, B_3\} \) are the velocity and magnetic fields respectively, \( p \) is the thermal pressure, \( g \) is the constant acceleration due to gravity, \( \mathbf{e}_3 \) represents the unit vector in the vertical (z-) direction. \( E \) is the total energy, for simplicity determined by the ideal gas equation of state:

\[
E = \frac{p}{\gamma - 1} + \frac{1}{2} \rho |\mathbf{u}|^2 + \frac{1}{2} |\mathbf{B}|^2,
\]

where \( \gamma > 1 \) is the adiabatic gas constant.
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The term $Q_{\text{rad}}$ in (1.1a) represents energy transfer due to radiation and depends on the radiative intensity $I = I(x, t, \Omega, \nu)$ which is a function of space $x \in \mathbb{R}^3$, time $t \in \mathbb{R}$, the angle $\Omega \in S^2$ and the frequency $\nu \in \mathbb{R}$. The radiative intensity evolves in accordance with the time-dependent radiative transport equation,

$$\frac{1}{c} I_t + \nabla_x I = S - \sigma_{\text{ext}} I + \frac{\sigma_{\text{sc}}}{4\pi} \int_{S^2} K(\Omega, \Omega') I(\Omega') d\Omega' d\nu,$$  

(1.1b)

where $\nabla_x$ denotes the spatial gradient, $c$ is the speed of light, $\sigma_{\text{ext}} = \sigma + \sigma_{\text{sc}}$ is the extinction opacity, $\sigma$ is the absorption opacity and $\sigma_{\text{sc}}$ is the scattering opacity. Furthermore, $S = S(T)$ is the emission term with $T = \frac{p}{\rho_{\text{ref}}}$ being the local temperature. For simplicity, we can assume locally thermodynamic equilibrium (LTE) which implies that

$$S = \sigma B(T),$$  

(1.2)

with $B = aT^4$ being the Planck function. The scattering term in (1.1b) is given in terms of the kernel $K$. More details regarding the derivation of (1.1) can be checked from [4].

The term $Q_{\text{rad}}$ in (1.1a) is determined by minus the integral over all frequencies $\nu$ and angles $\Omega$ of the right hand side (sources) of equation (1.1b). Since the integral over the scattering term equals $\sigma_{\text{sc}} I$, this $Q_{\text{rad}}$ is given by the integral of $S - \sigma I$.

The main difficulty associated with the numerical simulation of (1.1) lies in the fact that the radiative intensity is a seven dimensional function as it depends on space (3), time (1), angle (2) and frequency (1) variables. None of the currently available methods are able to resolve such a high-dimensional problem efficiently. Hence, we need to simplify the radiative transport model by reducing dimensions. Notice that the radiative energy flux $Q_{\text{rad}}$ involves integrating over angle and frequency, so a detailed approximation of the radiative intensity may not be necessary in order to account for the role of radiation in MHD.

### 1.1. A moments based model (M1) for radiative transfer

As we have already pointed out, a direct simulation of the equation for radiative transfer (1.1b) is too costly. An analogous situation prevails in fluid mechanics as the Boltzmann equation modeling mesoscopic scales of the flow is high-dimensional. Suitable macroscopic scale approximations are obtained by taking moments of the Boltzmann equation that yield the Navier-Stokes equations of fluid dynamics, including closure models for completing the system of equations. Similarly, (see [5, 6] and references therein) we consider the first three angular moments of the radiative intensity $I$ in equation (1.1b),

$$\mathcal{E} = \frac{1}{c} \int_{S^2} I(\Omega) d\Omega,$$

$$\mathcal{F} = \frac{1}{c} \int_{S^2} \Omega I(\Omega) d\Omega,$$

$$\mathcal{P} = \frac{1}{c} \int_{S^2} \Omega \times \Omega I(\Omega) d\Omega.$$  

(1.3)

Here, $\mathcal{E}(\nu), c\mathcal{F}(\nu)$ and $\mathcal{P}(\nu)$ are the spectral radiative energy, spectral radiative flux and spectral radiative pressure, respectively. All the quantities in the above expressions depend on the frequency variable. For simplicity, we neglect the frequency dependence and therefore work with a uni-group model. A multi-group model with explicit frequency dependence will be considered in a later paper.
Taking the zeroth and first angular moments of (1.1b) and neglecting scattering terms \((\sigma_{sc} = 0)\), we obtain the M1 radiation model \([5]\),
\[
E_t + c \text{div } F = c \sigma (a T^4 - E),
\]
\[
F_t + c \text{div } P = -c \sigma F.
\] (1.4)
In our units the speed of light is \(c = 3 \cdot 10^4\). For wave propagation in stratified atmospheres, the absorption opacity \(\sigma(x, t)\) scales as the density \(\rho\).

The equations have to be closed by specifying the radiative pressure \(P\) in terms of the lower moments. An entropy maximization method was employed in \([5]\) to obtain the following moment closure,
\[
P = D E, \quad D = \frac{1 - \chi}{2} \text{Id} + \frac{3\chi - 1}{2} \| F \|^2, \quad \chi = \frac{3 + 4 f^2}{5 + 2 \sqrt{4 - 3 f^2}}, \quad f = \frac{\| F \|}{E}.
\] (1.5)
Here, \(\text{Id}\) is the \(3 \times 3\) identity matrix, \(D\) is referred to as the Eddington tensor and \(\chi\) as the Eddington factor.

**Remark 1.1.** Although, the M1 model is derived by integrating over all angles \(\Omega\) and frequencies \(\nu\), directional information is partly recovered through the radiative flux \(c F\). In addition, frequency dependence can be recovered by using a multi-group model.

Combining the M1 model (1.4), (1.5) with stratified MHD, based on the Godunov-Powell form and embedded steady states \([3]\), we obtain the following reduced model, henceforth called \textit{reduced stratified radiation MHD equations},
\[
\rho_t + \text{div} (\rho u) = 0,
\]
\[
(\rho u)_t + \text{div} \left( \rho u \otimes u + \left( p + \frac{1}{2} \| B \|^2 + \hat{B} \cdot B \right) I - B \otimes B - \hat{B} \otimes \hat{B} - B \otimes \hat{B} \right)
= - (B + \hat{B}) (\text{div } B) - \rho g e_3,
\]
\[
B_t + \text{div} \left( u \otimes B - B \otimes u + u \otimes \hat{B} - \hat{B} \otimes u \right) = -u (\text{div } B),
\]
\[
E_t + \text{div} \left( \left( E + p + \frac{1}{2} \| B \|^2 + \hat{B} \cdot B \right) u - (u \cdot B) B - (u \cdot \hat{B}) \hat{B} \right)
= -(u \cdot B) (\text{div } B) - \rho g (u \cdot e_3) - c \sigma (a T^4 - E),
\]
\[
\mathcal{E}_t + c \text{div } \mathcal{F} = +c \sigma (a T^4 - \mathcal{E}),
\]
\[
\mathcal{F}_t + c \text{div } P = -c \sigma \mathcal{F}.
\] (1.6)
Here, the radiative pressure \(P\) is determined by the moment closure (1.5) and \(\hat{B}\) is any potential background magnetic field with
\[
\text{div} (\hat{B}) = 0, \quad \text{curl} (\hat{B}) = 0.
\]

The stratified radiation MHD model (1.6) can be written in the following balance law form,
\[
\mathbf{U}^{mhd} = \mathbf{F}^{mhd} (\mathbf{U}^{mhd}) = \mathbf{S}^{GP} + \mathbf{S}^g + \mathbf{S}^{rad}(T, \mathcal{E}),
\]
\[
\mathbf{U}^{rad} = \mathbf{F}^{rad} (\mathbf{U}^{rad}) = \mathbf{S}^{rad}(T, \mathcal{E}),
\] (1.7)
where \(\mathbf{U}^{mhd} = \{ \rho, u, B, E \}\) denote the plasma variables and \(\mathbf{U}^{rad} = \{ \mathcal{E}, \mathcal{F} \}\) are the radiation variables, and \(T = \frac{P}{\rho g H}\). Note that (1.7) brings out the split structure of
(1.6) quite clearly as the flux $F^{mhd}$ is independent of $U^{rad}$, and $F^{rad}$ is independent of $U^{mhd}$. The only coupling between the radiative and plasma variables in (1.7) is through the source term $c\sigma(aT^4 - \mathcal{E})$. This split structure can be employed in designing suitable numerical schemes for (1.6) by combining efficient schemes for the ideal MHD equations together with schemes for the M1 model.

It is essential to consider some theoretical properties of (1.6) in order to design robust numerical schemes to approximate the solutions of the stratified RMHD equations.

1.2. Theoretical properties of the stratified RMHD equations. The stratified RMHD equations (1.6) have many desirable physical properties. It is important for the design of numerical schemes to inherit those. We summarize some properties below, starting with the hyperbolicity of RMHD.

- **Hyperbolicity.** Consider (1.6) in the $x$-direction and evaluate the flux Jacobian $A$ of the flux $f = (F^{mhd}, F^{rad})$. The split structure of (1.7) is reflected in the block diagonal form of the Jacobian,

$$ A = \begin{pmatrix} A^{mhd} & 0 \\ 0 & A^{rad} \end{pmatrix}, $$

where $A^{mhd}, A^{rad}$ are the Jacobians corresponding to $F^{mhd}$ and $F^{rad}$, respectively. The eigenvalues of $A^{mhd}$ are well-known ([2]), and the eigenvalues of $A^{rad}$ can be explicitly calculated ([6]), and are listed below. The strict hyperbolicity of the M1 model is a consequence of its derivation by an entropy principle.

- **Positivity.** The standard positivity requirement is that

$$ \rho \geq 0, \quad p \geq 0, \quad \mathcal{E} \geq 0. \quad (1.8) $$

A solution of the stratified RMHD equations (1.6) with initial conditions satisfying (1.8) remains positive for all time, see [6].

- **Flux limitation.** For the eigenvalues to be less than the speed of light, the normalized radiative flux needs to be limited, i.e.

$$ f = \frac{\mathcal{F}}{\mathcal{E}} \leq 1. \quad (1.9) $$

Again, a solution of the stratified RMHD equations (1.6) with initial conditions satisfying (1.9) has a limited flux for all time, see [6].

- **Energy balance.** The variation of the total energy

$$ \tilde{E} = E + \mathcal{E} $$

is only due to the Godunov-Powell source term and the gravity term in (1.6). In particular, if $\text{div} \mathbf{B} \equiv 0$ and $g = 0$, then the total energy is conserved.

- **Steady states.** The steady state of interest for (1.6) is given by,

$$ u \equiv 0, \quad \mathbf{B} \equiv 0, \quad \mathcal{E} = aT_0^4, \quad \mathcal{F} = 0, \quad (1.10) $$

where $T_0 = \frac{p_0}{\gamma \rho_0}$ is the constant model temperature and $p_0, \rho_0 = \frac{p_0}{\gamma \rho_0}$ are the pressure and density at the bottom $z = 0$. The embedded magnetic field $\mathbf{B}$ can be ANY divergence- and curl-free field.
• **Asymptotic behavior.** As pointed out in [6], the M1 system recovers the equilibrium diffusion regime for large absorption coefficients \( \sigma \). That is, as \( \sigma \to \infty \) (the limit for an opaque medium), the M1 model recovers the correct equilibrium diffusion equation for the temperature.

**Remark 1.2. Eigensystem.** The eigenvalues of the radiation part of the flux in (1.7), i.e. \( F^{rad} \), are scaled with the speed of light \( c \). Both the diffusion and transport limit are captured by the equations. At equilibrium, when the flux is zero, i.e. \( f = \|f\| = 0 \), the correct diffusion limit is recovered. That is, \( P = E/3 \) and the largest eigenvalues are \( \lambda^\pm = \pm \frac{c}{\sqrt{3}} \). On the other hand, in the case of extreme non-equilibrium, i.e. \( \|f\| = 1 \), the proper transport limit is recovered, i.e. \( P = E \). Regarding the eigenvalues in this case, we have that the largest eigenvalues are \( \lambda^\pm = \pm c \).

In 2 dimensions the eigenvalues of the Jacobian \( A^{rad} \) can be explicitly calculated to be (see [6])

\[
\begin{align*}
\lambda^\pm &= c \left( \frac{f_1 \pm \sqrt{2(\xi - 1)(\xi + 2)(2(\xi - 1)(\xi + 2) + 3f_2^2)}}{\sqrt{3}\xi(\xi + 2)} \right), \\
\lambda^0 &= \frac{c(2 - \xi)f_1}{f^2}.
\end{align*}
\]

Here, \( \xi = \sqrt{4 - 3f^2} \) and \( f = (f_1, f_3) = (\frac{E_1}{E}, \frac{E_3}{E}) \). The eigenvalues of the Jacobian in the \( z \)-direction can be calculated by replacing \( f_1 \) with \( f_3 \) in the above expression. The eigenvalues of the Jacobian in 2d are depicted in figure 1. It is easy to see that the eigenvalues coincide if \( \|f\| = 1 \), i.e. we have that

\[
\lambda^+ = \lambda^0 = \lambda^- = cf_1, \quad \text{if } \|f\| = 1.
\]

Moreover, the characteristic fields associated with \( \lambda^\pm \) are genuinely nonlinear, whereas the field associated with \( \lambda^0 \) is linearly degenerate, see [6].

**Remark 1.3. Diffusion limit and boundary conditions.** The diffusion limit (\( f = 0 \)) is of importance for simulations concerning the solar atmosphere, as the bottom boundary conditions can be derived by using this limit. At the bottom of the photosphere the Sun becomes opaque to visible light, i.e. \( \sigma \to \infty \). The
asymptotic behavior as $\sigma \to \infty$ is captured by the diffusion limit where $f = 0$. Therefore, the bottom boundary condition for the radiative flux should be

$$\mathcal{F}(z = 0) = 0,$$

and for the radiative energy we can use Neumann boundary conditions or set $\mathcal{E}(z = 0) = \alpha E^2(z = 0)$.

Due to the steady state structure we can model waves in stratified atmospheres (at least in the chromosphere) as perturbations of an equilibrium given in equation (1.10). Waves introduced at the bottom boundary will perturb the radiative equilibrium as they move up the domain and numerical simulations will be focused on the dynamical behavior. However, the main difficulty in numerical computations is, that the fastest wave speeds for equation (1.6) are of the order of the speed of light. Hence, they are much faster than the fast magneto-sonic waves in stratified MHD. According to the CFL condition, an explicit numerical scheme will suffer from a severe restriction of the time step of the order of $\Delta t = O(\Delta x/c)$. In the following, we will describe a semi-implicit scheme that circumvents this problem and compare it to the explicit scheme.

2. Finite volume schemes. We need to design a robust and efficient finite volume scheme that preserves at least some of the properties outlined above. For simplicity, we approximate (1.6) in a Cartesian domain $x = [x_l, x_r] \times [y_l, y_r] \times [z_l, z_r]$ and discretize it by a uniform grid in all directions with the grid spacing $\Delta x, \Delta y$ and $\Delta z$. We set $x_i = X_l + i\Delta x$, $y_j = Y_l + j\Delta y$ and $z_k = Z_l + k\Delta z$. The indices are $0 \leq i \leq N_x$, $0 \leq j \leq N_y$ and $0 \leq k \leq N_z$. Set $x_{i+1/2} = x_i + \Delta x/2$, $y_{j+1/2} = y_j + \Delta y/2$ and $z_{k+1/2} = z_k + \Delta z/2$, and let $C_{i,j,k} = [x_{i-1/2}, x_{i+1/2}) \times [y_{j-1/2}, y_{j+1/2}) \times [z_{k-1/2}, z_{k+1/2})$ denote a typical cell. The cell average of the unknown state vector $\mathbf{U}$ over $C_{i,j,k}$ at time $t^n$ is denoted $\mathbf{U}_{i,j,k}$. Given the decoupled structure of the RMHD equations (1.7), we use the following finite volume scheme (in semi-discrete form),

$$\frac{d}{dt} \mathbf{U}_{i,j,k}^{mhd} = -\frac{1}{\Delta x} (\mathbf{F}^{1,mhd}_{i+1/2,j,k} - \mathbf{F}^{1,mhd}_{i-1/2,j,k}) - \frac{1}{\Delta y} (\mathbf{F}^{2,mhd}_{i,j+1/2,k} - \mathbf{F}^{2,mhd}_{i,j-1/2,k})$$

$$- \frac{1}{\Delta z} (\mathbf{F}^{3,mhd}_{i,j,k+1/2} - \mathbf{F}^{3,mhd}_{i,j,k-1/2})$$

$$\frac{d}{dt} \mathbf{U}_{i,j,k}^{rad} = -\frac{1}{\Delta x} (\mathbf{F}^{1,rad}_{i+1/2,j,k} - \mathbf{F}^{1,rad}_{i-1/2,j,k}) - \frac{1}{\Delta y} (\mathbf{F}^{2,rad}_{i,j+1/2,k} - \mathbf{F}^{2,rad}_{i,j-1/2,k})$$

$$- \frac{1}{\Delta z} (\mathbf{F}^{3,rad}_{i,j,k+1/2} - \mathbf{F}^{3,rad}_{i,j,k-1/2})$$

Here

$$\mathbf{U}_{i,j,k}^{mhd} = \{\rho_{i,j,k}, \mathbf{u}_{i,j,k}, \mathbf{B}_{i,j,k}, E_{i,j,k}\}, \quad \mathbf{U}_{i,j,k}^{rad} = \{\mathcal{E}_{i,j,k}, \mathcal{F}_{i,j,k}\},$$

are cell averages of the unknowns in the cell $C_{i,j,k}$. The numerical fluxes $\mathbf{F}_{i+1/2,j,k}^{1,mhd}$ and $\mathbf{F}_{i,j,k+1/2}^{3,mhd}$, the Godunov Powell sources $\mathbf{S}^{1,2,3}_{i,j,k}$, and the gravity source $S^g_{i,j,k}$ are all independent of $\mathbf{U}_{i,j,k}^{rad}$. We can therefore directly use any numerical scheme devised for approximating the solutions of stratified MHD equations. In particular, the well-balanced three-wave HLLC fluxes with the upwind discretization of the Godunov-Powell source terms $\mathbf{S}^{1,2,3}$ of (1.7) described in [3] is a suitable choice. In this case, the gravity term $S^g$ is discretized in a well balanced manner (see [3]) that differs from the standard pointwise evaluation of the source. We are
left with having to design suitable discretizations of \( \tilde{F}_{i+1/2,j,k}^{\text{rad}} \) and the source terms \( S_{i}^{\text{rad}}, S_{i}^{\text{rad}} \). We start by describing an explicit discretization. Due to the large restriction on the time step for an explicit scheme in this case, we propose a semi-implicit scheme that allows for much larger time steps.

### 2.1. Explicit discretization of the radiative terms

The key step in completing (2.1) is to define the radiation flux \( F_{i}^{\text{rad}} \). For simplicity, we choose an HLL two-wave flux. We start with the description of the numerical flux \( \tilde{F}_{i+1/2,j,k}^{\text{rad}} \) which is defined in terms of an approximate solution to the following Riemann problem,

\[
\begin{align*}
E_{t} + cF_{t} & = 0, \\
F_{t} + c(ED_{1})_{x} & = 0, \\
F_{t} + c(ED_{2})_{x} & = 0, \\
F_{t} + c(ED_{3})_{x} & = 0,
\end{align*}
\]

(2.2)

Here,

\[
D_{1} = \frac{1 - \chi}{2} + \frac{3\chi - 1}{2} \| F \|^{2}, \quad D_{2} = \frac{3\chi - 1}{2} F^{2}, \quad D_{3} = \frac{3\chi - 1}{2} F^{3},
\]

and \( \chi \) is the Eddington factor defined in (1.5).

We approximate the solution of (2.2) with the following wave structure,

\[
\begin{align*}
U_{i,j,k}^{\text{rad}} & = \begin{cases} 
U_{L}^{\text{rad}} & \text{if } x \leq x_{i+1/2}, \\
U_{s}^{\text{rad}} & \text{if } x_{i} < x < x_{i+1}, \\
U_{R}^{\text{rad}} & \text{if } x \geq x_{i+1},
\end{cases} \\
F_{i,j,k}^{1,\text{rad}} & = \begin{cases} 
F_{L}^{1,\text{rad}} & \text{if } x \leq x_{i+1/2}, \\
F_{s}^{1,\text{rad}} & \text{if } x_{i} < x < x_{i+1}, \\
F_{R}^{1,\text{rad}} & \text{if } x \geq x_{i+1},
\end{cases}
\end{align*}
\]

(2.3)

(2.4)

Note that we have used the standard HLL two-wave solver in (2.4). A straightforward calculation using the Rankine-Hugoniot condition leads to the following middle flux,

\[
F_{s}^{1,\text{rad}} = \frac{R_{i,j,k}^{1,\text{rad}} - s_{L}F_{i,j,k}^{1,\text{rad}} + s_{L}s_{R}(U_{i}^{\text{rad}} - U_{L}^{\text{rad}})}{s_{R} - s_{L}}.
\]

(2.5)

The resulting numerical flux is

\[
\tilde{F}_{i+1/2,j,k}^{1,\text{rad}} = \begin{cases} 
F_{i,j,k}^{1,\text{rad}} & \text{if } (s_{L})_{i+1/2,j,k} > 0, \\
F_{i,j,k}^{1,\text{rad},s} & \text{if } (s_{L})_{i+1/2,j,k} \leq 0 \wedge (s_{R})_{i+1/2,j,k} \geq 0, \\
F_{i,j,k}^{1,\text{rad},R} & \text{if } (s_{R})_{i+1/2,j,k} < 0.
\end{cases}
\]

(2.6)

**Choice of wave speeds.** The wave speeds \( s_{L,R} \) in (2.4) need to be chosen suitably. As they approximate the fastest waves in the M1-system (1.4), the simplest stable choice of wave speeds is,

\[
s_{L} = -c, \quad s_{R} = +c,
\]

(2.7)

where \( c \) is the constant speed of light. Note that this choice leads to a Rusanov type scheme (with a global \( s_{L} = -s_{R} \) rather than a local one) for the M1 model. That means we always use the middle state and the numerical flux is given by

\[
\tilde{F}_{i+1/2,j,k}^{1,\text{rad}} = \frac{1}{2}(F_{i,j,k}^{1,\text{rad}} + F_{i+1,j,k}^{1,\text{rad}}) - \frac{c}{2}(U_{i+1,j,k}^{\text{rad}} - U_{i,j,k}^{\text{rad}}).
\]

(2.8)
This choice will be dissipative (particularly at first order) but some accuracy is recovered with a second-order approximation.

A more accurate choice follows [6] and leads to,

\[
\begin{align*}
    s_L &= \min \{0, cf^L, c \frac{f^L - \chi L}{1 - f^L}, c \frac{f^L - \chi L}{1 + f^L}, \lambda^-(U^\text{rad}_L)\}, \\
    s_R &= \max \{0, cf^R, c \frac{f^R - \chi R}{1 - f^R}, c \frac{f^R - \chi R}{1 + f^R}, \lambda^+(U^\text{rad}_R)\},
\end{align*}
\]

(2.9)

where \( f^1 = \frac{\rho}{\rho_L} \), and \( \chi^L,R = \chi(f^1_L,R) \) is the Eddington factor (1.5). Similarly, \( \lambda^\pm \) are the eigenvalues for a given state defined in (1.11). The results of [6] show that the above choice is robust.

The fluxes in the y- and z-directions are obtained by replacing the appropriate quantities in (2.5) and (2.6). This completes the description of the scheme (2.1).

Second-order accuracy can be obtained by the reconstruction routines of [3].

**Radiative source terms.** We are left with describing the discretization of the radiative source terms. The simplest way would be a point-wise evolution of the source at the current time step \( n \) (explicit). But, depending on the constants the source term is potentially stiff. Hence, we use an implicit discretization of the radiative source term.

\[
\begin{align*}
    S^{\text{rad},n+1}_{i,j,k} &= \{0, 0, 0, -\sigma^{n+1}_{i,j,k}(a(T^{n+1}_{i,j,k})^4 - \epsilon^{n+1}_{i,j,k})\}, \\
    \tilde{S}^{\text{rad},n+1}_{i,j,k} &= \{\sigma^{n+1}_{i,j,k}(a(T^{n+1}_{i,j,k})^4 - \epsilon^{n+1}_{i,j,k}), \sigma^{n+1}_{i,j,k}F^{n+1}_{i,j,k}\}
\end{align*}
\]

(2.10)

Observe, that we still call our scheme explicit, although we discretize the radiation sources implicitly. This is because it is only locally implicit and the resulting nonlinear systems can be solved for each cell independently.

The main difficulty associated with (2.1) is the presence of time scales dominated by the speed of light \( c \), dictating a very small time step for explicit finite volume schemes. However, we are only interested in the effect of radiation on the plasma (stratified MHD equation) and do not need to approximate the solutions of the M1 model accurately. Therefore, we devise semi-implicit schemes in the next section that remove this limitation on the time step.

### 2.2. Semi-implicit solvers for Radiation-MHD

In typical applications, the fast magneto-acoustic wave speeds are at least two to three orders of magnitude smaller than the speed of light \( c \). Hence, due to the CFL condition any explicit scheme desigend to resolve time scales of the MHD model will be extremely slow. In order to be able to do realistic simulations, we need to devise semi-implicit schemes that allow us to increase the time step by some orders of magnitude. In this section we will describe semi-implicit solvers for approximating the solutions of RMHD (1.6). Since the only coupling of the MHD part to the M1 model for radiative transport is given by the source term, we can devide our numerical scheme into two parts.

We discretize the MHD part, i.e. the fluxes \( F^{\text{mhd}} \), the Powell source \( S^{\text{GP}} \) and the gravity source \( S^g \) explicitly. The M1 model along with the radiative source \( S^{\text{rad}} \) in the energy equation on the other hand are discretized in an implicit manner. We present the resulting nonlinear system that has to be solved in order to get an approximation to the solution at the next time level. For the sake of clarity we restrict ourself to one space dimension in the description. It is straightforward to extend this approach to several space dimensions. In one dimension we set...
Note that the discretization of $\xi$ HLL flux (2.8) with $s$ provided by the solver for the MHD part of equation (1.6). Using the first order iteration where we have defined namely (2.12)

$E_i^{n+1} - E_i^n + \Delta t H^n = -\Delta t \sigma_i^{n+1}(a(T_i^{n+1})^4 - E_i^{n+1})$, 

$E_i^{n+1} - E_i^n + \frac{\Delta t}{\Delta x} (A_i^{n+1/2} - A_i^{n-1/2}) = +\Delta t \sigma_i^{n+1}(a(T_i^{n+1})^4 - E_i^{n+1})$, 

$F_i^{n+1} - F_i^n + \frac{\Delta t}{\Delta x} (B_i^{n+1/2} - B_i^{n-1/2}) = -\Delta t \sigma_i^{n+1} F_i^{n+1}$. 

Here, $H$ contains the energy-flux, the gravity source and the Powell source of the energy equation. The semi-implicit numerical solver has the following form

$\frac{1}{2}(F_i^{n+1} - F_i^1) + c_t c_{x}\mathbf{\bar{F}}_{i} = -\sigma_i^1 (a(T_i^n)^4 - E_i^n)$, 

The update at the new time level $\xi = (\xi, \beta, \delta)_i = (E_i^{n+1}, E_i^{n+1}, F_i^{n+1})$ is given by finding a root of the following function

$F_i(\alpha, \beta, \delta) = \left( \begin{array}{c} \alpha_i - E_i^n + \Delta t H^n + \Delta t \theta_i^{n+1} (w_i^{n+1}(\alpha_i - v_i^{n+1})^4 - \beta_i) \\ \beta_i - E_i^n + \frac{\Delta t}{\Delta x} A_i^{n+1/2} (\xi_i - \xi_i+1) - \Delta t \theta_i^{n+1} (w_i^{n+1}(\alpha_i - v_i^{n+1})^4 - \beta_i) \\ \delta_i - F_i^n + \frac{\Delta t}{\Delta x} B_i^{n+1/2} (\xi_i - \xi_i+1) + \Delta t \theta_i^{n+1} \delta_i \\ \end{array} \right)$, 

(2.14)

where we have defined $w_i^{n+1} = a \left( \frac{1}{\rho_i^{n+1}} \right)^4$ and $v_i^{n+1} = \frac{1}{2} \rho_i^{n+1} (u_i^{n+1})^2 + \frac{1}{2} (B_i^{n+1})^2$.

The values of $\rho_i^{n+1}$, $u_i^{n+1}$, $B_i^{n+1}$ and $H^n$ are directly available from the explicit solver for the MHD equations. The expressions for the fluxes $A$ and $B$ depend on the flux discretization. For the flux (2.8) we have that

$A(\xi_i-1, \xi_i, \xi_i+1) = \frac{c}{2} (\delta_i+1 - \delta_i-1 + 2 \beta_i - \beta_i-1)$, 

$B(\xi_i-1, \xi_i, \xi_i+1) = \frac{c}{2} \left( \beta_i+1 \chi \left( \frac{\delta_i+1}{\beta_i+1} \right) - \beta_i-1 \chi \left( \frac{\delta_i-1}{\beta_i-1} \right) - \delta_i+1 + 2 \delta_i - \delta_i-1 \right)$. 

(2.15)

A solution $\xi'$ with $F(\xi') = 0$ provides the values at the new time level $n + 1$, namely $(E_i^{n+1}, E_i^{n+1}, F_i^{n+1}) = \xi_i'$. In order to find a root of $F(\xi)$ we use Newton iteration

$DF(\xi_j)(\xi_{j+1} - \xi_j) = -F(\xi_j)$, 

(2.16)

with the start value $(\xi_0)_i = (E_i^n, E_i^n, F_i^n)$. We stop the iteration, if $||F(\xi_j)|| \leq \text{tol}$ or after a certain number of iterations. The Jacobian has the following structure

$DF = \begin{pmatrix} DF_{1,1} & DF_{1,2} & 0 \\ DF_{2,1} & DF_{2,2} & DF_{2,3} \\ 0 & DF_{3,2} & DF_{3,3} \end{pmatrix}$, 

(2.17)
using this assumption, it follows that the components of \(DF\) are given by
\[
df_{1,1} = 1 + 4\Delta t c_i \sigma_i^{n+1} (x_i^1 - v_i^{n+1})^3,
\]
\[
df_{1,2} = -\Delta t c_i \sigma_i^{n+1} \text{ and } df_{2,1} = -\Delta t c_i \sigma_i^{n+1} (x_i^1 - v_i^{n+1})^3,
\]
respectively.

For \(p, q \in \{2, 3\}\) we have the following tridiagonal structure
\[
DF_{p,q} = \begin{pmatrix}
0 & d_{p,q} & d_{p,q} & 0 \\
0 & 0 & 0 & 0 \\
-\Delta t c_i \sigma_i^{n+1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\] (2.18)

The components of \(DF_{2,2}\) and \(DF_{2,3}\) can be calculated as
\[
dl_{2,2} = dr_{2,2} = -\frac{c\Delta t}{2\Delta x},
d_{2,2} = 1 + \Delta t c_i \sigma_i^{n+1} + \frac{c\Delta t}{\Delta x},
\]
\[
dl_{2,3} = -\frac{c\Delta t}{2\Delta x},
d_{2,3} = +\frac{c\Delta t}{2\Delta x}, d_{2,3} = 0.
\] (2.19)

The derivatives of the third component of \(F\) are more complicated, due to the non-linearity of the flux function. However, for the Newton iteration to work we only need an approximation of the Jacobian of the non-linearity of the flux function. However, for the Newton iteration to work we only need an approximation of the Jacobian. That means we have
\[
\frac{\partial \beta_i \chi}{\partial \beta_i} \approx \chi \left( \frac{\partial \beta_i \chi}{\partial \beta_i} \right).
\] (2.20)

Using this assumption, it follows that the components of \(DF_{3,2}\) and \(DF_{3,3}\) are given by
\[
dl_{3,2} = -\frac{c\Delta t}{2\Delta x} \chi_{i-1}, dr_{3,2} = +\frac{c\Delta t}{2\Delta x} \chi_{i+1}, d_{3,2} = 0,
\]
\[
dl_{3,3} = dr_{3,3} = -\frac{c\Delta t}{2\Delta x}, d_{3,3} = 1 + \Delta t c_i \sigma_i^{n+1} + \frac{c\Delta t}{\Delta x}.
\] (2.21)

This concludes the description of the implicit solver for the interior points. For the Newton (2.16) iteration to be complete, we need to implement boundary conditions for both the right hand side \(F\) and the Jacobian \(DF\). Using Neumann boundary conditions for the \(M_1\) model in the explicit solver, translates to the following boundary conditions for the implicit solver. For \(F(x)\) in equation (2.14) we need to define values for the spatial derivatives at the boundaries, namely
\[
A(\xi_0, \xi_1, \xi_2) = \frac{c}{2} (\delta_2 - \delta_1 - \beta_2 + \beta_1),
\]
\[
A(\xi_{N_x-1}, \xi_{N_x}, \xi_{N_x+1}) = \frac{c}{2} (\delta_{N_x} - \delta_{N_x-1} + \beta_{N_x} - \beta_{N_x-1}),
\]
\[
B(\xi_0, \xi_1, \xi_2) = \frac{c}{2} \left( \beta_2 \chi \left( \frac{\delta_2}{\beta_2} \right) - \beta_1 \chi \left( \frac{\delta_1}{\beta_1} \right) - \delta_2 + \delta_1 \right),
\]
\[
B(\xi_{N_x-1}, \xi_{N_x}, \xi_{N_x+1}) = \frac{c}{2} \left( \beta_{N_x} \chi \left( \frac{\delta_{N_x}}{\beta_{N_x}} \right) - \beta_{N_x-1} \chi \left( \frac{\delta_{N_x-1}}{\beta_{N_x-1}} \right) + \delta_{N_x} - \delta_{N_x-1} \right).
\] (2.22)
Furthermore, for the Jacobian $DF$ in (2.17) we define
\[
\chi \left( \frac{\delta N_{\gamma+1}}{\beta_{N_{\gamma}}} \right) = \chi \left( \frac{\delta N_{\gamma}}{\beta_{N_{\gamma}}} \right) = \chi \left( \frac{\delta 1}{\beta_1} \right)
\]
(2.23)
at the boundaries. For different types of boundary conditions those definitions will change.

This semi-implicit approach is easily extended to multi space dimensions. We omit the description in this article, and continue with describing the properties of the various schemes.

### 2.3. Properties of the explicit and semi-implicit schemes

We consider finite volume schemes of type (2.1) approximating the solutions of the stratified RMHD equations (1.6). In the numerical experiments of this paper we choose to test and compare the following two numerical schemes. Since it is essential to preserve discrete versions of the steady states, we use the well-balanced three-wave HLLC solver of [3] (with the corresponding discretizations of the Powell source and the gravitational source term as well as the balanced Neumann type boundary conditions).

For the radiative part of (1.6) we choose the HLL solver described in sections 2.1 and 2.2.

Therefore, we have the following two possibilities.

- Explicit solver $M_{\text{HLLC-RHLL}}$: explicit well-balanced HLLC solver for MHD combined with the explicit HLL scheme for the radiation part, and
- semi-implicit solver $M_{\text{HLLC-RHLL}}$: explicit well-balanced HLLC solver for MHD combined with the implicit HLL scheme for the radiation part.

We want to remark that the fully explicit solver $M_{\text{HLLC-RHLL}}$ uses a locally implicit time discretization for the sources radiative sources. In one dimension the general numerical scheme has the form
\[
U^{n,mhd,n+1}_{i,j,k} - U^{n,mhd,n}_{i,j,k} + \frac{\Delta t}{\Delta x} (F^{1,mhd,n}_{i+1/2,j,k} - F^{1,mhd,n}_{i-1/2,j,k}) = \Delta t S^{1,n}_{i,j,k} + \Delta t S^{p,n}_{i,j,k} + \Delta t S^{\gamma,n}_{i,j,k} + \Delta t S^{\rho,n}_{i,j,k} + \Delta t S^{\gamma,n}_{i,j,k},
\]
(2.24)
where we get the explicit scheme $M_{\text{RHLL}}$ for $p = n$, and the semi-implicit scheme $M_{\text{HLLC-RHLL}}$ for $p = n + 1$. Moreover, the flux differences for the Rusanov type scheme are given by
\[
A^p_{i+1/2} - A^p_{i-1/2} = \frac{c}{2} (F^1_{i+1} - F^1_{i-1} - \mathcal{E}^p_{i+1} - \mathcal{E}^p_{i-1} + 2\mathcal{E}^p_{i} - \mathcal{E}^p_{i+1}),
\]
\[
B^k_{i+1/2} - B^k_{i-1/2} = \frac{c}{2} (\mathcal{E}^k_{i+1} - \mathcal{E}^k_{i-1} - \mathcal{E}^p_{i+1} - \mathcal{E}^p_{i-1} + 2\mathcal{E}^k_{i} - \mathcal{E}^k_{i+1}),
\]
(2.25)
with $D^k$ defined in (2.3).

In the following theorem we summarize the properties of the finite volume schemes $M_{\text{HLLC-RHLL}}$, $M_{\text{HLLC-RHLL}}$, approximating the solutions of the stratified RMHD equations (1.6).
Theorem 2.1. Consider the finite volume schemes $M_{\text{HLLC}R_{\text{HLL}}}$, $M_{\text{HLLC}R_{\text{HLL}}}$, approximating the solutions of equation (1.6). Both schemes

- are consistent with (1.6) and first order accurate in both space and time (for smooth solutions),
- preserve $\mathcal{E} \geq 0$ and $\|\mathcal{F}/\mathcal{E}\| \leq 1$ discretely provided $c, a, \sigma \geq 0$,
- are well-balanced, i.e. preserve discrete versions of the steady states (1.10) for any background magnetic field $\mathbf{B}$.

Proof. The schemes are first order accurate by construction.

Next, we show positivity and flux limitation for the explicit scheme. In 1d we have $\mathcal{F}^{2,n}_i = \mathcal{F}^{3,n}_i = 0$. Let us assume that for a fixed $n$, the two inequalities

$$\mathcal{E}^n_i \geq 0, |\mathcal{F}^{1,n}_i| \leq \mathcal{E}^n_i$$

(2.26)

hold true for all $i$. In that case we can write $\pm \mathcal{F}^{1,n}_i - \mathcal{E}^n_i \leq 0$, which will be used several times in the sequel. Then from the discrete equation (2.24) for radiative energy

$$\mathcal{E}^{n+1}_i (1 + \Delta t c \sigma^{n+1}) = \mathcal{E}^n_i - \frac{\Delta t}{2\Delta x} (\mathcal{F}_{i+1}^{1,n} - \mathcal{F}_{i-1}^{1,n} - \mathcal{E}^n_i + 2\mathcal{E}^n_i - \mathcal{E}^n_i) + \Delta t c \sigma^{n+1} a(T_i^{n+1})^4,$$

we can conclude that

$$\mathcal{E}^{n+1}_i (1 + \Delta t c \sigma^{n+1}) \geq \mathcal{E}^n_i - \frac{\Delta t}{\Delta x} c \mathcal{E}^n_i + \Delta t c \sigma^{n+1} a(T_i^{n+1})^4 \geq \mathcal{E}^n_i (1 - \frac{\Delta t}{\Delta x} c),$$

by using that $\pm \mathcal{F}^{1,n}_i - \mathcal{E}^n_i \leq 0$. So we have that the radiative energy remains positive, if the CFL condition $\Delta t \leq \frac{\Delta x}{c}$ is fulfilled.

In order to show that the flux is limited, we proceed as follows. Assume that

(2.26)

holds true for a fixed $n$ and all $i$. Then we need the prove the following two inequalities $\pm \mathcal{F}^{1,n+1}_i - \mathcal{E}^{n+1}_i \leq 0$, using that we have already shown that $\mathcal{E}^n_i \geq 0$ for all $i$ and $n$. For the scheme (2.24), we have

$$(\pm \mathcal{F}^{1,n+1}_i - \mathcal{E}^{n+1}_i) (1 + \Delta t c \sigma^{n+1}) = (\pm \mathcal{F}^{1,n}_i - \mathcal{E}^n_i) (1 - \frac{\Delta t}{\Delta x} c) + \Delta t c \sigma^{n+1} a(T_i^{n+1})^4$$

$$- \frac{\Delta t}{2\Delta x} (\pm \mathcal{E}^{n+1}_i + \mathcal{E}^n_i - \mathcal{E}^n_i + \mathcal{F}^{1,n}_i - \mathcal{E}^n_i - \mathcal{F}^{1,n}_i + \mathcal{E}^n_i + \mathcal{F}^{1,n}_i) + \mathcal{E}^n_i + \mathcal{F}^{1,n}_i - \mathcal{E}^n_i - \mathcal{F}^{1,n}_i + \mathcal{E}^n_i)$$

So the flux stays limited if the above expression on the right hand side is always negative. This is the case, if the CFL condition $\Delta t \leq \frac{\Delta x}{c}$ is fulfilled and the following holds for all $i$

$$(-1 \mp 1) \mathcal{F}^{1,n}_i + (1 \pm \chi_i^n) \mathcal{E}^n_i \geq 0,$$

$$(1 \mp 1) \mathcal{F}^{1,n}_i + (1 \mp \chi_i^n) \mathcal{E}^n_i \geq 0,$$

All of them are fulfilled. First of all we have $(1 - \chi_i^n) \mathcal{E}^n_i \geq \frac{1}{4} \mathcal{E}^n_i \geq 0$, under condition (2.26). Second, we see that the expression $\pm 2 \mathcal{F}^{1,n}_i + (1 + \chi_i^n) \mathcal{E}^n_i$ is always positive under condition (2.26), by looking at the function (divide by $\mathcal{E}^n_i > 0$). For $\mathcal{E}^n_i = 0 \Rightarrow \mathcal{F}^{1}_i = 0$ and the above inequalities hold trivially.

$$h^\pm(z) = \pm 2z + 1 + \frac{3 + 4z^2}{5 + 2\sqrt{4 - 3z^2}}, \quad -1 \leq z \leq 1$$

In the interval $[-1, 1]$ the function $h^\pm$ is continuous and therefore has a minimum. The derivative of this function is nonzero for all $z \in (-1, 1)$. Furthermore, we have that $h^\pm(\mp 1) = 0$ and $h^\pm(\pm 1) = 4$. From this we conclude that $h^\pm(z) \geq 0$ for
|z| \leq 1. Summarizing, we have shown that \( \pm J^{1,n+1}_i - E^{n+1}_i \leq 0 \) and therefore that the flux stays bounded.

The explicit scheme preserves the steady states up to machine precision. First of all, the radiation fluxes are all equal to zero at the steady state. Second, the radiation sources are equal to zero and stable points of the remaining ordinary differential equations. In combination with the fact that the MHD part is well-balanced (see [3]) we have that steady states are preserved up to machine precision.

The proof of flux limitation and steady state preservation for the implicit scheme is very similar to the above proof for the explicit scheme and we omit it here.

The numerical experiments for (1.6) fall into two different categories. First we test and compare the explicit and semi-implicit scheme described above for wave propagation. It turns out that the semi-implicit solver is several orders of magnitude more efficient in comparison with the explicit solver for radiation hydrodynamics/MHD. The second category consists of a suit of numerical experiments showing the effects of radiation on wave propagation in stratified magneto-atmospheres.

3. Numerical experiments in 1 dimension/Efficiency study. In this section we present numerical experiments for testing how robustly and efficiently our schemes of type (2.1) work, comparing the explicit \( M_{\text{HLLC}} R_{\text{HLL}} \) with the semi-implicit \( M_{\text{HLLC}} R_{\text{HLL}} \) solver. We show that for the radiation hydrodynamic/MHD equations (1.6) the semi-implicit solver is several orders of magnitude more efficient than the explicit solver.

To begin with, we compare our numerical schemes for radiation hydrodynamics, given by (1.6) with a zero magnetic field \( \tilde{B} = \mathbf{0} \). The initial conditions are a discrete version of the steady state background (1.10) with \( \gamma = 5/3, a = 1, p_0 = 1.13, H = 0.158 \) and a gravity constant of \( g = 2.74 \). Furthermore, we choose \( \sigma(z, t) = \frac{\rho(z,t)}{\rho(0,0)} \), so that the medium is opaque at the bottom \( z = 0 \) at time \( t = 0 \). The domain is given by \( z \in [0, 1] \).

For numerical simulations concerned with wave propagation in stratified atmospheres it is desirable, if not necessary, to use a well-balanced finite volume scheme, see [3]. As shown in theorem 2.1, both the explicit \( M_{\text{HLLC}} R_{\text{HLL}} \) and the semi-implicit \( M_{\text{HLLC}} R_{\text{HLL}} \) preserve the steady state discretely, and are therefore suitable for our task. On top of this steady state background we model the waves by introducing a local sinusoidal (in time) driving of the velocity field perpendicular to the boundary, given by the following boundary condition for the normal velocity at the bottom

\[ u_3(0, t) = 0.3 \sin(6\pi t). \]  

(3.1)

As time evolves, those waves move up through the domain and are modified by the stratified RMHD equations. In figure 2 we present the results for the well-balanced explicit \( M_{\text{HLLC}} R_{\text{HLL}} \) and semi-implicit \( M_{\text{HLLC}} R_{\text{HLL}} \) schemes at time \( t = 0.8 \) for different meshes. We can see that the waves are resolved very well and the semi-implicit solver seems to have slightly more accuracy compared to the explicit solver on the same grid, at least in the plasma variables \( \rho, m_3 \) and \( E \), despite the fact that it uses much less computational time.

To quantify the efficiency of the explicit \( M_{\text{HLLC}} R_{\text{HLL}} \) compared with the semi-implicit \( M_{\text{HLLC}} R_{\text{HLL}} \) scheme, we first compute a reference solution with the explicit scheme on a very fine grid. Then we plot the computational time over the relative
Figure 2. Comparison of explicit solver $M_{\text{HLLC}}R_{\text{HLL}}$ with semi-implicit solver $M_{\text{HLLC}}R_{\text{HLL}}$ for different CFL numbers at time $t = 0.8$. From top to bottom and left to right: density $\rho$, momentum $m_3$, energy $E$, radiative energy $\mathcal{E}$ and radiative flux $\mathcal{F}$.

errors with respect to this reference solution for both the explicit and semi-implicit scheme on different mesh resolutions. We can learn from figure 3 that for the same relative error the explicit $M_{\text{HLLC}}R_{\text{HLL}}$ solver is $O(10^4)$ slower compared with the semi-implicit $M_{\text{HLLC}}R_{\text{HLL}}$ solver. The reason for this tremendous difference in efficiency is the following. The maximum eigenvalue of the hydrodynamic equations compared to the speed of light is $c/\max(\lambda_{\text{hydro}}(t)) = O(10^4)$. That means we do $O(10^4)$ more time steps with the explicit solver. There is no loss of accuracy due to the large time steps because the waves in stratified RMHD (1.6) are induced by a forcing of the hydrodynamic variable $u_3$. Therefore, the waves in the radiation variables $\mathbf{U}^{\text{rad}}$ are rather weak and without strong shocks, and the radiation part can be well approximated by a rather diffusive implicit solver. We can conclude that the higher cost of solving a system of nonlinear equations at each time step is more than compensated for by allowing much larger time steps. So in this case the semi-implicit scheme $M_{\text{HLLC}}R_{\text{HLL}}$ clearly wins over the explicit version in terms of efficiency.

In the next section we focus on the influence of radiative transfer on wave propagation in stratified atmospheres.

4. Numerical experiments in 2 dimensions/Comparison of MHD with radiation MHD. In this section we compare the solution of the MHD equations with the solution of the RMHD equations on a suit of numerical experiments using
Figure 3. Comparison of the efficiency of the explicit $M_{\text{HLLC}}R_{\text{HLL}}$ and semi-implicit $M_{\text{HLLC}}R_{\text{HLL}}$ solver for the solution at time $t = 0.8$. The relative error is the sum of the relative errors of all variables (divided by number of variables).

the explicit solver $M_{\text{HLLC}}R_{\text{HLL}}$. The first order scheme is run with a CFL number of 0.45 and for the constants in the model we choose for the acceleration due to gravity, $g = 2.74$, constant $H = 0.158$, gas constant $\gamma = 5/3$ and initial pressure $p_0 = 1.13$. All subsequent two-dimensional experiments are performed on the domain $[x, z] \in [0, 4] \times [0, 1]$. Again, we choose $\sigma(z, t) = \rho(z, t)/\rho(0, 0)$, so that the medium is opaque at the bottom $z = 0$ at time $t = 0$.

We want to compare the MHD equations with the radiation MHD equations (1.6). Since we are concerned with wave propagation in stratified atmospheres we follow the setup described in articles [1, 2, 3]. We choose a discrete version of the steady state (1.10) with different background magnetic fields $\vec{B}$. A small part of the bottom boundary acts a piston and sends in temporally sinusoidal waves, perturbing the steady state. Those boundary conditions are given by a forcing in the normal velocity field, namely

$$u^3(x, 0) = 0.3e^{-100(x-1.9)^2} \sin (6\pi t) 1_{(1.65, 2.15)}.$$ (4.1)

We start with the simplest case, i.e. in absence of a magnetic field.

4.1. **Hydrodynamics vs radiation hydrodynamics.** The setup in the pure hydrodynamic case is given by choosing the embedded magnetic field $\vec{B}$ to be zero. The results are shown in figure 4. The top row depicts the solution at time $t = 1$ for standard hydrodynamics and the bottom row the one for hydrodynamics combined with the M1 model. In order to better compare the two cases, the solution for each variable uses the same scaling for MHD and RMHD in the figure. By comparing
Figure 4. Comparison of hydrodynamics with radiation hydrodynamics. Solution from the explicit solver $R_{HLL_e}$ at $t = 1$ for $400 \times 100$ mesh points. Left: relative temperature change. Right: vertical velocity $u_3$. Each variable has the same scaling for MHD and RMHD.

In the plots for temperature in figure 4 we can immediately see that the temperature variations introduced by the boundary conditions (4.1) of radiation hydrodynamics are too small to be seen compared to the results of hydrodynamics. This means that radiative transfer compensates the (by the boundary conditions) introduced temperature variations. This has a profound effect on the velocity of the wave fronts propagating through the medium. We can see on the right of figure 4 that the first wave front for hydrodynamics without radiation is about to exit the domain on the top at time $t = 1$. In contrast, the velocity plot for radiation hydrodynamics at the same time $t = 1$ reveals that the leading wave front is still a distance away from the top boundary and is therefore clearly propagating with a slower speed due to the action of radiative transfer. Furthermore, we can see that the amplitude of the velocity disturbances is reduced if we account for radiative transport. The overall dynamics are, however, comparable for both cases.

We continue by studying the effects of radiative transport in the case of complicated nontrivial magnetic fields.

4.2. Comparison of MHD with Radiation MHD. The above experiment was the comparison of hydrodynamics with radiation hydrodynamics since the magnetic field stayed zero during the whole computation. In order to see the effect of radiative transfer on the solution of the MHD equations in two dimensions, we choose a realistic two-dimensional background magnetic field in the following way. We let $\tilde{B}_3(x, 0, 0)$ approximate

$$
\tilde{B}_3(x, 0, 0) = 2.7e^{-7.2r^2} - 1.3e^{-40(r-0.6)^2}, \quad r = |x - 2|, \ x \in [0, 4]
$$

by using a Fourier expansion of vector harmonic functions (see also [1, 2, 3]), i.e.

$$
\tilde{B}_1(x, y, z) = \sum_{l=0}^{L} f_l \sin (2\pi lx) e^{-2\pi lz}, \quad \tilde{B}_3(x, y, z) = \sum_{l=0}^{L} f_l \cos (2\pi lx) e^{-2\pi lz},
$$

$$
B_2(x, y, z) \equiv 0,
$$

where the $f_l$'s are Fourier coefficients corresponding to the background magnetic field at the bottom of the domain and $L$ is the total number of Fourier modes.
The computations presented here use the first fourteen terms in the Fourier series. The full magnetic field $\mathbf{B}(x, y, z)$ follows then from the potential field assumption, i.e. (4.3). The resulting potential field consists of a large unipolar magnetic flux concentration surrounded on each side by two smaller concentrations of opposite polarity field (see[1], figure 1 for an illustration). The rest of the constants and $\sigma$ is chosen as in the case above.

The numerical results are presented in figure 4.2. Again, each variable is scaled in the same way, in order to allow for a good comparison of the solutions of MHD and RMHD. As is expected (see [1, 2, 3]), the waves are more focused compared to the hydrodynamics case due to the presence of the nonzero magnetic field. Looking at the temperature plot, we again see that the radiative transport results in an almost constant temperature distribution compared to the solution of the standard MHD equations. Looking at the velocity in the direction of the magnetic field, we again see that the wave fronts are propagating with a smaller speed in the case of RMHD. This difference is less prominent if we consider the velocity perpendicular to the magnetic field.

In this example the magnetic field is still of moderate strength. We therefor increase our the magnetic field (4.2) by a factor of 3. The results are presented in figure 4.2. In this case the waves are even more focused due to the action of the Lorentz force, and follow the magnetic field lines (white). As before, it becomes apparent from the temperature plot that the temperature is kept almost constant in the case of RMHD in contrast to the solution of the MHD equations. Looking at the velocity in the direction of the magnetic field, we can again conclude that the overall behaviour is the same, but the speed of the wave fronts as well as the
amplitude of them is reduced due to radiative transfer. This can also be seen in the plot for the velocity in the direction perpendicular to the magnetic field.

5. Conclusion. Wave propagation in the solar atmosphere is a very important mode of energy transport in the sun and plays an essential role in many interesting solar phenomena, particularly in chromospheric and coronal heating. Solar wave propagation can be modeled in terms of the equations of stratified radiative MHD. As the standard radiative transport equation is high-dimensional, reduced models are preferred. We focus on a particular reduced model, the so-called M1 model that accounts for radiation in terms of spectral radiative moments. The resulting M1-stratified MHD coupled system is then simulated using numerical schemes.

We consider two sets of numerical schemes in this paper. Both schemes are based on the coupling between the MHD and radiation parts in terms of source terms. Thus, standard HLLC and two-wave HLL solvers can be used to form the numerical fluxes in a finite volume framework. The simplest form of time stepping is the forward Euler time stepping. It has to augmented with implicit treatment of the stiff radiative source term. The resulting scheme works quite well. However, it is computationally very expensive as the relevant speed of the system, that is used in setting the time step through the CFL condition for the explicit scheme, is given by the speed of light. This is three to four orders of magnitude larger than the fastest magneto sonic waves of the system.

Consequently, we couple an explicit forward Euler discretization of the MHD flux and source terms with an implicit backward Euler discretization of the radiative flux and source terms. This coupled semi-implicit scheme allows us to determine the time step in terms of the magneto sonic waves and allows for time steps that are orders
of magnitude larger than the fully explicit scheme. Numerical experiments show that the semi-implicit scheme is three to four orders of magnitude more efficient than the fully explicit scheme.

We conclude with a suit of numerical experiments for the propagation of waves in the sun. Both weak and strong magnetic fields are used and the numerical experiments indicate that the schemes work quite well with sharp resolution of the waves. Compared to the absence of radiation, adding radiation implies greater uniformity in temperature distributions as a consequence of radiative cooling. Furthermore, this cooling leads to the slowing down of propagating waves. Furthermore, the wave amplitude is also reduced as energy is taken out of the system on account of radiative cooling. This energy loss poses a considerable obstacle for wave propagation explaining coronal heating. More elaborate physical mechanisms are needed to explain this heating.

In terms of implementation, we use a Newton method to solve the resulting non-linear algebraic system of equations at each time step. Currently, a direct method for inverting the linearized equations within each Newton step, is used. However, practical efficiency dictates the use of an iterative krylov type methods for solving the resulting linear equations. Such iterative methods suffer from ill-conditioning. The design of an efficient preconditioner is a prerequisite for the efficient solution of the nonlinear equations and will be the subject of a forthcoming paper.
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Abstract. In this paper we give an overview of Implicit-Explicit Runge-Kutta schemes applied to hyperbolic systems with stiff relaxation. In particular, we focus on some recent results on the uniform accuracy for hyperbolic systems with stiff relaxation [6], and hyperbolic system with diffusive relaxation [7, 5, 4]. In the latter case, we present an original application to a model problem arising in Extended Thermodynamics.

1. Introduction. Many physical models are described by hyperbolic systems with relaxation of the form

\[ \partial_t U + \partial_x F(U) = \frac{1}{\varepsilon} R(U), \quad x \in \mathbb{R}, \tag{1} \]

with \( U = U(x, t) \in \mathbb{R}^N, \ F : \mathbb{R}^N \to \mathbb{R}^N. \) Such systems are said hyperbolic if the Jacobian matrix \( F'(U) \) has real eigenvalues and a basis of eigenvectors \( \forall U \in \mathbb{R}^N. \) Usually, the parameter \( \varepsilon \) is called the relaxation time, which is small in many physical situations. Here we use the term relaxation in the sense of Whitham [25] and Liu ([19]), which in practice means that if \( \varepsilon \to 0 \), the system formally relaxes to a quasilinear hyperbolic system with a smaller number of dimensions. Chen, Levermore, and Liu [10] provide the proper condition that ensures that the solution of the relaxation system actually converges to the solution of the relaxed system.

Typical examples of such systems are: gas dynamics with chemical reactions, shallow water with friction, discrete kinetic models, extended thermodynamics, hydrodynamical models for semiconductors, traffic flow models, granular gases (see [21] and references therein).

A simple prototype example of relaxation system is given by

\[ \partial_t u + \partial_x v = 0, \]

\[ \partial_t v + \partial_x p(u) = -\frac{1}{\varepsilon} (v - f(u)), \]

which corresponds to \( U = (u, v), \ F(U) = (v, p(u)), \ R(U) = (0, f(u) - v). \) As \( \varepsilon \to 0 \) we get, formally, the local equilibrium \( v = f(u) \) while \( u \) satisfies the conservation equation

\[ \partial_t u + \partial_x f(u) = 0. \]
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Since source term from cell averages to pointwise values, reconstruction can be obtained, for example, by ENO or WENO reconstruction of ODEs of the form $\frac{du_i}{dt} = - \hat{f}_{i+1/2} - \hat{f}_{i-1/2} - g(u_i)$, i.e., the subcharacteristic condition.

The most commonly used approach for the numerical solution of hyperbolic system with relaxation is based on the Method Of Line (MOL). First we discretize the system in space, leading to a large system of ODEs defined on a grid. The semi discrete scheme should be high resolution shock capturing, which provide correct shock location without numerical oscillations. Among space discretization techniques we mentioned several possibilities: Finite Volume (FV), Finite Difference (FD), Discontinuous Galerkin (DG). Method of lines based on conservative finite difference is the simplest choice for the construction of high order schemes in space and time [22, 21]. For example, in one space dimension, the scheme reads:

$$\frac{du_j}{dt} = - \hat{f}_{j+1/2} - \hat{f}_{j-1/2} - g(u_j)$$

with

$$\hat{f}_{j+1/2} = \frac{\hat{f}^+_j(x^-_{j+1/2}) + \hat{f}^-_j(x^+_{j+1/2})}{2}.$$

The numerical flux $\{\hat{f}^\pm_{j+1/2}(x)\}$ being reconstructed from the fluxes $f^\pm(x_j)$, which in turn split the analytical flux: $f = f^+ + f^-, \lambda(\nabla f^+) \geq 0, \lambda(\nabla f^-) \leq 0$. High order reconstruction can be obtained, for example, by ENO or WENO reconstruction from cell averages to pointwise values,

$$\{f^\pm_j\}_{WENO} \rightarrow \hat{f}^\pm_j(x_{j\pm1/2})$$

Since source term $g(u_j)$ is computed pointwise then the various cells are not coupled at the level of the source, and the implicit equations in each cell are independent from each other.

Applying MOL to hyperbolic system with relaxation, the PDEs become a system of ODEs of the form

$$u' = f(u) + \frac{1}{\varepsilon}g(u), \quad (2)$$

with initial vector $u_0 = (U(x_1, t_0), \cdots, U(x_N, t_0))^T$, where $\{x_i\}_{i=1}^N$ denote the spatial computational mesh. The solution at time $t$ is $u(t) = (u_1(t), u_2(t), \cdots, u_N(t))^T$ where $u_i(t) \approx U(x_i, t)$. The term $f(u)$ represents the discretization of the convective derivative term, $-\partial_x F(U)$, while $g(u)$ represents the discrete approximation of the source term, $G(U)$, on the grid nodes (and possibly the boundary conditions). Then a suitable time integrator is used to solve ODEs.

In most cases $f(u)$ is non stiff and non linear while $\frac{1}{\varepsilon}g(u)$ contains the stiffness, so we look for numerical schemes which are explicit in $f$ and implicit in $g$. In particular it is essential that the numerical scheme is accurate for $\varepsilon \to 0$ (possibly also for intermediate regimes of such parameters, i.e. when $\varepsilon$ is not too small). Moreover some stability restrictions are required, i.e. for the convection term $\Delta t \leq \rho(\nabla u, F)\Delta x$ (CFL condition). The stiff term has to be treated implicitly to avoid restrictions $\Delta t \leq C\varepsilon$.

IMEX Runge-Kutta methods represents a very effective tool to guarantee the simplicity of the explicit treatment of the non-stiff term $f(u)$ and to avoid time restriction because of the stiffness in the source term $g(u)$.
An Implicit-Explicit (IMEX) Runge-Kutta scheme applied to system (2) takes the form

\[ Y_i = y_0 + h \sum_{j=1}^{i-1} \tilde{a}_{ij} f(t_0 + \tilde{c}_j h, Y_j) + h \sum_{j=1}^{i} \frac{1}{\varepsilon} g(t_0 + c_j h, Y_j), \]

\[ y_1 = y_0 + h \sum_{i=1}^{s} \tilde{b}_i f(t_0 + \tilde{c}_i h, Y_i) + h \sum_{i=1}^{s} \frac{1}{\varepsilon} g(t_0 + c_i h, Y_i). \]

where \( \tilde{A} = (\tilde{a}_{ij}), \tilde{a}_{ij} = 0, j \geq i \) and \( A = (a_{ij}) \) are \( s \times s \) (lower triangular) matrices and \( \tilde{c}, \tilde{b}, c, b \in \mathbb{R}^s \), coefficient vectors. A classical representation of a IMEX R-K method is given by

\[
\text{Double Butcher tableau: } \begin{array}{c|cc}
\tilde{c} & \tilde{A} \\
\hline
\tilde{b}^r & A
\end{array}
\]

We restrict to consider IMEX schemes in which the implicit part is a diagonally implicit Runge-Kutta (DIRK). Besides it simplicity, this will ensure that \( f \) is always evaluated explicitly.

We can classify each IMEX Runge-Kutta scheme by considering the different structures of the matrix \( A = (a_{ij})_{i,j=1}^{s} \), of the implicit scheme:

- (Methods of Type A) The matrix \( A \) is invertible.
- (Methods of Type CK)

The submatrix \( \hat{A} \) is invertible.

CK methods with \( a = 0 \) are called ARS methods [1]. Type A methods are somehow more difficult to construct, but easier to analyze than methods of type CK [9] or ARS.

The rest of the paper is organized as follows. Section 2 review some recent results on the development of high-order implicit-explicit (IMEX) Runge-Kutta (R-K) schemes suitable for time-dependent partial differential systems [6]. In section 3 we discuss hyperbolic systems with stiff diffusive relaxation. The last section is devoted to some applications to some models of diffusive relaxation, which confirm practice the advantageous effects of the approaches introduced the earlier sections. In particular, Sec. 4.2 is devoted to an original application of IMEX-I schemes without parabolic restriction to a one dimensional model problem arising in the context of Extended Thermodynamics.

2. On the uniform accuracy of IMEX Runge-Kutta schemes and applications to hyperbolic systems with relaxation. Usually, under-resolved numerical schemes may yield spurious numerical solutions that are unphysical. Other times, in the case of hyperbolic systems with stiff terms, high order schemes may reduce to lower order when the time step fails to resolve the small relaxation time.

IMplicit-EXplicit (IMEX) Runge-Kutta (R-K) schemes have been widely used for the time evolution of hyperbolic partial differential equations but some of the schemes existing in literature do not exhibit uniform accuracy with respect to the relaxation time. Classical high-order IMEX R-K schemes fail to maintain the high-order accuracy in time in the whole range of the relaxation time and in particular in the asymptotic limit \( \varepsilon \to 0 \).
In [6] we developed new IMEX R-K schemes for hyperbolic systems with relaxation that present better uniform accuracy than the ones existing in the literature and in particular produce good behavior with high order accuracy in the asymptotic limit, i.e. when $\varepsilon$ is very small. In particular, these schemes are able to handle the stiffness of the system (1), in a whole range of the relaxation time.

The schemes are obtained by imposing new additional conditions on their coefficients, in order to guarantee better accuracy over a wide range of the relaxation time. Following the same technique proposed in [11], the additional conditions are obtained by performing an asymptotic expansion of the exact and numerical solution in the small parameter $\varepsilon$ (Hilbert expansion), and by matching the two solutions to various order in $\varepsilon$, [3].

The construction of a high-order accurate IMEX R-K scheme is obtained by imposing the extra order conditions, that ensure the agreement between exact and numerical solution up to a given order in $\varepsilon$. The scheme, called BHR(5,5,3), is presented in [3, 6]. Numerical tests on several ordinary differential systems and hyperbolic systems with relaxation term present better behavior for the new scheme BHR(5,5,3) over other IMEX R-K methods previously existing in literature [1, 9, 21]. For example, by imposing the additional order conditions to the zeroth-order in $\varepsilon$, the classical ARS(4,3,4) scheme can be modified (hereafter called Mod-ARS(3,4,3)), imposing its accuracy in the algebraic variable. Furthermore, by imposing conditions to terms up to fist order in $\varepsilon$ and we constructed scheme RHR(5,5,3), a third order five stage scheme.

The construction of this type of IMEX R-K scheme is motivated by the order reduction of classical IMEX schemes observed when applying them to several stiff systems. An example of such behavior is illustrated in Figure 1, where the classical Van der Pol equation is solved by ARS(3,4,3), Mod-ARS(3,4,3) and BHR(5,5,3) schemes derived in [1, 9, 21, 3, 6],

\[
\begin{align*}
y' &= z, \\
\varepsilon z' &= (1 - y^2)z - y,
\end{align*}
\]

(for details of this problem and its initial conditions see, for example, [11]). The global error behaves like $C\Delta t^r$ with $r$ the slope of the straight line and $C$ is a constant. We observe that, while classical schemes, as ARS(3,4,3), are able to maintain the classical order of accuracy in the differential variable $y$, they lose accuracy in the algebraic variable $z$. BHR(5,5,3) method exhibits the better error estimate with respect to ARS(3,4,3) and Mod-ARS(3,4,3) schemes and no order reduction appears when $\varepsilon$ is very small.

Concerning hyperbolic systems with stiff relaxation we report here a numerical test the Broadwell model equations

\[
\begin{align*}
\rho_t + m_z &= 0, \\
m_t + z_x &= 0, \\
z_t + m_x &= \frac{1}{\varepsilon}(\rho^2 + m^2 - 2\rho z)
\end{align*}
\]

(for details see [6]), which, in one space dimension, is a $3 \times 3$ semilinear hyperbolic system that, in in the relaxed limit, becomes a quasilinear hyperbolic system for the two two differential variables ($\rho$ and $m$), while $z$ becomes a function of the other two variables.

Figure 2 represents the convergence rate of some IMEX R-K scheme computed on a smooth test problem by grid refinement using three different grids. We have
Figure 1. Global error versus the stepsize in the Van der Pol equation calculated with $\varepsilon = 10^{-6}$.

Figure 2. Convergence rate vs $\varepsilon$ for the density $\rho$ (differential component) and the flux of the momentum $z$ (stiff component). Top: left panel ARS(3,4,3) scheme, right panel Mod-ARS(3,4,3) scheme. Bottom: BHR(5,5,3) scheme.
obtained an improvement for the convergence of algebraic component for the Mod-ARS(4,3,4) scheme. In fact, on the left panel we have increased the convergence rate for sufficiently stiff parameters ($\varepsilon < 10^{-4}$). These results show a third-order accuracy for small and large values of $\varepsilon$ and note that for intermediate values of the parameter $\varepsilon$ ($10^{-4} < \varepsilon < 10^{-2}$) we have a slight deterioration of the accuracy. As it is evident in the right panel from the figure 2 BHR(5,5,3) shows an almost uniform third-order accuracy in the whole range of $\varepsilon$.

3. IMEX Runge-Kutta schemes for hyperbolic systems with diffusive relaxation.

The purpose of this section is to give a review on effective methods for the numerical solution of hyperbolic systems with diffusive relaxation.

As the relaxation parameter vanishes, the characteristic speeds of the system diverge, and the system reduces to a parabolic-type equation (typically a convection-diffusion equation).

A simple prototype of hyperbolic system with relaxation term is given by:

$$\frac{\partial}{\partial \tau} u + \frac{\partial}{\partial \xi} V = 0,$$

$$\frac{\partial}{\partial \tau} V + \frac{\partial}{\partial \zeta} p(u) = -\frac{1}{\varepsilon}(V - Q(u))$$

where $u = u(x, \tau), V = V(x, \tau) \in \mathbb{R}$, and $\varepsilon > 0$ is the relaxation time.

When looking for long time behavior of the solution of the previous system, it is more appropriate to rescale time and the variable $V$, according to the so called diffusive scaling:

$$\tau = t/\varepsilon, \quad V = \varepsilon v, \quad \xi = x, \quad q(u) = Q(u)/\varepsilon,$$

thus obtaining the general diffusive relaxation system given by:

$$\frac{\partial}{\partial t} u + \frac{\partial}{\partial x} v = 0,$$

$$\frac{\partial}{\partial t} v + \frac{1}{\varepsilon^2} \frac{\partial}{\partial x} p(u) = -\frac{1}{\varepsilon^2}(v - q(u)),$$

(5)

where $p'(u) > 0$. This system is hyperbolic with two distinct real characteristics speed $\sqrt{p''(u)}/\varepsilon$.

In the small relaxation limit, $\varepsilon \to 0$ the system relaxes towards the system

$$\frac{\partial}{\partial t} u + \frac{\partial}{\partial x} q(u) = \frac{\partial}{\partial xx} p(u),$$

$$v = q(u) - \frac{\partial}{\partial x} p(u).$$

(6)

The sub characteristic conditions, [10], is automatically satisfied for small $\varepsilon (|q'(u)|^2 < p'(u)/\varepsilon^2)$, i.e. the main stability condition for the diffusive relaxation system. The simplest form of (5) is to assume $p(u) = u$ and $q(u) = 0$, then from (6) we obtain the classical heat equation $u_t = u_{xx}$.

The attention is devoted to the construction of methods for the numerical solution of system (5) that are able to capture the asymptotic behavior as $\varepsilon \to 0$. Solving (5) numerically is challenging due to the stiffness of the problem both in the convection and in the relaxation terms.

In general, Implicit-Explicit (IMEX) Runge-Kutta schemes represent a powerful tool for the time discretization of stiff systems. Unfortunately, since the characteristic speed of the hyperbolic part is of order $1/\varepsilon$, standard IMEX Runge-Kutta schemes developed for hyperbolic systems with stiff relaxation [1, 9, 21, 6] fail in such parabolic scaling, because the CFL condition would require $\Delta t = O(\varepsilon \Delta x)$. Of course, in the diffusive regime where $\varepsilon < \Delta x$, this is very restrictive since for an explicit method a parabolic condition $\Delta t = O(\Delta x^2)$ should suffice.
Most previous work on asymptotic preserving schemes for hyperbolic systems and kinetic equations with diffusive relaxation focus on schemes which in the limit of in the finite stiffness become consistent explicit schemes for the diffusive limit equation [20, 14, 16, 18]. In those papers the authors separate the hyperbolic part into a non stiff and a stiff part and bring the stiff part to the r.h.s., treating it implicitly. As we shall see, this can be explicitly done in several diffusive relaxation models. In all above approaches the resulting schemes, the limit scheme as \( \varepsilon \to 0 \) are an explicit scheme for the diffusion-like equation, with the usual parabolic CFL restriction on the time step: \( \Delta t = \Delta x^2 \). Schemes that avoid such time step restriction and provide fully implicit solvers have been analyzed in [7, 5], where a new formulation of the problem (5) was introduced. In the next section we review two different approaches in order to treat problem (5) and some generalizations.

3.1. Removing parabolic stiffness. The schemes constructed with the approach outlined above converge to an explicit scheme for the limit diffusion equation, i.e. heat equation, and therefore they are subject to the classical parabolic CFL restriction \( \Delta t \leq C \Delta x^2 \). In order to overcome such a restriction we adopt a penalization technique, based on adding two opposite terms to the first equation in (5), and treating one explicitly and one implicitly.

Let us consider the simplest example of hyperbolic system with parabolic relaxation, obtained by setting \( q(u) = 0 \) and \( p(u) = u \) in Eqs.(5). By adding and subtracting the same term on the right hand side we obtain:

\[
\begin{align*}
    u_t &= -(v + \mu u_x)_x + \mu u_{xx}, \\
    v_t &= -\frac{1}{\varepsilon}(u_x + v).
\end{align*}
\]

In the first equation the term \(-(v + \mu u_x)_x\) will be treated explicitly, while the second term is treated implicitly. IMEX schemes based on this approach will be called IMEX-I, to remind that the term containing \( u_x \) in the second equation is implicit, in the sense that it appears at the new time level.

Notice that the term \( v + u_x \) appearing in the second equation is formally treated implicitly, but in practice \( u_x \) is computed at the new time from the first equation, so it can in fact explicitly computed.

The function \( \mu : \mathbb{R}^+ \to [0,1] \) must be such that \( \mu(0) = 1 \), so that in the limit \( \varepsilon \to 0 \) the quantity \((v + \mu u_x)_x\) vanishes. For \( \varepsilon \ll 1 \) such a quantity is very small, and so this term can be treated explicitly. As \( \varepsilon \to 0 \) the method becomes an implicit scheme for the limit equation, therefore the parabolic restriction on the time step is removed.

Linear stability analysis can be performed on this simple problem, for the first order IMEX scheme, i.e. a backward-forward Euler method, both in the space continuous case, and using classical central differencing to approximate the first derivatives. For small values of \( \varepsilon \) and for \( \mu = 1 \) one obtains the following stability conditions (in the continuous case in space)

\[
\xi^2 \Delta t \leq \frac{1 - 4\varepsilon^2 \xi^2}{4\varepsilon^2 \xi^2},
\]

the latter showing that there is almost no restriction for small values of \( \varepsilon \), even if we use central differences coupled with forward Euler time discretization.

High order extensions of this approach are possible, by using high order IMEX (for details see [5]). However, if we want the scheme to be accurate also in the cases in which \( \varepsilon \) is not too small, then we need to add two main ingredients:
• no term should be added when not needed, i.e. for large enough values of $\varepsilon$, since in such cases the additional terms degrade the accuracy; this can be achieved by letting $\mu(\varepsilon)$ decrease as $\varepsilon$ increases. A possible choice which is adopted in all numerical tests is, for example

$$\mu(\varepsilon) = \exp(-\varepsilon^2/\Delta x);$$

this choice guarantees $\mu(0) = 1$, $\mu(1) = \exp(-1/\Delta x) \approx 0$ for small $\Delta x$ (we assume the equations are written in non dimensional form, so that $\Delta x$ is a small pure number).

• when the stabilizing effect of the dissipation vanishes, i.e. as $\mu \to 0$, then central differencing is no longer suitable, and one should adopt some upwinding; this can be obtained for example by blending central and upwind differencing as

$$D_x = (1 - \nu)D_x^{upw} + \nu D_x^{cen},$$

with $\nu = \nu(\varepsilon)$ and $\nu(0) = 1$. A possible choice for $\nu(\varepsilon)$ is $\nu(\varepsilon) = \mu$, but other functions may be adopted.

The idea of blending between upwind and central difference has already been proposed in [13]. In such paper the authors use a blending function which in our notation becomes

$$\mu_{JL} = \frac{1}{1 + 2\varepsilon^2/\Delta x}$$

which is the $[0/1]$-Padé approximant of $\exp(-2\varepsilon^2/\Delta x)$.

In the IMEX-I approach, applying MOL, the diffusive system (7) can be written as an ODEs system of the form

$$u' = f_1(u,v) + f_2(u),$$

$$\varepsilon^2 v' = g(u,v),$$

where $f_1(u,v)$ represents the discretization of the term $-\partial_x(v + \mu \partial_x p(u))$, $f_2(u)$ represents the discretization of $\mu \partial_x p(u)$ and $g(u,v)$ the discretization of the term $(-\partial_x p(u) - v + g(u))$.

When $\varepsilon \to 0$ the solution is projected onto the manifold $\mathcal{M} = \{(u,v) \in \mathbb{R}| g(u,v) = 0\}$. If we assume that the equation $g(u,v) = 0$ can always be solved for $v$, and denote $v = G(u)$ the solution, then the differential variable $u$ satisfies

$$u' = \tilde{f}_1(u) + f_2(u),$$

with $\tilde{f}_1(u) = f(u, G(u))$. The previous system is called the reduced system.

It would be desirable that the IMEX scheme projects the numerical solution onto the manifold $\mathcal{M}$ as $\varepsilon \to 0$. In paper [5] we proved that a sufficient condition for an IMEX scheme to project the solution onto the manifold $\mathcal{M}$ is that the scheme is globally stiffly accurate.

An implicit RK scheme is said stiffly accurate if the last row of the matrix $A$ is equal to the weights $b^T$. This ensures that the last stage is equal to the numerical solution. This guarantees nice stability properties of the scheme for very stiff equations (for example it ensures that the absolute stability function vanishes at infinity).

In [5, 7] we extended the definition of stiff accuracy to IMEX schemes, and say that an IMEX scheme is globally stiffly accurate if the last row of both explicit and implicit RK schemes that define the IMEX are equal to the corresponding weights, i.e. $e_s^T A = b^T$, $e_s^T \tilde{A} = \tilde{b}^T$ with $e_s^T = (0,\ldots,0,1)$. 
Usually the numerical solution \((u_n, v_n)\) for all \(n\) when \(\varepsilon \to 0\) will not lie on the manifold \(g(u, v) = 0\) since the quantity \(g(u_n, v_n)\) is not necessarily zero. The IMEX-I approach with a globally stuffy accurate scheme guarantees that in the limit \(\varepsilon \to 0\) we obtain a globally stiffly accurate implicit scheme and therefore \(g(u_n, v_n) = 0\) for all \(n\).

Finally in [5] we derived additional order conditions, called algebraic conditions, that guarantee the correct behavior of the numerical solution in the limit \(\varepsilon\) maintaining the classical accuracy in time of the scheme. We obtained such algebraic order conditions using the classical technique by comparing the Taylor expansion in time of the numerical solution with the one of the exact solution. More details about this approach, as well as some rigorous analysis can be found in [5].

3.2. Additive Approach. In the previous approach there may be a subtle difficulty when it comes to applications, namely it is not clear how to identify the hyperbolic part of the system, i.e. what is the term that should be included in the numerical flux if I want to use my favorite shock capturing FV or FD scheme? We proposed in [7] an alternative approach, in which we treat the whole hyperbolic part explicitly. For practical applications, it would be very nice to treat the whole term containing the flux explicitly, while reserving the implicit treatment only to the source, according the scheme:

\[
\begin{align*}
  u_t &= \begin{cases} 
  -v_x & \text{(Explicit)} \\
  -u_x/\varepsilon^2 & \text{(Implicit)}
  \end{cases} \\
  v_t &= \begin{cases} 
  -v/\varepsilon^2 
  \end{cases} 
\]

We call such an approach additive and the corresponding schemes are denoted IMEX-E, to emphasize that the hyperbolic part is treated explicitly.

Such schemes should be easier to apply, because the fluxes retain their original interpretation. However, the approach seems hopeless, because of the diverging speeds.

Similarly as for the IMEX-I approach, we proposed for this approach, in order to overcome the parabolic restriction \(\Delta t \approx \Delta x^2\) the same penalization technique based on adding two opposite terms to the first equation, and treating one explicitly and one implicitly.

In this paper, the authors concentrated on developing IMEX R-K schemes of type A, since they are easier to analyze with respect to the other types. They started the analysis by introducing a property which is important in order to guarantee the asymptotic preserving property, i.e. the scheme possesses the correct zero-relaxation limit, in the sense that the numerical scheme applied to system (5) should be a consistent and stable scheme for the limit system (6) as the parameter \(\varepsilon\) approaches zero independently of the discretization parameters. IMEX R-K schemes that satisfy this property are globally stiffly accurate schemes. Several results and a rigorous analysis about that can be found in [7]. Most numerical tests are reported in [7] for IMEX-E approach and the results are compared with those obtained by other methods available in the literature.

4. Applications. This section is devoted to the presentation of some applications of the previous two approaches for the treatment of hyperbolic systems with diffusive relaxation.
4.1. Kawashima-LeFloch’s nonlinear relaxation model. Fully nonlinear relaxation terms arise, for instance in presence of nonlinear friction and, in this section we want numerically study the following non-linear relaxation model, first introduced by Kawashima and LeFloch [15], i.e.

\begin{align}
&u_t + v_x = 0, \\
&\varepsilon^2 v_t + b(u)_x = -|v|^{m-1} v + q(u).
\end{align}

Provided \( b'(u) > 0 \), system (8) is strictly hyperbolic system of balance laws. In the stiff relaxation \( \varepsilon, (\varepsilon \to 0) \) we have

\begin{align}
&u_t = (| - q(u) + b(u)_x|^\alpha (-q(u) + b(u)_x))_x, \\
&|v|^{m-1} v = q(u) - b(u)_x,
\end{align}

which is a fully nonlinear parabolic equation in \( u \) with \( \alpha = -1+1/m \). We distinguish between

- sub-linear : \( 0 < m < 1 \),
- linear : \( m = 1 \),
- super-linear : \( m > 1 \).

In its simplest form we assume \( b(u) = u \), \( q(u) = 0 \) and we get:

\begin{align}
&u_t + v_x = 0, \\
&\varepsilon^2 v_t + u_x = -|v|^{m-1} v.
\end{align}

As \( \varepsilon \to 0 \) this relaxes to

\begin{align}
&u_t = (|u_x|^\alpha u_x)_x, \\
&|v|^{m-1} v = -u_x.
\end{align}

Very interesting cases are both \( m < 1 (\alpha > 0) \) and \( m \geq 1 (\alpha \leq 0) \), The profile of the solution computed with \( N = 96 \) points is reported in Fig. 3. But by integrating for a longer time, the nonlinear parabolic equation (8) has regular solutions if \( m > 1 \), i.e. \( \alpha \leq 0 \), while it develops singularities in the derivatives if \( 0 < m < 1 \), i.e. \( \alpha > 0 \). In fact, for \( m = 2 (\alpha = -1/2) \) integrating for a longer time \( T = 1.77 \), some instabilities appear (see Figure 4). The reason of such instabilities is that equation (9):

\begin{align}
&u_t = ((\alpha + 1)|u_x|^\alpha) u_{xx},
\end{align}
where the non-linear diffusion coefficient $\nu$ is

$$\nu = (1 + \alpha)|u_x|^{\alpha}$$

which suggests the following condition in the nonlinear case

$$(1 + \alpha)|u_x|^{\alpha} \frac{\Delta t}{\Delta x^2} \leq 1 \quad (10)$$

but the equation (9) diverges near local extrema when $\alpha < 0 \ (m > 1)$. This condition (10) is used to determine the optimal time step for $m \leq 1$, no time step can guarantee stability near local extrema if $m > 1$. In [4], the same penalization technique proposed in [5, 7] in order to remove the parabolic stability restriction has been used. Then we write the system in the form

$$u_t = -(v + \mu(\varepsilon)|u_x|^{\alpha}u_x)_x + \mu(\varepsilon)(|u_x|^{\alpha}u_x)_x$$

$$\varepsilon^2 v_t = -u_x - |v|^{m-1}v.$$  

Now in order to treat this system by the IMEX-I or IMEX-E approach this requires that the term $(|u_x|^{\alpha}u_x)_x$ is treated implicitly. But some difficulty arises, in fact, when $\varepsilon \to 0$, the limit equation is non-linear parabolic and fully implicit would be very expensive.

In [4] a new approach has been used in order to solve the term $(|u_x|^{\alpha}u_x)_x$ where a very efficient method for the numerical solution of such an equation has been introduced. Indeed the idea is to write the equation as a system as

$$y' = F(y^*, y) \quad (11)$$

with $F$ function non-stiff in the first variable and stiff in the second one. To be more specific, in our case $F(y^*, y)$ is given by $y = \begin{pmatrix} u \\ v \end{pmatrix}$, $y^* = \begin{pmatrix} u^* \\ v^* \end{pmatrix}$, and

$$F(y^*, y) = \begin{pmatrix} -(v^* + \mu(\varepsilon)(u^*_x|^{\alpha}u^*_x)_x) + \mu(\varepsilon)(|u_x^*|^{\alpha}u_x)_x \\ -u_x - |v|^{m-1}v \end{pmatrix}.$$  

Additive RK for this class of problems can be constructed, in particular we showed that in order to compute the numerical solution we need to require that $b_i = \tilde{b}_i$ for $i$ (see [4]), then a good choice is to consider IMEX-I approach, whereas IMEX-E approach requires that the Runge-Kutta IMEX is globally stiffly accurate, i.e. $b_i \neq \tilde{b}_i$ for all $i$ [7]. Using this new approach one can solve the relaxation system without parabolic CFL, i.e. $\Delta t = 0.25\Delta x$ and $T = 1.77$, Fig. 5.
Figure 5. Numerical solution with $N = 96$ cells at time $T = 1.77$
for $m = 2$, $\varepsilon = 10^{-4}$ and $\Delta t = C\Delta x$, with $C = 0.25$.

- Time step is about 150 times larger than in the explicit method.
- The case $m = 2$, i.e. $\alpha = -1/2$, we set a TOL for computing $(|u|_x + TOL)^\alpha$, in order to avoid that the derivatives goes to infinity.

4.2. R13: a regularized Grad’s 13 moment method. Grad’s moment method is a technique used to close the infinite hierarchy of moments arising from the Boltzmann equation or rarefied gases. It is an example of hyperbolic relaxation: the Boltzmann equation relaxes to the hyperbolic system of Grad’s equations. Sometimes parabolic systems provide more accurate physical description (e.g. Navier-Stokes equations are very successful in practice, although they are not hyperbolic). Some researchers, mainly Manuel Torrilhon and Henning Struchtrup [24] developed a parabolic extension of Grad’s approach, called R13. When derived from the Boltzmann equation, this can be viewed as a parabolic relaxation.

In this section we present some results for the asymptotic accuracy for boundary value problems, which emerges from a 1D simplification of the R13 system that describes a Poiseuille-flow [17]. The system takes the form

$$U_\tau + F(U)_\xi = -\frac{1}{\varepsilon} P(U) + G$$

(12)

Here, the variables are $U = (u, v, w)^T$ with velocity $u$, shear stress $v$ and parallel heat $w$. Furthermore, we have

$$F(U) = AU, \quad A = \begin{pmatrix} 0 & 1 & 0 \\ 1/2 & 0 & 1/2 \\ 0 & 1 & 0 \end{pmatrix}, \quad P(U) = \begin{pmatrix} 0 \\ v \\ w \end{pmatrix}, \quad G = \begin{pmatrix} g \\ 0 \\ 0 \end{pmatrix}$$

(13)

where here the parameters $g$ and $\varepsilon$ are the external force and the relaxation time. Explicitly, we write system (12) as

$$u_\tau + v_\xi = g,$$
$$v_\tau + \frac{1}{2}(u + w)_\xi = -\frac{v}{\varepsilon},$$
$$w_\tau + v_\xi = -\frac{w}{\varepsilon}.$$
We consider a bounded domain $\xi \in [-1,1]$ where we have to prescribe boundary conditions. In [17], the authors used the following boundary conditions for $v$:

$$v|_{\xi=\pm 1} = \pm (\alpha u + \beta w)|_{\xi=\pm 1},$$

with $\alpha > \beta > 0$ some parameters. In the numerical experiments we chose the following values, $g = 1$, $\alpha = 0.7$, $\beta = 0.3$. A steady state solution for system (12) is given by

$$u_s(\xi) = g \left( \frac{1 + \varepsilon \beta}{\alpha} + \frac{1}{\varepsilon} (1 - \varepsilon^2) \right), \quad v_s(\xi) = g \xi, \quad w_s(\xi) = -\varepsilon g.$$  \hspace{1cm} (16)

We consider numerical tests whose solution converges to such steady state. We note that as we use high order reconstruction for the fluxes, then we need two layers of ghost cells that can be obtained using the boundary values. This part of the discretization is most important, because the efficiency of the whole method heavily depends on the choice of the correct boundary values and extrapolation methods.

Now we will focus our attention to the following system

$$\begin{align*}
\bar{u}_t + v_x &= g, \\
\bar{v}_t + \frac{1}{2} (\bar{u} + \bar{w})_x &= -\frac{v}{\varepsilon^2}, \\
w_t + \frac{v_x}{\varepsilon^2} &= -\frac{\bar{w}}{\varepsilon^2}.
\end{align*}$$

obtained by (14) under the diffusive scaling $t = \varepsilon \tau$, $x = \xi$, $\bar{u} = \varepsilon u$ and $\bar{w} = w/\varepsilon$.

Concerning the space discretization we consider a finite volume discretization as done in [17]. In our diffusive approach the matrix $A$ in (13) has the following expression

$$A = \begin{pmatrix}
0 & 1 & 0 \\
1/2\varepsilon^2 & 0 & 1/2 \\
0 & 1/\varepsilon^2 & 0
\end{pmatrix}$$

(18)

In the small relaxation (or diffusion) limit, i.e. when $\varepsilon \to 0$, the behaviour of the solution to (17) is governed by

$$\bar{w} = -v_x, \quad v = \frac{-\bar{u}_x}{2},$$

and

$$\bar{u}_t = \frac{\bar{u}_{xx}}{2} + g.$$  \hspace{1cm} (20)

Now consider boundary conditions for (17) which are consistent to the limit system (19,20).

4.2.1. Boundary Treatment. In this section we derive boundary conditions which are in agreement with the stationary solution.

From the steady state condition of Eq. (17) we get

$$\begin{align*}
v_x &= g, \\
\frac{\bar{u}_x/\varepsilon^2 + \bar{w}_x}{2} &= -\frac{v}{\varepsilon^2}, \\
v_x &= -\bar{w}.
\end{align*}$$

4.2.1. Boundary Treatment. In this section we derive boundary conditions which are in agreement with the stationary solution.

From the steady state condition of Eq. (17) we get

$$\begin{align*}
v_x &= g, \\
\frac{\bar{u}_x/\varepsilon^2 + \bar{w}_x}{2} &= -\frac{v}{\varepsilon^2}, \\
v_x &= -\bar{w}.
\end{align*}$$
We observe that compatibility with stationary solutions implies:
\[
\begin{align*}
\tilde{w}|_{\pm 1} &= -g, \quad (21) \\
v_x|_{\pm 1} &= g, \quad (22) \\
(\tilde{u}_x + \varepsilon^2 \tilde{w}_x)|_{\pm 1} &= -2v|_{\pm 1}. \quad (23)
\end{align*}
\]
Such conditions are compatible with condition
\[
\tilde{u}|_{\pm 1} = \pm \varepsilon v - \beta \tilde{w} \varepsilon^2. \quad (24)
\]
for the stationary solution (16). Therefore one can solve the system with boundary conditions (21), (22), (23) or (21), (22) and (24). In both cases one obtains convergence to the stationary solution.

System (12) is discretized by second order finite volume for the internal points. Ghost points are used out of the boundary to impose boundary conditions. Such ghost points are computed by extrapolation. For instance for the calculation of the boundary values considering (21), (22) and (24), we can write
\[
\tilde{w} \frac{W_1}{2} = -g, \quad (25)
\]
\[
\tilde{w}_0 = \frac{(8\tilde{w}_{1/2} - 6\tilde{w}_1 + \tilde{w}_2)}{3}, \quad (26)
\]
\[
v_0 = v_1 - g \Delta x, \quad (27)
\]
\[
v_{1/2} = \frac{3}{8}v_0 + \frac{3}{4}v_1 - \frac{1}{8}v_2, \quad (28)
\]
\[
\tilde{u} \frac{W_1}{2} = -\varepsilon(v_{1/2} + \varepsilon \tilde{w} \frac{W_2}{2})/\alpha, \quad (29)
\]
\[
u_0 = \frac{(8\tilde{u}_{1/2} - 6\tilde{u}_1 + \tilde{u}_2)}{3}, \quad (30)
\]
\[
U_{-1} = 3U_0 - 3U_1 + U_2, \quad (31)
\]
where \(U = (\tilde{u}, v, \tilde{w})\). We do the same for the other part of the wall \(x_{N+1/2}\).

We remark that we can improve the order of the extrapolation to the ghost cells by the following considerations. We consider the Lagrange polynomial
\[
L_n(x; U) = \sum_{i=0}^{n} U_i \ell_i(x)
\]
where \(U = (\tilde{u}, v, \tilde{w})\) and
1. \(\tilde{w}_0 \ell_0(x_{1/2}) = -g - \sum_{i=1}^{n} \tilde{w}_i \ell_i(x_{1/2}),\)
2. \(v_0 \ell_0(x_{1/2}) = g - \sum_{i=1}^{n} v_i \ell_i(x_{1/2}),\)
3. \(\tilde{u}_0 \ell_0(x_{1/2}) = -(v(x_{1/2}) + \beta \tilde{w}(x_{1/2}) \varepsilon) - \sum_{i=1}^{n} \tilde{u}_i \ell_i(x_{1/2}).\)
and we can compute
\[
U_k = \sum_{i=0}^{n} U_i \ell(x_k), \quad k = -1, -2, ...
\]
Similarly for the other side of the wall.

We remark that we tested this approach performing also a numerical simulation setting different initial conditions, i.e. introducing a little perturbations to the initial data, and we observed that after a short time the numerical solution converge to the stationary solution.
4.2.2. Removing parabolic stiffness. We rewrite system (17) in the following form

\[
\begin{align*}
\tilde{u}_t &= -v_x - \mu(\varepsilon) \tilde{u}_{xx} + \mu(\varepsilon) \tilde{u}_{xx}^2 + g, \\
v_t &= -\tilde{w}_x - \frac{1}{2} \tilde{u}_x - \frac{v}{\varepsilon^2}, \\
\tilde{w}_t &= -\frac{v_x}{\varepsilon^2} - \frac{\tilde{w}}{\varepsilon^2},
\end{align*}
\] (32)

where we added and subtracted the term \(\mu(\varepsilon)\tilde{u}_{xx}/2\) in order to overcome the stability restriction that usually we have for hyperbolic system with diffusive relaxation. Here \(\mu(\varepsilon)\) is such that \(\mu : \mathbb{R}^+ \to [0, 1]\) and \(\mu(0) = 1\). When \(\varepsilon\) is not small there is no reason to add and subtract the term \(\mu(\varepsilon)\tilde{u}_{xx}\), therefore \(\mu(\varepsilon)\) will be small in such a regime, i.e. \(\mu(\varepsilon) \approx 0\). For a detailed analysis on this topic we report to [5]. Furthermore this reformulation allows us to design a class of IMEX Runge-Kutta schemes that work with high order accuracy in time in the zero-diffusion limit, i.e. when \(\varepsilon\) is very small, and in a wide range of the parameter \(\varepsilon\) such that the scheme maintains the accuracy uniformly for each value of \(\varepsilon\). Now we want to apply an IMEX Runge-Kutta scheme with these features to this system considering IMEX-I approach, [5]. In our numerical test we consider the stiffly accurate IMEX-SSP2(3,3,2) which satisfies all the conditions described above.

Then, by (32), we treat the quantities

\[
(-v_x - \mu(\varepsilon) \frac{u_{xx}}{2}, -\frac{\tilde{w}_x}{2}, 0)^T
\] (33)

explicitly and

\[
(\mu(\varepsilon) \frac{u_{xx}}{2} + g, -\frac{1}{2} \frac{\tilde{u}_x}{\varepsilon^2} - \frac{v}{\varepsilon^2}, -\frac{\tilde{w}_x}{\varepsilon^2} - \frac{\tilde{w}}{\varepsilon^2})^T
\] (34)

implicitly, respectively.

4.2.3. Convergence Results. In order to ensure the second order convergence for the IMEX-SSP(3,3,2) scheme with the previous boundary conditions proposed, we simulate the same periodic test case proposed in [17]. We chose \(g = 0\) and the initial conditions are \(u = \sin(\pi x) + 0.5 \sin(5\pi x)\), \(v = 0\), \(w = 0\). We simulate until \(t_{\text{end}} = \varepsilon t_{\text{end}}\) with \(t_{\text{end}} = 4\), \(\varepsilon = 0.01\).

Numerical convergence rate is calculated by the formula

\[
p = \log_3 \left( \frac{E_{\Delta t_1}}{E_{\Delta t_2}} \right),
\] (35)

where \(E_{\Delta t_1}\) and \(E_{\Delta t_2}\) are the global errors associated to time steps \(\Delta t_1\) and \(\Delta t_2\), respectively. \(E_{\Delta t_1}\) is obtained by comparing a solution with \(N = 50\) with a solution obtained using \(N = 150\) points, while for \(E_{\Delta t_2}\) we use two solutions obtained, respectively, with \(N = 150\) and \(N = 450\) points. The number of points is tripled each time, because in this way it is easier to compare solutions in the same location using finite volume discretization. In Table 1 we show that a second order is reached for IMEX-SSP(3,3,2) scheme for all three components.

We note that we have obtained these convergence results considering the system (17) without adding and subtracting any term. It is clear from the previous considerations that a time step \(\Delta t = O(\Delta x^2)\) must be chosen. It is possible to obtain similar results considering the reformulated system (32) and choosing a time step \(\Delta t = O(\Delta x)\), although a special care has to be taken when imposing boundary conditions in the implicit step.
We now investigate numerically the convergence rate for a wide range of $\varepsilon$ considering system (32) and choosing a time step $\Delta t = O(\Delta x)$. To this aim we consider the previous test problem with the second order IMEX-SSP(3,3,2) scheme introduced before. Numerical convergence rate is calculated by (35) and time step $\Delta t = 0.3\Delta x$. We simulate until $t_{end} = 1$.

Figure 6 shows the convergence rates as a function of $\varepsilon^2$ using different values of $\varepsilon$ ranging from $10^{-6}$ to 1. The second order scheme tested has the prescribed order of accuracy uniformly in $\varepsilon^2$ until $\varepsilon$ is small. Instead, for values of $\varepsilon$ large, say $10^{-1}$, a degradation of accuracy is observed. This phenomenon requires further investigation as mentioned in [5].

4.2.4. **Convergence to the steady state solutions.** In this numerical test we show how starting from arbitrary initial conditions and considering the stiffly accurate IMEX-SSP(3,3,2), the IMEX-I approach proposed in section (4.2.2), (see for details [5]), provides a numerical solution that converges to the steady state solution (16) in a number of time steps much smaller than the one needed by classical IMEX methods.

We consider $g = 1$, $\alpha = 0.7$, $\beta = 0.3$ and we choose $\varepsilon = 10^{-4}$ (diffusive regime). The final time is $\tau = 10$, the domain is $I = \{x : x \in [-1, 1]\}$ and $\Delta t_H = 2.5\Delta x$ with $N = 50$ grid points. This CFL number has been empirically adjusted to approximate the largest one that maintains stability. As initial data we consider

\[
    u_0 = \frac{\varepsilon}{\alpha} ((C + \beta\varepsilon)x - g) \quad v_0 = gx + C \quad w_0 = -x^2.
\]

---

**Table 1.**

<table>
<thead>
<tr>
<th>$N$</th>
<th>$Error_u$</th>
<th>$Error_v$</th>
<th>$Error_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>150</td>
<td>$8.062e-04$</td>
<td>$2.530e-03$</td>
<td>$1.089e-02$</td>
</tr>
<tr>
<td>450</td>
<td>$7.838e-05$</td>
<td>$2.879e-04$</td>
<td>$1.162e-03$</td>
</tr>
</tbody>
</table>

**Order**

| $2.121$ | $1.978$ | $2.036$ |

**Figure 6.** Convergence rate for the $u$, $v$, and $w$ component versus $\varepsilon^2$
This initial conditions are compatible with the boundary conditions (21), (22), (24). We plot the numerical solution at different final times 0.5, 1, 1.5, 3 and 10. At the final time the numerical solution is in perfect agreement with the steady state solution (16) after 100 time steps. We remark that the steady state solution is in practice reached a smaller time, say \( t = 5 \). We chose a long time in order to show that the numerical solution reaches the steady state with no oscillations. IMEX-I approach with the penalization technique described in Sec. 4.2.2 allows a time step \( \Delta t \) with a hyperbolic stability restriction rather than the parabolic one typical of explicit schemes for diffusion problems. Indeed, if we compute the numerical solutions \( u, v \) and \( w \) of system (17) without adopting the penalization technique, when \( \varepsilon \) is very small a stability parabolic restriction like \( \Delta t_P = CFL \Delta x^2 \) is required because the IMEX R-K method becomes an explicit one in the limit case \( \varepsilon \to 0 \). In this case we consider \( CFL = 2.5 \) and we note that thanks to the better stability properties of the new approach, the time step \( \Delta t_H \) is about 25 times bigger then \( \Delta t_P \).

5. **Conclusions.** We gave a brief review of modern IMEX Runge-Kutta schemes for hyperbolic systems in presence of stiff relaxation. Both hyperbolic and parabolic relaxations are considered, in the framework of conservative finite difference space discretization, which is the simplest approach to construct high order shock capturing schemes for such problems.

In the hyperbolic relaxation case, most IMEX schemes in the literature are able to capture the correct relaxed limit, converging to explicit schemes for the relaxed system. If high accuracy is required for a wide range of values of the relaxation parameter, then suitable conditions have to be imposed on the coefficients of the scheme in order to guarantee uniform accuracy, based on the analysis developed in [2].

The parabolic case is more subtle, since the characteristic speeds of the hyperbolic part diverge as the stiffness parameter vanishes. Numerical schemes commonly found in the literature for this family of problems converge to an explicit scheme for the limit parabolic equation, thus requiring a parabolic type CFL restriction on the time step. Recently developed schemes overcome such problem, using a penalization technique, and providing IMEX schemes that relax to an implicit scheme for the limit diffusion equation, of to an IMEX scheme for the limit convection-diffusion equation (according to the form of the relaxation term) [5, 7]. Suitable modification of such schemes can be adapted to problems that relax to genuinely non-linear diffusion equations [4]. IMEX schemes with the penalization techniques are applied here to a model problem coming from Extended Thermodynamics, providing a much more efficient tool to solve the problem with a number of time steps considerably smaller than the one required by other schemes present in the literature.

Several open problems remain. In particular we mention two problems that may attract the attention of researchers in this area. The first one is the extension of the uniform accuracy analysis performed in the case of hyperbolic relaxation to the more difficult problem of the parabolic relaxation. The second problem consists in exploiting the stabilization effect of the penalization technique adopted to improve the stability properties of the IMEX schemes for the parabolic relaxation to more a more general framework, extending the work already performed in [23] and [12] in specific cases.
Figure 7. Convergence to the steady state for the R13 model problem. From top to bottom: $u$, $v$, and $w$ profiles at different times. Number of grid points $N = 50$. Time step $\Delta t_H = 2.5 \Delta x$. 
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Abstract. We discuss the theory and application of new methods to track moving interfaces in multiphase settings. These problems are characterized by multiple regions connected together, and moving under complex physics. We review work on a new mathematical and algorithmic methodology, known as the “Voronoi Implicit Interface Method”, to track such problems.

1. Introduction. Propagating interfaces appear in wide variety of contexts, including fluid mixing, combustion dynamics, image segmentation, robotic navigation and path planning, and medical image analysis. One class of techniques to model and approximate such problems come from initial value partial differential equations, and results from embedding the evolving interface as the zero level set of a higher-dimensional function defined in an Eulerian setting, and whose resulting equations of motion are approximated using techniques borrowed from hyperbolic conservation laws. These techniques include level set methods [5], and their efficient adaptive implementation known as Narrow Band Level Set Methods [1]. They depend in part on the theory of curve and surface evolution, see [8, 9, 10].

These techniques are built for propagating interface problems in which there are two phases, which precludes the existence of complex structures such as triple points where three regions meet. These problems occur in a host of more complex interface problems, including grain metal boundaries, biological cell evolution and industrial foams. Considerable work has been aimed at moving these techniques to these more complex settings. These approaches typically involve multiple level set functions, essentially scaling the computational work with the number of phases, and relying on reconstruction techniques to ameliorate difficulties inherent in treating each region as less than fully coupled to its neighbors.

Recently, a new mathematical and computational methodology has been introduced, known as the “Voronoi Implicit Interface Method” [6, 7]. This method has a variety of features, including:

• Accuracy, consistency, efficiency: The method works in any number of dimensions, using a fixed Eulerian mesh, and a single function plus an indicator function to track the entire multiphase system. Geometric quantities and constraints are accurately computed, and phases are coupled together in a consistent fashion, with no gaps, overlaps, or ambiguities.
• **Multiple junctions and topological change:** Multiple junctions, such as triple points, are all handled naturally and automatically, as well as breakage, merger, creation, and disappearance of phases. No special attention is paid to discontinuous topological change.

• **Coupling with time-dependent physics:** The method uses a physical time step, which then allows coupling complex physics into the interface evolution. Feedback from the physics affects the interface, and changes to the interface affects the physics.

In this review, we briefly discuss the development and application of these methods.

2. **Level Set Methods for Two-Phase Physics.** Level Set Methods, introduced by Osher and Sethian (“Fronts Propagating with Curvature-Dependent Speeds” [5]), were devised to accurately track interfaces evolving under a variety of complex speed laws in two and three dimensions. They rely in part on the theory of curve and surface evolution given in [9] and on the link between front propagation and hyperbolic conservation laws discussed in [10]. They recast interface motion as a time-dependent Eulerian initial value partial differential equation, and rely on viscosity solutions to the appropriate differential equations to update the position of the front, using an interface velocity that is derived from the relevant physics both on and off the interface. These viscosity solutions are obtained by exploiting schemes from the numerical solution of hyperbolic conservation laws. Level set methods are specifically designed for problems involving topological change, dependence on curvature, formation of singularities, and host of other issues that often appear in interface propagation techniques.

Briefly, let \( \Gamma(t) \) be a moving interface, and let \( F \) be the speed normal to the interface, derived from solving the equations describing the appropriate physics. Typically, this involves a PDE on either side of the interface, augmented by jump conditions provided by the interface location and geometry, as well as solution values on the interface itself. One first constructs the initial value for the level set function \( \phi(x, t=0) \), obtained by evaluating the signed distance function at each point in the computational domain to the initial front position given by \( \Gamma(t=0) \). This extends the initial front \( \Gamma \) and constructs a function \( \phi(x, t=0) \) defined everywhere, such that the zero level set of this function corresponds to the initial position of the front. By a suitable construction (see [2]), one may also extend the speed function \( F \) to the entire computational domain to obtain the extension velocity \( F_{ext} \) with the property that \( F_{ext} \) is constant along lines orthogonal to the level sets of \( \phi \), that is,

\[

\nabla \phi \cdot \nabla F_{ext} = 0.

\]

All that remains is to derive an evolution equation for the level set function \( \phi \) under the extension velocity \( F_{ext} \) such that the evolving zero level set always matches the evolving interface \( \Gamma(t) \). An application of the chain rule results in the initial value PDE

\[

\phi_t + F_{ext} |\nabla \phi| = 0.

\]

The entire level set interface evolution approach stems from approximating the solution of the above two PDEs.

2.1. **Sample Application of Two-Phase Physics.** As an application, we show the results from a numerical simulation of the ejection process associated with ink jet printing and two-phase microjetting in manufacturing and industrial devices. On a
large scale, we built a fully three-dimensional computational model simulating both Newtonian and Oldroyd-B viscoelastic fluids in two-phase immiscible incompressible flows with surface tension, together with viscosity and density jumps across interfaces separating viscoelastic fluid from air\cite{12,13,14}. This model includes a contact model for air/wall/fluid interactions, and incorporates complex geometries.

The coupled algorithm uses a projection method to enforce fluid incompressibility, a level set method to implicitly capture the moving interface, high order Godunov schemes for convection terms in the momentum and level set equations, a first-order upwind algorithm for convective viscoelastic stress and higher order central schemes for viscosity, surface tension, and upper-convected derivatives, and a slipping line contact model at air/wall/fluid triple points. The algorithm and software works on an arbitrary logically rectangular 3D mesh, and adaptive mesh refinement is employed to resolve fine scale features.

![Figure 1. Axisymmetric inkjet ejection (see \cite{12,13,14})](image)

For smaller scales, we built a detailed combination level set/boundary element method to study micro-breakup in fluid drops\cite{4}. To go past droplet breakup required a new mathematical model; briefly, one starts with a potential formulation on the evolving interface, and embed this potential function as an evolving PDE on a background fixed Eulerian mesh. Together with the embedded interface and extension velocity, this allows calculation of fluid breakup beyond singularity formation. Results show a remarkably close comparison with experiments, as well as quantitative match of scaling exponents for velocity and pinch-off times.

2.2. Multiple Phases. The above level set methodology works well for two phases. However, the situation becomes considerably more challenging when considering three phases or more. As illustration, imagine an interface separating three phases, as in the figure below.

Suppose we consider the seemingly straightforward problem of flow under curvature. It seems clear, at least from a mathematical point of view, that the phase with label “C” should pull more, since the angle formed by region C at the triple point is much smaller, and hence the curvature, as seen from C, is higher. Thus, as C retracts, its sides should open up, until an equilibrium is reached between all three phases, resulting in a stationary configuration with 120 degrees for each angle. However, this is a difficult flow to analyze mathematically, since the curvature is zero everywhere except at the triple junction itself, where it is not defined. While
it is possible in this case to pose a reasonable mathematical theory by, for example, choosing a viable mathematical solution based on minimizing area in the special case of this curvature flow, such analysis cannot be easily extended to the time-dependent complex physics where local geometric properties interact with physics away from the interface.

From a computational point of view, the problem is equally challenging. The lack of differentiability at the interface junction, the large range of possibilities for multiphase contact points, and the complications that come from solving physics in all of the domain, while needing accurate information on the interface itself, all pose special challenges. These issues become even more challenging in three dimensions.

3. Beyond Two Phases: The Voronoi Implicit Interface Method. Imagine a collection of phases which share common boundaries: examples are shown in the figure below.

The basic idea of the Voronoi Implicit Interface Method, also known as the VIIM, is to combine three ideas.

- We consider the original interface $\Gamma$, which represents any boundary between two or more neighboring phases. Using this boundary, we then build the
unsigned distance function to each point in the domain. We additionally tag each point with an integer indicator flag corresponding to the phase.

- We now note that the $\epsilon$ level sets, $\epsilon > 0$, exist in one and only one phase.
- We also note that the Voronoi Interface, defined as the set of all points equidistant from at least two $\epsilon$-level sets, returns, to a close approximation, the original interface $\Gamma$. As $\epsilon$ goes to zero, the limit of these Voronoi Interface is the original interface $\Gamma$.

These three ideas allow us to build a mathematical framework and computational methodology for following multiphase interfaces using a single evolving function on an Eulerian mesh. With time step $\Delta t$, mesh size $h$, and choice of $\epsilon > 0$, the steps are as follows:

1. Build the unsigned distance $\phi$ from the interface at each mesh point given on a Cartesian mesh with mesh size $h$.
2. Solve the appropriate physics to obtain a speed function, and then extend the solution to obtain the speed function $F_{\text{ext}}$ at each mesh point.
3. Compute one step of level set evolution, namely by solving for one time step $\Delta t$ the initial value PDE
   $$\phi_t + F_{\text{ext}}|\nabla \phi| = 0.$$  

4. Reconstruct the interface by finding the Voronoi Interface from the $\epsilon$ level set using the above solution.
5. Loop to the top.

This is the most straightforward implementation of the method. More efficient and sophisticated techniques include the use of narrow banding [2] to limit computational labor to a small region near the interface, a fast Eikonal solver [11, 3] to
Figure 5. Results of a fluid flow simulation in three dimensions with gravity, in which the orange colored phase is more viscous and more dense than the other phases. The bulk foam is rendered mostly transparent except for the last frame, where it is rendered opaque to make the structure more prominent.

find the new unsigned distance from the $\epsilon$ level sets without explicitly constructing the front, and careful data structures which allow any non-negative value for $\epsilon$, including $\epsilon = 0^+$. For details, see [6, 7].

4. An Example. As application, Figure 5 illustrates the results for a three-dimensional simulation of a variable density fluid flow, computed on a $128^3$ grid with slip boundary conditions, using $\epsilon = 0^+$. The simulation starts with 15 heavy phases and approximately 100 less dense phases. The incompressible Navier-Stokes equations are solved, using a second order projection method, and coupled to the Voronoi Implicit Interface Method. For all but the last snapshot in Figure 5, the heavier phase is dark, while the other phases have been rendered mostly transparent, together with the triple line junctions as a network of curves. In the last snapshot, at time $t = 1.8$, we have rendered the bulk foam opaque, to make the structure of the foam more obvious.

Acknowledgments. This research was supported in part by the Applied Mathematical Sciences subprogram of the Office of Energy Research, US Department of Energy, under contract number DE-AC02-05CH11231, by the Division of Mathematical Sciences of the National Science Foundation, and by National Cancer Institute U54CA143833. Some computations used the resources of the National Energy Research Scientific Computing Center, which is supported by the Office of Science of the U.S. Department of Energy under Contract No. DE-AC02-05CH11231. J.A.S. was also supported by the Miller Foundation at University of California, Berkeley, and as an Einstein Visiting Fellow of the Einstein Foundation, Berlin. R.I.S. was
also supported by an American Australian Association Sir Keith Murdoch Fellowship.

REFERENCES


E-mail address: saye@math.berkeley.edu
E-mail address: sethian@math.berkeley.edu
OPTIMAL SENSOR LOCATION FOR WAVE AND
SCHRÖDINGER EQUATIONS

YANNICK PRIVAT
IRMAR, ENS Cachan Bretagne, Univ. Rennes 1, CNRS, UEB
av. Robert Schuman
35170 Bruz, France

EMMANUEL TRÉLAT
Université Pierre et Marie Curie (Univ. Paris 6) and Institut Universitaire de France
CNRS UMR 7598, Laboratoire Jacques-Louis Lions
F-75005, Paris, France

ENRIQUE ZUAZUA
BCAM - Basque Center for Applied Mathematics
Mazarredo, 14 E-48009 Bilbao-Basque Country, Spain
and
Ikerbasque, Basque Foundation for Science
Alameda Urquijo 36-5, Plaza Bizkaia
48011, Bilbao-Basque Country, Spain

Abstract. This paper summarizes the research we have carried out recently on the problem of the optimal location of sensors and actuators for wave equations, which has been the object of the talk of the third author at the Hyp2012 Conference held in Padova (Italy). We also address the same issues for the Schrödinger equations and present some possible perspectives of future research.

We consider the multi-dimensional wave or Schrödinger equations in a bounded domain Ω, with usual boundary conditions (Dirichlet, Neumann or Robin). We investigate the problem of optimal sensor location, in other words, the problem of designing what is the best possible subdomain of a prescribed measure on which one can observe the solutions. We present two mathematical problems modeling this question. The first one, in which the initial data under consideration are fixed, leads to optimal sets whose complexity depends on the regularity of the initial data. In the second one, the optimal set is searched so as to be uniform with respect to all initial data, and leads to a criterium of spectral nature, the answer being intimately related to the concentration properties of the eigenfunctions of the Laplacian. Under quantum ergodicity assumptions on the domain Ω we compute the optimal value of this problem, and show that this optimal value can be interpreted as the best possible observability
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constant of a corresponding time-asymptotic or randomized observability inequality. Although optimal sets do exist in some specific situations, we show that the existence of an optimal set cannot be expected in general. Finally, we study a spectral approximation of that problem and construct a maximizing sequence of sets.

1. Introduction.

1.1. Preliminaries: the problem of optimal observation. Let \( T > 0, n \in \mathbb{N}^* \), and \( \Omega \subset \mathbb{R}^n \) be a bounded open connected subset. In this article we consider both the homogeneous wave equation

\[
\partial_{tt} y = \triangle y,
\]

and the Schrödinger equation

\[
i \partial_t y = \triangle y,
\]

for almost all \((t, x) \in (0, T) \times \Omega\), with Dirichlet boundary conditions for the sake of simplicity (other conditions are considered at the end of the article).

For any measurable subset \( \omega \) of \( \Omega \) of positive Lebesgue measure, we consider in both cases the observable variable

\[
z(t, x) = \chi_{\omega}(x) y(t, x),
\]

where \( \chi_{\omega} \) denotes the characteristic function of \( \omega \).

In this article we investigate the question of knowing whether there exists a best possible subset \( \omega \) in order to observe the equation (1) or (2). To make the problem more precise, throughout the article we fix a real number \( L \in (0, 1) \), and from now on we restrict our search to all measurable subsets \( \omega \subset \Omega \) which are of Lebesgue measure \( |\omega| = L|\Omega| \). This determines the volume fraction of sensors that one would like to place in the domain \( \Omega \), in the best possible way.

Let us next model and define what the wording “best possible way” can mean.

1.2. Mathematical modeling of two optimal design problems. In this context there are several possible ways of defining a concept of domain optimization. Certainly, the first problem that can be raised is the following.

**First problem: best observation domain for fixed initial data.**

- **Wave equation (1):** given fixed initial data \((y^0, y^1) \in L^2(\Omega, \mathbb{C}) \times H^{-1}(\Omega, \mathbb{C})\), we investigate the problem of maximizing the functional

\[
G_T(\chi_\omega) = \int_0^T \int_\omega |y(t, x)|^2 \, dx \, dt,
\]

over all possible measurable subsets \( \omega \) of \( \Omega \) of Lebesgue measure \( |\omega| = L|\Omega| \), where \( y \in C^0(0, T; L^2(\Omega, \mathbb{C})) \cap C^1(0, T; H^{-1}(\Omega, \mathbb{C})) \) is the unique solution of (1) such that \( y(0, \cdot) = y^0(\cdot) \) and \( \partial_t y(0, \cdot) = y^1(\cdot) \).

- **Schrödinger equation (2):** given \( y^0 \in L^2(\Omega, \mathbb{C}) \), we investigate the problem of maximizing the functional \( G_T \) defined by (4) over all possible measurable subsets \( \omega \) of \( \Omega \) of Lebesgue measure \( |\omega| = L|\Omega| \), where \( y \in C^0(0, T; L^2(\Omega, \mathbb{C})) \) is the unique solution of (2) such that \( y(0, \cdot) = y^0(\cdot) \).

This problem appears as a mathematical benchmark, and is the first problem that one can raise in order to give a sense to the notion of best observation. However, this problem is not well suited in view of practical applications since it depends on the initial conditions. In applications, obviously, the location of sensors should
be independent on the initial data. This problem is however interesting from an analytical point of view. As we will see, solving this problem is easy and optimal sets are level sets of a given function, that depends on the solution under consideration in a very sensitive way.

Let us now come to the definition of a uniform optimal design problem, independent on the initial data. In view of defining such a problem, relevant for practical issues, let us first recall the notion of observability inequality.

The system (1)-(3) is said to be observable on $\omega$ in time $T$ if and only if there exists $C^{(W)}_T(\chi_\omega) > 0$ such that
\[
C^{(W)}_T(\chi_\omega) \| (y^0, y^1) \|_{L^2(\Omega, \mathbb{C}) \times H^{-1}(\Omega, \mathbb{C})}^2 \leq \int_0^T \int_\omega |y(t, x)|^2 \, dx \, dt,
\]
for all $(y^0, y^1) \in L^2(\Omega, \mathbb{C}) \times H^{-1}(\Omega, \mathbb{C})$. This is the so-called observability inequality. It is well known that within the class of $C^\infty$ domains $\Omega$, this observability property holds if the pair $(\omega, T)$ satisfies the Geometric Control Condition in $\Omega$ (see [3]), according to which every ray of Geometric Optics that propagates in $\Omega$ and is reflected on its boundary $\partial \Omega$ intersects $\omega$ within time $T$.

Similarly, system (2)-(3) is said to be observable on $\omega$ in time $T$ if and only if there exists $C^{(S)}_T(\chi_\omega) > 0$ such that
\[
C^{(S)}_T(\chi_\omega) \| y^0 \|_{L^2(\Omega, \mathbb{C})}^2 \leq \int_0^T \int_\omega |y(t, x)|^2 \, dx \, dt,
\]
for every $y^0 \in L^2(\Omega, \mathbb{C})$. If there exists $T^*$ such that the pair $(\omega, T^*)$ satisfies the Geometric Control Condition then the observability inequality (35) holds for every $T > 0$ (see [18]). In some sense the Schrödinger equation can be viewed as a wave equation with an infinite speed of propagation.

In the sequel, the quantities $C^{(W)}_T(\chi_\omega)$ and $C^{(S)}_T(\chi_\omega)$ denote the largest possible nonnegative constants for which the inequalities (34) and (35) hold, that is,
\[
C^{(W)}_T(\chi_\omega) = \inf_{\| (y^0, y^1) \|_{L^2(\Omega, \mathbb{C}) \times H^{-1}(\Omega, \mathbb{C})} = 1} \int_0^T \int_\omega |y(t, x)|^2 \, dx \, dt,
\]
and
\[
C^{(S)}_T(\chi_\omega) = \inf_{\| y^0 \|_{L^2(\Omega, \mathbb{C})} = 1} \int_0^T \int_\omega |y(t, x)|^2 \, dx \, dt.
\]
They are called the observability constants.

These remarks being done, in view of defining a uniform optimal design problem for the observability of wave or Schrödinger equations, it is natural to raise the problem of maximizing the above observability constants over all possible subsets $\omega$ of $\Omega$ of Lebesgue measure $|\omega| = L|\Omega|$. However, this problem appears to be:

1. Very difficult to handle: indeed when considering spectral expansions of the solutions, difficulties arise due to crossed terms, as in the interesting open problem of determining the best constants in Ingham’s inequalities (see [13, 14], see also [23] for such considerations in the one-dimensional case);
2. Finally, not so relevant. Indeed the above inequalities are deterministic, and hence, in some sense, the observability constants are pessimistic, since they give an account for the worst possible observability scenario. In practice one is led to handle a large number of solutions but not all of them, and the deterministic observability constant will rarely be reached. We are then going
to define a randomized version of the observability constant, which appears to be more relevant.

These two points appeal further comments.

Let us first present the Fourier expansion of solutions of the spectral basis of the Laplacian. Let \((\phi_j)_{j \in \mathbb{N}^*}\) be a Hilbertian basis of \(L^2(\Omega)\) consisting of eigenfunctions\(^1\) of the Dirichlet Laplacian operator on \(\Omega\), associated with the negative eigenvalues \((-\lambda_j^2)_{j \in \mathbb{N}^*}\). Then, for given initial data \((y^0, y^1) \in L^2(\Omega, \mathbb{C}) \times H^{-1}(\Omega, \mathbb{C})\), the corresponding solution of \((1)\) is

\[
y(t, x) = \sum_{j=1}^{+\infty} \left( a_j e^{i\lambda_j t} + b_j e^{-i\lambda_j t} \right) \phi_j(x),
\]

where the sequences \((a_j)_{j \in \mathbb{N}^*}\) and \((b_j)_{j \in \mathbb{N}^*}\) belong to \(\ell^2(\mathbb{C})\) and are defined by

\[
a_j = \frac{1}{2} \left( \int_{\Omega} y^0(x) \phi_j(x) \, dx - i \int_{\Omega} y^1(x) \phi_j(x) \, dx \right),
\]

\[
b_j = \frac{1}{2} \left( \int_{\Omega} y^0(x) \phi_j(x) \, dx + i \int_{\Omega} y^1(x) \phi_j(x) \, dx \right).
\]

for every \(j \in \mathbb{N}^*\). Moreover,

\[
\|(y^0, y^1)\|_{L^2 \times H^{-1}}^2 = 2 \sum_{j=1}^{+\infty} (|a_j|^2 + |b_j|^2).
\]

With such a spectral expansion, note that

\[
G_T(\chi_\omega) = \sum_{j,k=1}^{+\infty} \alpha_{jk} \int_{\omega} \phi_k(x) \phi_j(x) \, dx,
\]

where the coefficients \(\alpha_{jk}\) such that \((j, k) \in (\mathbb{N}^*)^2\) (which can be easily computed) depend only on the initial data \((y^0, y^1)\) and the observation time \(T\). It can be noted that, since \(\omega\) is a proper subset of \(\Omega\), there holds in general \(\int_{\omega} \phi_k(x) \phi_j(x) \, dx \neq 0\). Because of these crossed terms, the observability constant \(C^W_T(\chi_\omega)\) defined by \((7)\) can be interpreted as the infimum of eigenvalues of an infinite dimensional nonnegative symmetric matrix (called Gramian), which is far from diagonal due to nonzero nondiagonal terms.

The observability constant \(C^W_T(\chi_\omega)\) could be easily expressed if the Gramian were to be a diagonal matrix. This is actually one of the nice consequences of the randomization procedure mentioned in the second point. Let us explain briefly this procedure (full details are provided in [26]). Following [6], we randomize some initial data determined by their Fourier coefficients \((10)\), by defining \(a_j^\nu = \beta_{1,j}^\nu a_j\) and \(b_j^\nu = \beta_{2,j}^\nu b_j\), where \((\beta_{1,j}^\nu)_{j \in \mathbb{N}^*}\) and \((\beta_{2,j}^\nu)_{j \in \mathbb{N}^*}\) are two sequences of independent Bernoulli random variables on a probability space \((\mathcal{X}, \mathcal{A}, \mathbb{P})\), satisfying

\[
\mathbb{P}(\beta_{1,j}^\nu = \pm 1) = \mathbb{P}(\beta_{2,j}^\nu = \pm 1) = \frac{1}{2} \quad \text{and} \quad \mathbb{E}(\beta_{1,j}^\nu \beta_{2,k}^\nu) = 0
\]

for all \(j\) and \(k\) in \(\mathbb{N}^*\) and every \(\nu \in \mathcal{X}\). Here, the notation \(\mathbb{E}\) stands for the expectation over the space \(\mathcal{X}\) with respect to the probability measure \(\mathbb{P}\). Let \(y_\nu\)

\(^1\)Note that this Hilbertian basis is not necessarily unique in case of multiple eigenvalues. What follows depends a priori on the specific choice of the basis of eigenfunctions which is done at this step of our analysis.
denote the corresponding solution,

\[ y_\nu(t, x) = \sum_{j=1}^{+\infty} \left( \beta_{\nu,1j} a_j e^{i\lambda_j t} + \beta_{\nu,2j} b_j e^{-i\lambda_j t} \right) \phi_j(x). \]

Then, instead of considering the deterministic observability inequality (34), we consider the randomized one

\[ C_{T,\text{rand}}^{(W)}(\omega) \| (y^0, y^1) \|_{L^2 \times H^{-1}}^2 \leq E \left( \int_0^T \int_\omega |y_\nu(t, x)|^2 \, dx \, dt \right), \tag{13} \]

for all \( y^0(\cdot) \in L^2(\Omega, \mathbb{C}) \) and \( y^1(\cdot) \in H^{-1}(\Omega, \mathbb{C}) \). Here, the constant \( C_{T,\text{rand}}^{(W)}(\chi_\omega) \), called the randomized observability constant for the wave equation, is a new constant which is a priori different from its deterministic counterpart \( C_T^{(W)}(\chi_\omega) \). A similar consideration is done for the Schrödinger equation, with a randomized observability constant \( C_{T,\text{rand}}^{(S)}(\chi_\omega) \).

It is proved in [26] that, for every measurable subset \( \omega \) of \( \Omega \), there holds

\[ 2 C_{T,\text{rand}}^{(W)}(\chi_\omega) = C_{T,\text{rand}}^{(S)}(\chi_\omega) = T \inf_{j \in \mathbb{N}^*} \int_\omega \phi_j(x)^2 \, dx = T J(\chi_\omega). \tag{14} \]

In other words, the randomization procedure sketched permits to kill the crossed terms and hence, up to considering random initial data and an averaged version of the observability inequality, to provide a concept of randomized Gramian, which is a diagonal infinite dimensional matrix.

As mentioned above, the randomized observability inequality (13) appears to be more relevant than its classical deterministic version (34) in view of applications. The first problem in which the initial data are given and fixed is not very relevant. But in practice one does not need to consider all possible solutions either. The above randomization procedure, provides a reasonable mathematical modeling of this practical optimal design problem.

It follows from all above considerations that a way to define a relevant uniform optimal design problem is the following.

**Second problem: uniform optimal design problem.** We investigate the problem of maximizing the functional

\[ J(\chi_\omega) = \inf_{j \in \mathbb{N}^*} \int_\omega \phi_j(x)^2 \, dx, \tag{15} \]

over all possible subsets \( \omega \) of \( \Omega \) of Lebesgue measure \( |\omega| = L |\Omega| \).

This problem consists of maximizing an eigenfunction energy concentration criterion. As we will see, solving this problem leads to highly interesting mathematical considerations related to quantum ergodicity properties of the domain \( \Omega \).

**Remark 1.** It is proved in [26] that, if the domain \( \Omega \) is such that every eigenvalue of \( A \) is simple, then, similarly to (14), there holds

\[ 2 C_{\infty,\text{rand}}^{(W)}(\chi_\omega) = C_{\infty,\text{rand}}^{(S)}(\chi_\omega) = \inf_{j \in \mathbb{N}^*} \int_\omega \phi_j(x)^2 \, dx = J(\chi_\omega), \tag{16} \]

for every measurable subset \( \omega \) of \( \Omega \), where \( C_{\infty}^{(W)}(\chi_\omega) \) and \( C_{\infty}^{(S)}(\chi_\omega) \) are time asymptotic observability constants, defined respectively as the largest possible nonnegative

constant for which the time asymptotic observability inequality
\[ C(W)(\chi_\omega) \| (y^0, y^1) \|^2_{L^\infty H^{-1}} \leq \lim_{T \to +\infty} \frac{1}{T} \int_0^T \int_\omega |y(t, x)|^2 \, dx \, dt, \quad (17) \]
holds for all \((y^0, y^1) \in L^2(\Omega, \mathbb{C}) \times H^{-1}(\Omega, \mathbb{C})\), for the wave equation, and
\[ C(S)(\chi_\omega) \| y^0 \|^2_{L^2} \leq \lim_{T \to +\infty} \frac{1}{T} \int_0^T \int_\omega |y(t, x)|^2 \, dx \, dt, \quad (18) \]
holds for every \(y^0(\cdot) \in L^2(\Omega, \mathbb{C})\), for the Schrödinger equation.

1.3. Some bibliographical comments. The problem of optimal measurement locations for state estimation in linear partial differential equations has been widely considered in engineering problems (see e.g. [9, 15, 16, 21, 28, 29] and the many references therein), the aim being to optimize the number, the place and the type of sensors or actuators in order to improve the estimation or more generally some performance index. Fields of applications are very numerous and concern for example active structural acoustics, piezoelectric issues, vibration control in mechanical structures, damage detection processes, chemical reactions, just to name a few of them. A usual approach popular in the engineering community consists of recasting the optimal sensor location problem for distributed systems as an optimal control problem with an infinite dimensional Riccati equation, having a statistical model interpretation, and then of computing approximations with optimization techniques. However, on the one part, their techniques rely on an exhaustive search over a predefined set of possible candidates and are faced with combinatorial difficulties due to the selection problem and thus with the usual flaws of combinatorial optimization methods. On the other part, in all these references approximations are used to determine the optimal sensor or actuator location. The optimal performance and the corresponding sensor or actuator location of the approximating sequence are then expected to converge to the exact optimal performance and location. Among the possible approximation processes, the closest one to our present study consists of considering Fourier expansion representations and using modal approximation schemes.

However, in these references there is no systematic mathematical study of the optimal design problem. The search of optimal domains relies on finite-dimensional approximations and no convergence analysis is led. However, in the present article we show that modal approximation procedures may fail and \(\Gamma\)-convergence properties may not hold when passing to the limit from a finite number of eigenfunction components to all of them.

Although the optimal design problems under consideration in this article have been widely studied in the engineering community, in particular because of their great importance in practical problems, there exist only few mathematical results. An important difficulty arising when focusing on an optimal shape problem is the generic non-existence of classical solutions, as explained and surveyed in [2], thus leading to consider relaxation procedures. In [4] the authors investigate the problem modeled in [27] of finding the best possible distributions of two materials (with different elastic Young modulus and different density) in a rod in order to minimize the vibration energy in the structure. For this optimal design problem in wave propagation, the authors of [4] prove existence results and provide relaxation and optimality conditions. The authors of [1] also propose a relaxation formulation
of eigenfrequency optimization problems applied to optimal design. In [7] the authors discuss several possible criteria for optimizing the damping of abstract wave equations in Hilbert spaces, and derive optimality conditions for a certain criterion related to a Lyapunov equation. In [11, 12], the authors consider the problem of determining the best possible shape and position of the damping subdomain of given measure for a 1D wave equation. In [20, 22] the authors investigate numerically the optimal location of the support of the control for the 1-D wave equation. Their numerical methods are then mostly based on gradient techniques or level set methods combined with shape and topological derivatives (we refer the reader e.g. to [5] for a survey on variational methods in shape optimization problems). In [23] we investigated the second problem presented previously in the one-dimensional case, and in [24] we studied the related dual problem of finding the optimal location of the support of the control for the one-dimensional wave equation. In [25] we solved in a complete way the first problem (optimal observation domain for the problem with fixed initial data), and in [26] we solved the second problem (uniform with respect to initial data), emphasizing close connections with the quantum chaos theory, as explained further.

2. Statement of the main results.

2.1. First problem: best observation domain for fixed initial data. Consider fixed initial data \((y^0, y^1) \in L^2(\Omega, \mathbb{C}) \times H^{-1}(\Omega, \mathbb{C})\) (resp., \(y^0 \in L^2(\Omega, \mathbb{C})\)) for the wave equation (1) (resp., for the Schrödinger equation (2)), and let \(y\) be their corresponding solution. We define the integrable function

\[
\varphi(x) = \int_0^T |y(t, x)|^2 dt,
\]

for every \(x \in \Omega\). Note that \(G_T(\chi_{\omega}) = \int_{\omega} \varphi(x) \, dx\) for every measurable subset \(\omega \subset \Omega\).

**Theorem 2.1.** [25] There exists at least one measurable subset \(\omega\) of \(\Omega\), solution of the first problem, characterized as follows. There exists a real number \(\lambda\) such that every optimal set \(\omega\) is contained in the level set \(\{\varphi \geq \lambda\}\), where the function \(\varphi\) defined by (19) is integrable on \(\Omega\).

Moreover, if there exists \(R > 0\) such that

\[
\sum_{j=0}^{+\infty} \frac{R^j}{j!} \left( \|A^j y^0\|_{L^2}^2 + \|A^{-j} y^1\|_{L^2}^2 \right)^{1/2} < +\infty,
\]

in the case of the wave equation, and

\[
\sum_{j=0}^{+\infty} \frac{R^j}{j!} \|A^j y^0\|_{L^2} < +\infty,
\]

in the case of the Schrödinger equation, where \(A = \sqrt{-\Delta}\) (square root of the Dirichlet-Laplacian), then the first problem has a unique\(^2\) solution \(\chi_{\omega}\), where \(\omega\) is a measurable subset of \(\Omega\) of measure \(L(\Omega)\), satisfying moreover the following properties:

- there exists \(\eta > 0\) such that \(d(\omega, \partial \Omega) > \eta\), where \(d\) denotes the Euclidean distance on \(\mathbb{R}^n\);

---

\(^2\)Similarly to the definition of elements of \(L^p\)-spaces, the subset \(\omega\) is unique within the class of all measurable subsets of \(\Omega\) quotiented by the set of all measurable subsets of \(\Omega\) of zero measure.
• \( \omega \) is semi-analytic\textsuperscript{3}, and has a finite number of connected components;
• if \( \Omega \) is symmetric with respect to an hyperplane and \( y^0 \sigma = y^1 \) and \( y^1 \sigma = y^3 \), where \( \sigma \) denotes the symmetry operator with respect to this hyperplane, then \( \omega \) enjoys the same symmetry property.

**Remark 2.** The optimal set is not necessarily unique, whenever the function \( \varphi \) is constant on some subset of \( \Omega \) of positive measure. We refer to [23, 25] for explicit examples.

Theorem 2.1 states that, if the initial data belong to some analyticity spaces, then the (unique) optimal set \( \omega \) is the union of a finite number of connected components.

Using a careful harmonic analysis construction, it is proved in [25] that there exist \( C^\infty \) initial data for which the optimal set \( \omega \) may have a fractal structure and, more precisely, may be of Cantor type. More precisely, one has the following result.

**Theorem 2.2.** [25] Let \( \Omega = (0, 2\pi) \) and let \( T > 0 \) be an integer multiple of \( 4\pi \). There exist \( C^\infty \) initial data \( (y^0, y^1) \) defined on \( \Omega \) for which the first problem has a unique solution \( \omega \); moreover \( \omega \) has a fractal structure and in particular it has an infinite number of connected components.

2.2. Uniform optimal design. In this section, we focus on the second problem, defined as

\[
\sup_{\chi_\omega \in \mathcal{U}_L} J(\chi_\omega),
\]

with

\[
J(\chi_\omega) = \inf_{j \in \mathbb{N}^*} \int_\omega \phi_j(x)^2 \, dx,
\]

and

\[
\mathcal{U}_L = \{ \chi_\omega \mid \omega \text{ is a measurable subset of } \Omega \text{ of measure } |\omega| = L|\Omega| \}. \tag{23}
\]

2.2.1. Convexification. To ensure compactness properties, we consider the convex closure of \( \mathcal{U}_L \) for the weak star topology of \( L^\infty \),

\[
\overline{\mathcal{U}}_L = \left\{ a \in L^\infty(\Omega, [0, 1]) \mid \int_\Omega a(x) \, dx = L|\Omega| \right\}. \tag{24}
\]

The convexified version of the second problem (22) is

\[
\sup_{a \in \overline{\mathcal{U}}_L} J(a), \tag{25}
\]

where

\[
J(a) = \inf_{j \in \mathbb{N}^*} \int_\Omega a(x) \phi_j(x)^2 \, dx. \tag{26}
\]

By upper semi-continuity of \( J \) for the weak star topology of \( L^\infty \), it is clear that the problem (25) has at least one solution. For instance in dimension one there is an infinite number of solutions, characterized through their Fourier coefficients (see

\textsuperscript{3}A subset \( \omega \) of a real analytic finite dimensional manifold \( M \) is said to be semi-analytic if it can be written in terms of equalities and inequalities of analytic functions, that is, for every \( x \in \omega \), there exists a neighborhood \( U \) of \( x \) in \( M \) and \( 2pq \) analytic functions \( g_{ij}, h_{ij} \) (with \( 1 \leq i \leq p \) and \( 1 \leq j \leq q \)) such that

\[
\omega \cap U = \bigcup_{i=1}^p \{ y \in U \mid g_{ij}(y) = 0 \text{ and } h_{ij}(y) > 0, \; j = 1, \ldots, q \}.
\]

We recall that such semi-analytic (and more generally, subanalytic) subsets enjoy nice properties, for instance they are stratifiable in the sense of Whitney.
Note that taking $a(\cdot) = L$ yields $\sup_{a \in \mathcal{U}} J(a) \geq L$, and note that a priori, $\sup_{\chi \in \mathcal{U}} J(\chi) \leq \sup_{a \in \mathcal{U}} J(a)$. The question of knowing if this inequality is an equality or not (gap or no-gap) is not obvious, and cannot be treated using standard $\Gamma$-convergence arguments due to the lack of lower semi-continuity of $J$.

2.2.2. Main results. We make the following assumptions on the Hilbertian basis $(\phi_j^2)_{j \in \mathbb{N}^*}$ of eigenfunctions under consideration.

**Weak Quantum Ergodicity on the base (WQE) property.** There exists a subsequence of the sequence of probability measures $\mu_j = \phi_j^2 \, dx$ converging vaguely to the uniform measure $\frac{1}{|\Omega|} \, dx$.

**Uniform $L^\infty$-boundedness property.** There exists $A > 0$ such that $\|\phi_j\|_{L^\infty(\Omega)} \leq A$, \hspace{1cm} (27)

for every $j \in \mathbb{N}^*$.

These assumptions above imply what we call the $L^\infty$-Weak Quantum Ergodicity on the base ($L^\infty$-WQE) property, that is, there exists a subsequence of $(\phi_j^2)_{j \in \mathbb{N}^*}$ converging to $\frac{1}{|\Omega|} \, dx$ for the weak star topology of $L^\infty(\Omega)$. This property obviously implies that

$$\sup_{a \in \mathcal{U}} J(a) = \sup_{a \in \mathcal{U}} \inf_{j \in \mathbb{N}^*} \int_{\Omega} a(x) \phi_j(x)^2 \, dx = L, \hspace{1cm} (28)$$

and moreover the supremum is reached with the constant function $a = L$ on $\Omega$.

**Theorem 2.3.** \cite{26} If the WQE and uniform $L^\infty$-boundedness properties hold, then

$$\sup_{\chi \in \mathcal{U}} \inf_{j \in \mathbb{N}^*} \int_{\omega} \phi_j(x)^2 \, dx = L, \hspace{1cm} (29)$$

for every $L \in (0, 1)$. In other words, under these assumptions there is no gap between the original problem (22) and the convexified one.

As a consequence, the maximal value of the randomized observability constants $2C_{T, \text{rand}}(W)(\chi) = C_{T, \text{rand}}(S)(\chi)$ over the set $\mathcal{U}_L$ is equal to $TL$. Moreover if the spectrum of $A$ is simple then the maximal value of the time asymptotic observability constants $2C_{\infty}(W)(\chi) = C_{\infty}(S)(\chi)$ over the set $\mathcal{U}_L$ is equal to $L$.

We now define the set $\mathcal{U}_L^b = \{ \chi \in \mathcal{U}_L \mid |\partial \omega| = 0 \}$, and we make the following assumptions.

**Quantum Unique Ergodicity on the base (QUE) property.** The whole sequence of probability measures $\mu_j = \phi_j^2 \, dx$ converges vaguely to the uniform measure $\frac{1}{|\Omega|} \, dx$.

**Uniform $L^p$-boundedness property.** There exist $p \in (1, +\infty]$ and $A > 0$ such that $\|\phi_j\|_{L^{2p}(\Omega)} \leq A$, \hspace{1cm} (30)

for every $j \in \mathbb{N}^*$.

**Theorem 2.4.** \cite{26} If $\partial \Omega$ is Lipschitz and if the QUE and uniform $L^p$-boundedness properties hold, then

$$\sup_{\chi \in \mathcal{U}_L^b} \inf_{j \in \mathbb{N}^*} \int_{\omega} \phi_j(x)^2 \, dx = L, \hspace{1cm} (31)$$

for every $L \in (0, 1)$.
Actually the statement of Theorem 2.4 holds true as well whenever the set $U_b$ is replaced by the set of all measurable subsets $\omega$ of $\Omega$, of measure $|\omega| = L|\Omega|$, that are moreover open either with Lipschitz boundary or bounded perimeter.

The ergodicity assumptions made above are sufficient but are not sharp. For instance it is proved in [26] that, if $\Omega$ is the unit disk of the Euclidean two-dimensional space, then, for every $p \in (1, +\infty]$ and for any basis of eigenfunctions, the uniform $L^p$-boundedness property is not satisfied, and QUE does not hold as well; however (29) and (31) hold true. And this, in spite of the phenomenon of whispering galleries, which gives an account for the existence of certain semi-classical measures (weak limits of the probability measures $\phi_j^2 dx$) such as the Dirac measure along the boundary.

Remark 3. The assumptions made in the above theorems obviously hold in dimension one (Dirichlet-Laplacian on a bounded interval). In higher dimensions they are related to deep questions arising in mathematical physics (indeed, in quantum mechanics $\mu_j = \phi_j^2 dx$ is the probability of being in the state $\phi_j$), related to Shnirelman’s Theorem. This celebrated result asserts that, if the domain $\Omega$ is a convex ergodic billiard with piecewise smooth boundary, then there exists a subsequence of the sequence of probability measures $\mu_j = \phi_j^2 dx$ of density one converging vaguely to the uniform measure $\frac{1}{|\Omega|} dx$ (see [10, 31]). This property is referred to as Quantum Ergodicity on the base (in short, QE on the base). Actually the result is stronger and holds in the full phase space, for pseudo-differential operators (see [30] for a recent survey). Of course, QUE implies QE which in turn implies WQE.

Note that Shnirelman Theorem lets open the possibility of having an exceptional subsequence of $\mu_j$ converging vaguely to some measure different from the uniform one, for instance, to a measure carried by closed geodesics (concentration phenomenon known as scar, see e.g. [8]). The QUE assumption made above postulates that this scarring phenomenon does not occur. Up to now there is no example of a domain in dimension more than one in which QUE has been proved to hold, and this is a deep open question in this thematics. We refer the reader to [26] for a more detailed discussion on such quantum ergodicity issues in relation with shape optimization problems.

Remark 4. In general we do not expect the supremum in (29) or (31) to be reached. This is an open question. But it is reached in several very particular situations. This is the case for instance in dimension one for a very specific value of $L$: when $\Omega = [0, \pi]$, then the supremum of $J$ over $U_L$ (which is equal to $L$) is reached if and only if $L = 1/2$; in that case, it is reached for all measurable subsets $\omega \subset [0, \pi]$ of measure $\pi/2$ such that $\omega$ and its symmetric image $\omega' = \pi - \omega$ are disjoint and complementary in $[0, \pi]$ (see [26]).

3. Spectral approximation of the uniform optimal design problem. Given the functional $J$ defined by (15), in view of designing a spectral approximation it is natural to consider the truncated functional defined by

$$J_N(\chi_\omega) = \min_{1 \leq j \leq N} \int_\omega \phi_j(x)^2 dx,$$

for every $N \in \mathbb{N}^*$ and every measurable subset $\omega$ of $\Omega$. The spectral approximation of the second problem (uniform optimal design problem) is then

$$\sup_{\chi_\omega \in U_L} J_N(\chi_\omega).$$
Accordingly, \( J_N \) is extended to \( \mathcal{U}_L \) by \( J_N(a) = \min_{1 \leq j \leq N} \int_{\Omega} a(x) \phi_j(x)^2 \, dx \) for every \( a \in \mathcal{U}_L \).

**Theorem 3.1.** [26]  
1. For every measurable subset \( \omega \) of \( \Omega \), the sequence \( (J_N(\chi_\omega))_{N \in \mathbb{N}^*} \) is non-increasing and converges to \( J(\chi_\omega) \).

2. There holds
\[
\lim_{N \to +\infty} \max_{a \in \mathcal{U}_L} J_N(a) = \max_{a \in \mathcal{U}_L} J(a).
\]
Moreover, if \( (a^N)_{n \in \mathbb{N}^*} \) is a sequence of maximizers of \( J_N \) in \( \mathcal{U}_L \), then up to a subsequence, it converges to a maximizer of \( J \) in \( \mathcal{U}_L \) for the weak star topology of \( L^\infty \).

3. For every \( N \in \mathbb{N}^* \), the problem (33) has a unique solution \( \chi_{\omega^N} \), where \( \omega^N \in \mathcal{U}_L \). Moreover, \( \omega^N \) is semi-analytic (see Footnote 3) and thus has a finite number of connected components.

**Remark 5.** It is proved in [12, 23] that, in the one-dimensional case, the optimal set \( \omega_N \) maximizing \( J_N \) is the union of \( N \) intervals concentrating around equidistant points and that \( \omega_N \) is actually the worst possible subset for the problem of maximizing \( J_{N+1} \). This is the so-called spillover phenomenon which is a serious drawback from the practical point of view since it makes it impossible the implementation of a spectral approximation procedure.

The next numerical simulations, based on the above spectral approximation, confirm this pathological behavior. Consider \( \Omega = [0, \pi]^2 \). The normalized eigenfunctions of the Dirichlet-Laplacian are \( \phi_{j,k}(x_1, x_2) = \frac{2}{\pi} \sin(j x_1) \sin(k x_2) \), for every \( (x_1, x_2) \in [0, \pi]^2 \). Let \( N \in \mathbb{N}^* \). We use an interior point line search filter method to solve the optimization problem \( \sup_{\chi_\omega \in \mathcal{U}_L} J_N(\chi_\omega) \), with
\[
J_N(\chi_\omega) = \min_{1 \leq j,k \leq N} \int_0^\pi \int_0^\pi \chi_\omega(x_1, x_2) \phi_{j,k}(x_1, x_2)^2 \, dx_1 \, dx_2.
\]
Some results are provided on Figure 1 in the Dirichlet case. They show very clearly that the number of connected components of the optimal set increases as \( N \) grows.

We have thus constructed a maximizing sequence of sets for the second problem (uniform optimal design problem) which is evidently far from converging in any reasonable sense.

4. **Further comments and perspectives.**

4.1. **Generalization to other boundary conditions.** Up to now we have restricted ourselves to Dirichlet boundary conditions. Actually, as shown in [26], our analysis can be developed in the more general framework where \( \Omega \) is an open bounded connected subset of \( M \), and \( (M, g) \) is a smooth \( n \)-dimensional Riemannian manifold, with \( n \geq 1 \). In that case, the Dirichlet-Laplacian is replaced with the Laplace-Beltrami operator \( \triangle_g \) on \( M \) for the metric \( g \). The boundary of \( \Omega \) can be empty: in this case, \( \Omega \) is a compact connected \( n \)-dimensional Riemannian manifold. If \( \partial \Omega \neq \emptyset \) then we consider boundary conditions \( By = 0 \) on \( (0, T) \times \partial \Omega \), where \( B \) can be either:

- the usual Dirichlet trace operator, \( By = y_{|\partial \Omega} \),
- or Neumann, \( By = \frac{\partial y}{\partial n}_{|\partial \Omega} \), where \( \frac{\partial}{\partial n} \) is the outward normal derivative on \( \partial \Omega \),
Figure 1. On this figure, $\Omega = [0, \pi]^2$. Line 1, from left to right: optimal domain (in green) in the Dirichlet case for $N = 2$ (4 eigenmodes) and $L \in \{0.2, 0.4, 0.6\}$. Line 2, from left to right: optimal domain (in green) for $N = 5$ (25 eigenmodes) and $L \in \{0.2, 0.4, 0.6\}$. Line 3, from left to right: optimal domain (in green) for $N = 20$ (400 eigenmodes) and $L \in \{0.2, 0.4, 0.6\}$. Line 4, from left to right: optimal domain (in green) for $N = 20$ (400 eigenmodes) and $L \in \{0.2, 0.4, 0.6\}$.

- or mixed Dirichlet-Neumann, $By = \chi_{\Gamma_0} y_{\partial \Omega} + \chi_{\Gamma_1} \frac{\partial y}{\partial n} |_{\partial \Omega}$, where $\partial \Omega = \Gamma_0 \cup \Gamma_1$ with $\Gamma_0 \cap \Gamma_1 = \emptyset$, and $\chi_{\Gamma_i}$ is the characteristic function of $\Gamma_i$, $i = 0, 1$.
- or Robin, $By = \frac{\partial y}{\partial n} |_{\partial \Omega} + \beta y_{\partial \Omega}$, where $\beta$ is a nonnegative bounded measurable function defined on $\partial \Omega$, such that $\int_{\partial \Omega} \beta > 0$.

The Lebesgue measure $dx$ must be replaced with the canonical measure $dV_g$ induced by the canonical Riemannian volume $V_g$ on $M$. 
Also, to encompass all possible boundary conditions settled above, we replace the observability inequalities (34) and (35) with
\[
C_T^{(W)}(\chi_\omega)\|(y^0, y^1)\|_{D(A^{1/2})}^2 \leq \int_0^T \int_\omega |\partial_t y(t, x)|^2 d\nu_g dt, 
\]
for all \((y^0, y^1) \in D(A^{1/2}) \times X\), and
\[
C_T^{(S)}(\chi_\omega)\|y^0\|_{D(A)}^2 \leq \int_0^T \int_\omega |\partial_t y(t, x)|^2 d\nu_g dt, 
\]
for every \(y^0 \in D(A)\). Here, the following notations are used: \(A = -\Delta_g\) is the Laplace operator defined on \(D(A) = \{y \in X \mid Ay \in X \text{ and } By = 0\}\) with one of the above boundary conditions whenever \(\partial \Omega \neq \emptyset\), and \(X\) is the space \(L^2(\Omega, \mathbb{C})\) in the case of Dirichlet, mixed or Robin boundary conditions, and otherwise
\[
X = L^2_0(\Omega, \mathbb{C}) = \{y \in L^2(\Omega, \mathbb{C}) \mid \int_\Omega y(x) d\nu_g = 0\}. 
\]
Defined in this space, the operator \(A\) is then selfadjoint and positive definite. In the case of Dirichlet boundary conditions, one has \(D(A) = H^2(\Omega, \mathbb{C}) \cap H_0^1(\Omega, \mathbb{C})\) and \(D(A^{1/2}) = H_0^1(\Omega, \mathbb{C})\). For Neumann boundary conditions, one has
\[
D(A) = \{y \in H^2(\Omega, \mathbb{C}) \mid \frac{\partial y}{\partial n}|_{\partial \Omega} = 0 \text{ and } \int_\Omega y(x) d\nu_g = 0\}
\]
and
\[
D(A^{1/2}) = \{y \in H^1(\Omega, \mathbb{C}) \mid \int_\Omega y(x) d\nu_g = 0\}. 
\]
In the mixed Dirichlet-Neumann case (with \(\Gamma_0 \neq \emptyset\)), one has
\[
D(A) = \{y \in H^2(\Omega, \mathbb{C}) \mid y|_{\Gamma_0} = \frac{\partial y}{\partial n}|_{\Gamma_0} = 0\}, 
\]
and
\[
D(A^{1/2}) = H^1_{\Gamma_0}(\Omega, \mathbb{C}) = \{y \in H^1(\Omega, \mathbb{C}) \mid y|_{\Gamma_0} = 0\} 
\]
(see e.g. [17]).

4.2. An intrinsic variant of the uniform optimal design problem. As said before, the second problem (15) depends a priori on the orthonormal Hilbertian basis \((\phi_j)_{j \in \mathbb{N}^*}\) of \(L^2(\Omega)\) which has been fixed at the beginning of the analysis, at least whenever the spectrum of \(A\) is not simple. If the eigenvalues \((\lambda_j^2)_{j \in \mathbb{N}^*}\) of \(A\) are multiple, then the choice of the basis \((\phi_j)_{j \in \mathbb{N}^*}\) is an issue. One possible way to get rid of this dependence is to consider the infimum of the criteria \(J\) defined by (15) over all possible choices of orthonormal bases of eigenfunctions. This leads to the following intrinsic variant of the second problem. We adopt the framework and the notations of the previous section.

**Intrinsic uniform optimal design problem.** We investigate the problem of maximizing the functional
\[
J_{\text{inf}}(\chi_\omega) = \inf_{\phi \in \mathcal{E}} \int_\omega \phi(x)^2 d\nu_g, 
\]
over all possible subsets \(\omega\) of \(\Omega\) of measure \(V_g(\omega) = LV_g(\Omega)\), where \(\mathcal{E}\) denotes the set of all normalized eigenfunctions of \(A\).
Note that \( C_T^{(W)}(\chi_\omega) \leq \frac{T}{2} J_{\text{int}}(\chi_\omega) \leq C_T^{(W)}(\chi_\omega) \) and \( C_T^{(S)}(\chi_\omega) \leq T J_{\text{int}}(\chi_\omega) \leq C_T^{(S)}(\chi_\omega) \). As before, the functional \( J_{\text{int}} \) is extended to \( \overline{U}_L \) by setting \( J_{\text{int}}(a) = \inf_{\phi \in \mathcal{E}} \int_\Omega a(x) \phi(x)^2 \, dV_g \) for every \( a \in \overline{U}_L \). The following results are the intrinsic counterpart of Theorems 2.3 and 2.4.

**Theorem 4.1.** [26] Assume that the uniform measure \( \frac{1}{V_g(\Omega)} \, dV_g \) is a closure point of the family of probability measures \( \mu_\phi = \phi^2 \, dV_g, \phi \in \mathcal{E} \), for the vague topology, and that the whole family of eigenfunctions in \( \mathcal{E} \) is uniformly bounded in \( L^\infty(\Omega) \). Then

\[
\sup_{\chi_\omega \in \mathcal{U}_L} \inf_{\phi \in \mathcal{E}} \int_\omega \phi(x)^2 \, dV_g = \sup_{a \in \overline{U}_L} \inf_{\phi \in \Omega} \int_a(x) \phi(x)^2 \, dV_g = L, 
\]

for every \( L \in (0, 1) \). In other words, there is no gap between the intrinsic uniform optimal design problem and its convexified version.

**Theorem 4.2.** [26] Assume that the uniform measure \( \frac{1}{V_g(\Omega)} \, dV_g \) is the unique closure point of the family of probability measures \( \mu_\phi = \phi^2 \, dV_g, \phi \in \mathcal{E} \), for the vague topology, and that the whole family of eigenfunctions in \( \mathcal{E} \) is uniformly bounded in \( L^{2p}(\Omega) \), for some \( p \in (1, +\infty] \). Then

\[
\sup_{\chi_\omega \in \mathcal{U}_L} \inf_{\phi \in \mathcal{E}} \int_\omega \phi(x)^2 \, dV_g = L, 
\]

for every \( L \in (0, 1) \).

**Remark 6.** We are able to provide examples where there is a gap between the intrinsic second problem (36) and its convexified version. This occurs in any of the two following examples (see [26]):

- \( \Omega = S^2 \), the unit sphere in \( \mathbb{R}^3 \), endowed with the usual flat metric;
- \( \Omega \) is the unit half-sphere in \( \mathbb{R}^3 \), endowed with the usual flat metric, and Dirichlet conditions are imposed on the great circle (boundary of \( \Omega \)).

In both cases, if \( L \) is close enough to \( 1 \) then \( \sup_{\chi_\omega \in \mathcal{U}_L} J(\chi_\omega) < L \), and hence there is a gap between the problem (36) and its convexified version.

### 4.3. Optimal location of internal controllers.

By duality, our previous results provide an answer to the question of determining the shape and location of the control domain for wave or Schrödinger equations that minimizes the \( L^2 \) norm of the controllers realizing null controllability. For simplicity we restrict ourselves to the internally controlled wave equation on \( \Omega \) with Dirichlet boundary conditions,

\[
\begin{align*}
\partial_t y(t, x) - \triangle y(t, x) &= h_\omega(t, x), & (t, x) \in (0, T) \times \Omega, \\
y(t, x) &= 0, & (t, x) \in [0, T] \times \partial \Omega, \\
y(0, x) &= y^0(x), \quad \partial_t y(0, x) = y^1(x), & x \in \Omega, 
\end{align*}
\]

where \( h_\omega \) is a control supported in \( [0, T] \times \omega \) and \( \omega \) is a measurable subset of \( \Omega \). Note that the Cauchy problem (39) is well posed for all initial data \( (y^0, y^1) \in H^1_0(\Omega, \mathbb{C}) \times L^2(\Omega, \mathbb{C}) \) and every \( h_\omega \in L^2((0, T) \times \Omega, \mathbb{C}) \), and its solution \( y \) belongs to \( C^0(0, T; H^1_0(\Omega, \mathbb{C})) \cap C^1((0, T) \times \Omega, \mathbb{C}) \cap C^2((0, T; H^{-1}(\Omega, \mathbb{C})) \cap C^2((0, T; H^{-2}(\Omega, \mathbb{C}))) \). The exact null controllability problem settled in these spaces consists of finding a control \( h_\omega \) steering the control system (39) to

\[
y(T, \cdot) = \partial_t y(T, \cdot) = 0.
\]
It is well known that, for every subset $\omega$ of $\Omega$ of positive measure, the exact null controllability problem is by duality equivalent to the fact that the observability inequality
\[
C\|\phi^0, \phi^1\|^2_{L^2(\Omega, C) \times H^{-1}(\Omega, C)} \leq \int_0^T \int_\omega |\phi(t, x)|^2 dV_g \, dt, \tag{41}
\]
holds, for all $(\phi^0, \phi^1) \in L^2(\Omega, C) \times H^{-1}(\Omega, C)$, for a positive constant $C$ (only depending on $T$ and $\omega$), where $\phi$ is the (unique) solution of the adjoint system
\[
\begin{align*}
\partial_t \phi(t, x) - \Delta_g \phi(t, x) &= 0, & (t, x) &\in (0, T) \times \Omega, \\
\phi(t, x) &= 0, & (t, x) &\in [0, T] \times \partial \Omega, \\
\phi(0, x) &= \phi^0(x), & \partial_t \phi(0, x) &= \phi^1(x), & x &\in \Omega.
\end{align*} \tag{42}
\]

The Hilbert Uniqueness Method (HUM, see [19]) provides a way to design the unique control solving the control problem (39)-(40) and having moreover a minimal $L^2((0, T) \times \Omega, C)$ norm. This control is referred to as the HUM control and is characterized as follows. Define the HUM functional $J_\omega$ by
\[
J_\omega(\phi^0, \phi^1) = \frac{1}{2} \int_0^T \int_\omega \phi(t, x)^2 \, dV_g \, dt - \langle \phi^1, y^0 \rangle_{H^{-1}, H^1_0} + \langle \phi^0, y^1 \rangle_{L^2}. \tag{43}
\]
The notation $\langle \cdot, \cdot \rangle_{H^{-1}, H^1_0}$ stands for the duality bracket between $H^{-1}(\Omega, C)$ and $H^1_0(\Omega, C)$, and the notation $\langle \cdot, \cdot \rangle_{L^2}$ stands for the usual scalar product of $L^2(\Omega, C)$. If (41) holds then the functional $J_\omega$ has a unique minimizer (still denoted $(\phi^0, \phi^1)$) in the space $L^2(\Omega, C) \times H^{-1}(\Omega, C)$, for all $(y^0, y^1) \in H^1_0(\Omega, C) \times L^2(\Omega, C)$. The HUM control $h_\omega$, steering $(y^0, y^1)$ to $(0, 0)$ in time $T$ is then given by
\[
h_\omega(t, x) = \chi_\omega(x) \phi(t, x), \tag{44}
\]
for almost all $(t, x) \in (0, T) \times \Omega$, where $\phi$ is the solution of (42) with initial data $(\phi^0, \phi^1)$ minimizing $J_\omega$.

The HUM operator $\Gamma_\omega$ is defined by
\[
\Gamma_\omega: \begin{array}{rcl} \quad H^1_0(\Omega, C) \times L^2(\Omega, C) & \to & L^2((0, T) \times \Omega, C) \\
(y^0, y^1) & \mapsto & h_\omega
\end{array}
\]

**Optimal design control problem.** We investigate the problem of minimizing the norm of the operator $\Gamma_\omega$,
\[
\|\Gamma_\omega\| = \sup_{\|(y^0, y^1)\|_{H^1_0 \times L^2} = 1} \|h_\omega\|_{L^2((0, T) \times \Omega, C)} \tag{45}
\]
over the set $\mathcal{U}_L$.

Here, we formulate the optimal design control problem in terms of minimizing the operator norm of $\Gamma_\omega$ in order to discard the dependence with respect to the initial data $(y^0, y^1)$ and improve the robustness of the cost function.

By a duality argument, it is proved in [26] that, for every measurable subset $\omega$ of $\Omega$, if $C_T^{(W)}(\chi_\omega) > 0$ then
\[
\|\Gamma_\omega\| = \frac{1}{C_T^{(W)}(\chi_\omega)},
\]
and if $C_T^{(W)}(\chi_\omega) = 0$, then $\|\Gamma_\omega\| = +\infty$. It follows that, for the optimal design control problem,
\[
\inf_{\chi_\omega \in \mathcal{U}_L} \|\Gamma_\omega\| = \left( \sup_{\chi_\omega \in \mathcal{U}_L} C_T^{(W)}(\chi_\omega) \right)^{-1},
\]
and therefore the problem is equivalent to the problem of maximizing the observability constant. Then, all considerations before can be applied as well to the optimal design control problem.

4.4. Conclusions and perspectives. We have provided a mathematical rigorous modeling of the problem of optimizing the shape and placement of sensors over a domain in which one considers the wave or the Schrödinger equation, with Dirichlet, Neumann, mixed or Robin boundary conditions whenever the boundary is nonempty.

First, when a specific choice of the initial data is given and therefore we deal with a particular solution, we have shown that the problem always admits at least one solution that can be regular or of fractal type depending on the regularity of the initial data.

In view of practical applications, we have defined a uniform optimal design problem, which does not depend on the initial data. Through spectral decompositions, we have motivated a second problem which consists of maximizing a spectral functional that can be viewed as a measure of eigenfunction concentration. Roughly speaking, the subset $\omega$ has to be chosen so to maximize the minimal trace of the squares of all eigenfunctions. This spectral criterion can be obtained and interpreted in two ways: on the one hand, it corresponds to a time asymptotic observability constant as the observation time interval tends to infinity, and on the other hand, to a randomized version of the deterministic observability inequality. We have also considered the convexified formulation of the problem. Under appropriate quantum ergodicity assumptions on $\Omega$, we have a no-gap result between the initial problem and its convexified version, and we have computed the optimal value.

We have then provided spectral approximations, permitting to construct a maximizing sequence, and presented some numerical simulations that show the increasing complexity of the optimal sets.

Overall, our results highlight precise connections between optimal observability issues and quantum ergodic properties of the domain under consideration.

Our results open new directions for future research. We mention hereafter some of them.

1. As mentioned before, we expect that the second problem (uniform optimal design problem) not to have any optimal solution in general, except in very particular (degenerate) situations. In other words, in general, an optimal set probably does not exist. Besides, when implementing spectral approximations of the second problem the spillover phenomenon has been underlined and the increasing complexity has been put in evidence on numerical simulations. This indicates the lack of suitability of this spectral approximation procedure of common use in engineering applications. Further investigation is needed to formulate variants of these problems not presenting these instabilities. We mention here two possibilities:

   a. In [26] we propose a slight modification of the observability inequality under consideration, which consists, e.g. in the Dirichlet case, of replacing the $H^1_0$ norm by the full $H^1$ one. Surprisingly enough, we show that the situation is then very different and that, if $L$ is not too small then under QUE type assumptions there exists an optimal set. Consequently, the reinforcement of the observed norm by a compact term contributes to the existence of optimal sets. This can be even achieved by every value of
the volume fraction $L$ by means of a suitable modification of the observed norm (essentially by adding to the $H^1_0$-norm the $L^2$ one multiplied by a sufficiently large positive constant). Note however that, when reinforcing the observed norm, the corresponding observability constant decreases. It would then be natural to look for a compromise between ensuring the existence of optimal sets but at the price of deteriorating the observability constant.

(b) A second idea is to define a variant of the criterion (15), by using Cesaro means. This idea is close to the filtering procedures used in [32] in the context of the numerical approximation of controls. The use of Cesaro means should also permit to weaken ergodicity assumptions (see [10]).

In any case, an interesting direction for research is to model and define other kinds of spectral criteria permitting to avoid the spillover phenomenon to recover the existence of an optimal set.

2. In this work we considered wave and Schrödinger equations. In an ongoing work, we are studying the case of the heat equation. As it could be expected, the conclusion is then very different since optimal sets then exist much more easily, due to the intrinsic strong damping of the heat equation.

3. A crucial from the point of view of applications but fully open question is that of the numerical approximation of the optimal sets or densities. Two approaches are then to be considered, the continuous and the discrete one. In this setting a natural question is as follows: do the numerical optimal designs corresponding to discrete dynamics obtained by numerical approximation of the wave equation converge to the continuous optimal design as the mesh size tends to 0? According to the results of [32], one can expect the answer to be negative because of the effect of high-frequency spurious numerical solutions.

If this were the case the numerical optimal design problem should be reformulated by means of suitable high-frequency filtering techniques.

4. Similar issues can be formulated in the context of homogenization. For instance, we could consider the optimal design problem above on a perforated domain $\Omega_\varepsilon$, a rapidly oscillating manifold $M_\varepsilon$ or for elliptic operators with rapidly oscillating coefficients. The question would then be to know whether, as $\varepsilon$ tends to zero, the optimal designs do converge in some suitable sense to the optimal design of the limit homogenization problem. Once again one expects the result not to be true in general, due to the distortion that the high-frequency solutions may introduce in the highly heterogeneous medium, with respect to the limit homogeneous one. These issues have been the object of intensive research in the context of controllability problems (see [33]), but, as far as we know, have not been treated so far in the frame of the optimal design problems discussed in this paper.
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Abstract. We present an informal review of some concepts and results from
the theory of ordinary differential equations in the non-smooth context, fol-
lowing the approach based on quantitative a priori estimates introduced in [9]
and [7].

1. Introduction. In this note we give an informal overview on some results from [9]
collaboration with Camillo De Lellis) and [7] (collaboration with François Bouchut)
regarding an approach to non-smooth ordinary differential equations based on quan-
titative a priori estimates.

Given the velocity field

\[ b : [0,T] \times \mathbb{R}^d \to \mathbb{R}^d \]  

we consider the ordinary differential equation

\[
\begin{cases}
\dot{X}(t,x) = b(t,X(t,x)) \\
X(0,x) = x,
\end{cases}
\]

where we denote with the “dot” the differentiation with respect to the time variable
\( t \). The solution \( X : [0,T] \times \mathbb{R}^d \to \mathbb{R}^d \) is called the flow of the velocity field \( b \). We
are thus looking for characteristic (or integral) curves of the given velocity field \( b \),
i.e., curves with the property that at each point the tangent vector coincides with
the value of the given vector field at such point.

The classical Cauchy-Lipschitz theory deals with the case in which the velocity
field \( b \) is regular enough (Lipschitz with respect to the space variable uniformly
with respect to time, see (3)). After a brief review of this smooth theory, in this
note we motivate the extension to non-smooth contexts, and we consider first of all
the case of \( W^{1,p} \) (with \( p > 1 \)) velocity fields, then the case of \( W^{1,1} \) velocity fields,
and finally the case of velocity fields whose derivative can be represented as a
singular integral operator of an \( L^1 \) function. This stratified presentation has the
advantage to present the main conceptual and technical differences between these
different cases.

The presentation will be very informal and only the key points of the proofs will
be indicated, with the aim to catch the interest of the reader for the general context
and to motivate him or her to further readings on this topic. Emphasis will be put
on the ideas, rather than on the details.

2000 Mathematics Subject Classification. Primary: 34A12; Secondary: 42B37.
Key words and phrases. Ordinary Differential Equations, Sobolev and Bounded Variation Func-
tions, Singular Integrals.
For this reason, the only references given will be those strictly related to our line of presentation. For a wider presentation of the subject and a detailed bibliography the reader is referred for instance to [5] or [2]. Moreover, the “partial differential equations side” of this problem (well posedness of the transport and the continuity equations in the non-smooth context) will not be addressed here. The interested reader is referred to the two most important papers in this area, namely [10] for the Sobolev case and [1] for the bounded variation case, and again to the bibliographical references in [5] or [2].

2. The Lipschitz case. As a warm up, let us start by considering the case of a vector field which is Lipschitz with respect to the space variable uniformly with respect to the time. This means that we assume the existence of a constant $L$ such that

$$|b(t,x) - b(t,y)| \leq L|x - y|$$  \hspace{1cm} (3)

for every $x, y \in \mathbb{R}^d$ and every $t \in [0,T]$. Under this assumption, it is known from the classical Cauchy-Lipschitz theorem that a unique solution to (2) exists for every initial point $x \in \mathbb{R}^d$, and moreover the flow $X(t,x)$ inherits the Lipschitz regularity with respect to $x$.

Uniqueness can be easily proven with the following argument. Consider two (possibly distinct) flows $X_1$ and $X_2$. Then for every given $x \in \mathbb{R}^d$ one may compute

$$\frac{d}{dt} |X_1(t,x) - X_2(t,x)| \leq |b(t,X_1(t,x)) - b(t,X_2(t,x))|$$

$$\leq L|X_1(t,x) - X_2(t,x)|,$$

where in the last inequality we have used (3). Using Gronwall Lemma (and recalling that $X_1(0,x) = X_2(0,x)$) we deduce immediately that $X_1(t,x) = X_2(t,x)$ for every $t \in [0,T]$, i.e., the desired uniqueness.

The proof of the Lipschitz regularity of the flow $X(t,x)$ with respect to $x$ goes along the same line. Fix two points $x, y \in \mathbb{R}^d$ and compute

$$\frac{d}{dt} |X(t,x) - X(t,y)| \leq |b(t,X(t,x)) - b(t,X(t,y))|$$

$$\leq L|X(t,x) - X(t,y)|.$$

Applying again Gronwall Lemma and observing that $|X(0,x) - X(0,y)| = |x - y|$ we obtain

$$|X(t,x) - X(t,y)| \leq e^{Lt} |x - y|,$$

i.e., $X(t,x)$ is Lipschitz with respect to $x$, and the Lipschitz constant depends exponentially on the Lipschitz constant of the given velocity field $b$.

3. Towards non-Lipschitz velocity fields: The regular Lagrangian flow. After some reflections on the very simple theory presented in the previous section, a natural question arises: how much of such a theory survives when the velocity field $b$ is less regular than Lipschitz?

We immediately realize that, if we stick to “classical” statements (for instance, if we look for uniqueness of the flow for every initial point), then the answer is negative. A possible example is very well known: consider in $\mathbb{R}$ the (Hölder but not Lipschitz) vector field $b(x) = \sqrt{|x|}$. Then it is readily checked that $X_1(t,0) \equiv 0$ and $X_2(t,0) = \frac{1}{4} t^2$ are two distinct solutions of (2), with the same value ($x = 0$) at the initial time. Indeed, it is easy to construct an infinite family of distinct solutions.
One may be discouraged by having a “counterexample” in a still fairly simple situation (an Hölder time-independent vector field in one dimension!). However, non-regular transport phenomena do appear in an ubiquitous fashion in physical models: fluid dynamics, conservation laws, kinetic equations... The reader is referred again to [5] and to [2] for a list of references.

The hope is to find some “milder” issues (some “weakened” version of the pointwise uniqueness for (2), i.e., uniqueness of the flow for every point \( x \in \mathbb{R}^d \), or of the regularity of the flow with respect to the initial position), together with some “reasonable” context in which such new question may allow a positive answer. The two elements of the new theory will be the following:

1. The velocity field \( b \) may be non-Lipschitz, but it must have “a first-order derivative” in some suitable weak sense. The “bad” velocity field \( b(x) = \sqrt{|x|} \) is merely \( 1/2 \)-Hölder, hence it possesses only “half a derivative” at the origin.
2. We content ourselves with showing uniqueness of (almost) measure preserving flow solutions of (2). That is, we drop the pointwise framework, and we just consider as “admissible” solutions to (2) those flows \( X(t,x) \) for which, at every time \( t \in [0,T] \), the map \( X(t,\cdot) : \mathbb{R}^d \to \mathbb{R}^d \) does not squeeze or expand sets in a crazy fashion. The non-unique trajectories produced by \( b(x) = \sqrt{|x|} \) do indeed “compress” long segments into one point, the origin of \( \mathbb{R} \). (The non-uniqueness is dynamically due to the stopping of the trajectories at the origin). The reader will notice that the origin is precisely the point at which the regularity of \( b \) is degenerating.

We now specify what we mean with “measure preserving flow solution”:

**Definition 3.1 (Regular Lagrangian flow).** We say that a map \( X : [0,T] \times \mathbb{R}^d \to \mathbb{R}^d \) is a regular Lagrangian flow associated to the vector field \( b \) if

(i) For \( \mathcal{L}^d \)-a.e. \( x \in \mathbb{R}^d \) the map \( t \mapsto X(t,x) \) is a distributional solution to the ordinary differential equation \( \dot{\gamma}(t) = b(t,\gamma(t)) \), with \( \gamma(0) = x \);
(ii) There exists some constant \( M > 0 \) such that the compressibility condition
\[
X(t,\cdot)_{\#}\mathcal{L}^d \leq M\mathcal{L}^d \quad \text{for every} \ t \in [0,T]
\] (5)
holds.

The condition in (5) involves the push-forward of the \( d \)-dimensional Lebesgue measure \( \mathcal{L}^d \) and can be equivalently reformulated as follows: there exists some constant \( M > 0 \) such that for every \( t \in [0,T] \) and every \( \varphi \in C_c(\mathbb{R}^d) \) with \( \varphi \geq 0 \) there holds
\[
\int_{\mathbb{R}^d} \varphi(X(t,x)) \, dx \leq M \int_{\mathbb{R}^d} \varphi(x) \, dx.
\]
This means that we require a priori, i.e., as a sort of “selection condition” for our notion of solution, a quantitative control on how much the flow compresses \( d \)-dimensional sets. For simplicity, in the following presentation, we shall restrict our attention to those regular Lagrangian flow which exactly preserve the Lebesgue measure (in the smooth context, this corresponds to the condition of \( b \) having zero divergence, thanks to Liouville’s Theorem). We can formulate it by saying that “changes of variable along the flow are performed for free”, that is, for every \( \varphi \in C_c(\mathbb{R}^d) \) we can compute
\[
\int_{\mathbb{R}^d} \varphi(X(t,x)) \, dx = \int_{\mathbb{R}^d} \varphi(x) \, dx.
\] (6)
4. A stable formal estimate, and a new integral quantity. In order to make our computations typographically more clear, in the rest of this note we shall only consider time-independent vector fields. The passage to the time-dependent case does not give rise to any complication in the argument.

The natural attempt is to rephrase the strategy of §2 in a way that will be robust when lowering the regularity of the velocity field from Lipschitz to “weakly differentiable”. Denoting by $\nabla$ the gradient with respect to the $x$ variable, we can formally compute as follows:

$$
\frac{d}{dt} \log |\nabla X| \leq \frac{1}{|\nabla X|} \left| \frac{d}{dt} \nabla X \right| = \frac{1}{|\nabla X|} |\nabla (b(X))| = |\nabla b(X)|. 
$$

(7)

Notice that this computation is effective in the case of a smooth velocity field $b$ possessing a smooth flow $X$. Anyhow, in the Lipschitz context, it allows us to recover the estimate for the regularity of the flow with respect to the initial position already established in (4). Indeed, if $b$ satisfies (3), then $|\nabla b| \leq L$, and so by integrating (7) we deduce

$$
\log |\nabla X| \leq Lt + \log |\nabla \text{Id}| = Lt,
$$

from which (4).

We apply a similar strategy in order to show uniqueness. For this we fix a small parameter $\delta > 0$. If $X_1$ and $X_2$ are flows of $b$, then we compute

$$
\frac{d}{dt} \log \left( 1 + \frac{|X_1 - X_2|}{\delta} \right) \leq \frac{\delta}{\delta + |X_1 - X_2|} \frac{|b(X_1) - b(X_2)|}{\delta} \leq L,
$$

where $L$ is the Lipschitz constant of $b$. Hence

$$
\log \left( 1 + \frac{|X_1 - X_2|}{\delta} \right) \leq Lt + \log \left( 1 + \frac{|X_1(0,\cdot) - X_2(0,\cdot)|}{\delta} \right) = Lt,
$$

and finally

$$
\frac{|X_1 - X_2|}{\delta} \leq e^{Lt}.
$$

Since $\delta > 0$ can be chosen arbitrarily small, we deduce that $X_1 = X_2$.

The remarkable advantage of this argument is that it allows an integral version, which can be used for non-Lipschitz vector fields. In the rest of this note, we focus on the uniqueness issue for the regular Lagrangian flow associated to a given velocity field, as defined in Definition 3.1. Given a velocity field $b$, two (possibly distinct) associated regular Lagrangian flows $X_1$ and $X_2$, and a small parameter $\delta > 0$ we consider

$$
\Phi_\delta(t) = \int \log \left( 1 + \frac{|X_1(t,x) - X_2(t,x)|}{\delta} \right) dx.
$$

(8)

Notice that suitable truncations are necessary in order to make this integral convergent, but for the sake of clarity in this exposition we will ignore this technical issue.

This integral functional has been first considered in a joint paper with De Lellis [9], where we were inspired by some similar computations due to Ambrosio, Lecumberry and Maniglia [3]. Although we are now focussing our presentation on the uniqueness issue, we remark that similar integral quantities are useful to prove regularity, compactness and quantitative stability rates for regular Lagrangian flows.
5. A condition for uniqueness. In the unlucky situation of non-uniqueness of the regular Lagrangian flow, that is, when there are two distinct regular Lagrangian flows $X_1$ and $X_2$, we easily discover that there is a set $A \subset \mathbb{R}^d$ of measure at least $\alpha > 0$ such that $|X_1(t, x) - X_2(t, x)| \geq \gamma > 0$ for some $t \in [0, T]$ and for all $x \in A$. Hence we can estimate the integral functional $\Phi_\delta(t)$ from below as follows:

$$\Phi_\delta(t) \geq \int_A \log \left(1 + \frac{\gamma}{\delta}\right) \, dx \geq \alpha \log \left(1 + \frac{\gamma}{\delta}\right).$$

We then discover that a condition guaranteeing uniqueness is:

$$\frac{\Phi_\delta}{\log \left(\frac{1}{\delta}\right)} \to 0 \quad \text{as} \quad \delta \downarrow 0. \quad (9)$$

This means that a good strategy to prove uniqueness is to derive upper bounds for the integral functional $\Phi_\delta(t)$. The natural computation starts with a time differentiation, aimed at making the difference quotients of the velocity field $b$ appear.

We calculate

$$\Phi'_\delta(t) \leq \int \frac{\partial_t |X_1 - X_2|}{\delta + |X_1 - X_2|} \, dx \leq \int \frac{|b(X_1) - b(X_2)|}{\delta + |X_1 - X_2|} \, dx$$

$$\leq \int \min \left\{ \frac{2\|b\|_{L^\infty}}{\delta} ; \frac{|b(X_1) - b(X_2)|}{|X_1 - X_2|} \right\} \, dx. \quad (10)$$

For a Lipschitz velocity field, it is sufficient to estimate

$$\frac{|b(X_1) - b(X_2)|}{|X_1 - X_2|} \leq L$$

in (10) to obtain that $\Phi'_\delta(t)$ (and thus $\Phi_\delta(t)$) is bounded by a constant. We recover again uniqueness in the Lipschitz case.

But a milder condition to obtain boundedness of $\Phi_\delta(t)$ would be the difference-quotients estimate

$$\frac{|b(x) - b(y)|}{|x - y|} \leq \psi(x) + \psi(y) \quad (11)$$

for some function $\psi \in L^1_{\text{loc}}$. Indeed, getting back to (10), we estimate

$$\Phi'_\delta(t) \leq \int (\psi(X_1) + \psi(X_2)) \, dx = 2 \int \psi(x) \, dx,$$

where in the last equality we change variables as in (6), and we conclude again that $\Phi_\delta(t)$ is bounded by a constant. Notice that the first term in the minimum in (10) has been simply neglected. A smarter computation allowing for its use will be explained in §7.

6. Maximal functions, strong and weak estimates, and uniqueness for $W^{1,p}$ velocity fields with $p > 1$. In the paper [9] with De Lellis we realized that condition (11) is satisfied (and so uniqueness holds) in the case of velocity fields with Sobolev $W^{1,p}$ regularity, for any $p > 1$.

Indeed, in such case, the estimate for the difference quotients

$$\frac{|b(x) - b(y)|}{|x - y|} \leq C_{p,d} \left( MDb(x) + MDb(y) \right) \quad (12)$$

holds, where the maximal function of a locally summable function $f$ is defined by

$$Mf(x) = \sup_{r > 0} \frac{1}{\mathcal{L}^d(B(x, r))} \int_{B(x, r)} |f(y)| \, dy. \quad (13)$$
It is classical (see for instance [11]) that the maximal function enjoys the strong estimate
\[ \|Mf\|_{L^p} \leq C_{d,p} \|f\|_{L^p} \] (14)
for any \(1 < p \leq \infty\), but unfortunately this fails for \(p = 1\). In that case, only the weak estimate
\[ \mathcal{L}^d \left( \left\{ x : |Mf(x)| > \lambda \right\} \right) \leq \frac{C_{d,1} \|f\|_{L^1}}{\lambda} \] for any \(\lambda > 0\) (15)
is available.

We see from (12) that (11) holds if we take
\[ \psi = MDb, \] (16)
and using the strong estimate (14) we deduce from the assumption \(Db \in L^p\) that \(\psi \in L^p\), and uniqueness follows. The failure of the strong estimate (14) for \(p = 1\) is precisely the reason why the uniqueness theorem in [9] was limited to the case \(p > 1\). The cases of \(W^{1,1}\) or even of \(BV\) velocity fields were missing.

7. Uniqueness for \(W^{1,1}\) velocity fields. Together with Bouchut, we discovered in [7] how to extend this argument to the case of \(W^{1,1}\) velocity fields. The proof uses some more elaborate tools from harmonic analysis (as a general reference the interested reader can consult [11]).

Introducing the quantity
\[ |||f|||_{M^1} = \sup \left\{ \lambda \mathcal{L}^d \left( \{|f| > \lambda\} \right) : \lambda > 0 \right\}, \] (17)
we see that (15) can be rewritten as
\[ |||Mf|||_{M^1} \leq C_{d,1} \|f\|_{L^1}. \] (18)
The space \(M^1\) consisting of all functions for which the quantity in (17) is finite is called weak Lebesgue space (or alternatively Lorentz space or Marcinkiewicz space). It is endowed with the natural pseudo-norm \(|||f|||_{M^1}\)\), which is however not a norm, lacking the subadditivity property. Notice that \(M^1\) is strictly bigger than \(L^1\).

Going back to (16), and observing that we are now concerned with the case when \(Db \in L^1\), we discover that condition (11) now is satisfied for some \(\psi \in M^1\). In general \(\psi\) does not belong to \(L^1_{\text{loc}}\): we need some additional considerations in order to conclude uniqueness.

Let us go back to (10). Using (11) and changing variable using (6) we obtain
\[ \Phi'_\delta(t) \leq \int_{\mathbb{R}^d} \min \left\{ \frac{2 \|b\|_{L^\infty}}{\delta} ; \ 2\psi \right\} \, dx. \] (19)
None of the two terms inside the minimum suffices by itself to deduce (9). The first term is \(L^\infty\), but with a norm which blows up as \(\delta \downarrow 0\), while the second term is merely \(M^1\). However, an interpolation inequality between \(M^1\) and \(L^\infty\) is at our disposal (see [7] for a proof):
\[ \|f\|_{L^1} \leq |||f|||_{M^1} \left[ 1 + \log \left( \frac{C \|f\|_{L^\infty}}{|||f|||_{M^1}} \right) \right]. \]

We apply this interpolation inequality to
\[ f = \min \left\{ \frac{2 \|b\|_{L^\infty}}{\delta} ; \ 2\psi \right\}, \]
and we observe that
\[ \|f\|_{L^\infty} = \frac{2\|b\|_{L^\infty}}{\delta} \leq \frac{C}{\delta} \]
and
\[ |||f|||_{M^1} = 2|||\psi|||_{M^1} = 2|||MDb|||_{M^1} \leq C\|Db\|_{L^1}, \]
by (18). We go back to (19) and employing these estimates we deduce
\[ \Phi'_\delta(t) \leq C\|Db\|_{L^1} \left[ 1 + \log \left( \frac{C\|Db\|_{L^1}}{\delta} \right) \right]. \tag{20} \]

Remember our criterion for uniqueness (9): the bound (20) is exactly the critical growth of the functional \( \Phi_\delta(t) \) which is relevant for the uniqueness! In fact, the ratio that criterion (9) requires to be infinitesimal for \( \delta \downarrow 0 \), is now merely bounded.

Still, we cannot conclude uniqueness with this information only.

It is at this point that we exploit the information that \( Db \) is an \( L^1 \) function, and not just a Radon measure. (Notice that all arguments carried out until now would work verbatim if we substitute \( \|\cdot\|_{L^1} \) with the total variation norm \( \|\cdot\|_{M^1} \), i.e., for \( b \) being a \( BV \) velocity field). Up to a remainder in \( L^2 \), we can assume that \( Db \) not only belongs to \( L^1 \), but also that it is small in \( L^1 \). (The existence of such a decomposition is due to the equi-integrability of \( L^1 \) functions). This smallness allows to fulfill the criterion (9), while the residual part of the functional originated by the \( L^2 \) remainder can be treated with the arguments of §6. This allows to conclude uniqueness for \( W^{1,1} \) velocity fields, but it is still far from giving any result for \( BV \) velocity fields: a measure does not allow a decomposition in a small \( L^1 \) part plus an \( L^2 \) remainder!

8. **Vector fields whose derivative is a singular integral of an \( L^1 \) function.**

The strategy described in the previous section extends in a (technical but) natural way to the case in which the derivatives of the velocity field \( b \) can be expressed as
\[ \partial_j b^i = \sum_k S_{ijk} g_{ijk}, \]
where \( g_{ijk} \in L^1(\mathbb{R}^d) \) and every \( S_{ijk} \) is a singular integral operator. In more details, we assume that any of these operators can be expressed as a convolution
\[ S_{ijk} g_{ijk} = K_{ijk} * g_{ijk}, \]
where the singular kernel \( K_{ijk} \) is smooth away of the origin of \( \mathbb{R}^d \), is homogeneous of degree \(-d\) and satisfies the usual cancellation property.

Observe that this class of vector fields includes \( W^{1,1} \). However, it does neither include \( BV \), nor it is included in \( BV \). The relevance of this class of vector fields is due to their appearance in some physical problems: for instance, in two dimensional incompressible fluid dynamics, this is the regularity enjoyed by fluid velocities with \( L^1 \) vorticity.

It is well known (see again [11]) that singular integrals enjoy the same estimates as maximal functions: namely, strong estimates for \( 1 < p < \infty \)
\[ \|Sf\|_{L^p} \leq C_{d,p} \|f\|_{L^p} \]
(the case \( p = \infty \) has now to be excluded), and the weak estimates for the case \( p = 1 \)
\[ |||Sf|||_{M^1} \leq C_{d,1} \|f\|_{L^1}. \]
Also in this case, no strong estimate for \( p = 1 \) is available.

One basic consequence of the cancellation property assumed for the singular kernels under consideration is the weak estimate for the composition of two singular
integral operators. Namely, if we consider a composition \( S = S_2 \circ S_1 \), the associated singular kernel is given by the convolution \( K = K_2 \ast K_1 \), and it is again a singular kernel. Thus we still have

\[
\|Sf\|_{M^1} = \|S_2 \circ S_1 f\|_{M^1} \leq C\|f\|_{L^1}.
\]

(21)

Note carefully that estimate (21) cannot be obtained by composing the two analogue estimates (from \( L^1 \) to \( M^1 \)) which hold for the two singular integral operators \( S_1 \) and \( S_2 \) separately. At a formal level, (21) requires cancellations in the convolutions.

9. Back to the proof of the uniqueness. We describe now how to modify the strategy described in §7 in order to prove uniqueness of the regular Lagrangian flow associated to vector fields with the regularity described in §8. This result is contained in [7].

Going back to (16), we realise that in the present context we have

\[
\psi = M\Sigma g,
\]

for \( g \in L^1 \). We thus need a bound of the type

\[
\|\psi\|_{M^1} \leq C\|g\|_{L^1},
\]

(22)

in order to conclude the proof along the lines of §7. In general, however, estimate (22) does not hold if the classical maximal function (13) is considered. Inspired by the cancellation phenomenon which allows (21), we can prove that (22) holds if we consider instead a smooth version of the maximal function, defined as

\[
M_\rho f(x) = \sup_{r > 0} \left| \int_{\mathbb{R}^d} \rho_r(x-y)f(y) \, dy \right|,
\]

where \( \rho \) is a given smooth convolution kernel. This smooth version of the maximal function is well known in the context of Hardy spaces, under the name of grand maximal function. It is possible to prove that

\[
\|\psi\|_{M^1} = \|M_\rho \Sigma g\|_{M^1} \leq C\|g\|_{L^1},
\]

and this estimate is sufficient to conclude using the strategy in §7, yielding uniqueness of the regular Lagrangian flow for the class of vector fields considered in §8.
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ABSTRACT. This note describes a general class of regularizations for the compressible Euler equations. A unique regularization is identified that is compatible with all the generalized entropies à la [8] and satisfies the minimum entropy principle. All the results announced herein will be reported in detail in [5].

1. Introduction. A new numerical method for approximating nonlinear conservation laws using an artificial viscosity based on entropy production has been described in [4, 6, 16]. This so-called entropy viscosity method uses finite elements, either continuous or discontinuous, and consists of augmenting the numerical discretization at hand with a parabolic regularization where the nonlinear viscosity is based on the local size of a discrete entropy production. The idea of using the entropy to design numerical methods for nonlinear conservation equations is not new. For instance it is shown in [11] that the entropy production can be used as an a posteriori error indicator and therefore is useful for adaptive strategies. The main originality of the entropy viscosity method is that one directly uses the entropy production to construct an artificial viscosity. This strategy makes an automatic distinction between shocks and contact discontinuities. This method is simple to program and does not use any flux or slope limiters. The method can be reasonably justified for scalar conservation equations. For instance it is now well established that the solution of the parabolic regularization of a scalar conservation equation converges to the entropy solution as the regularization parameter goes to zero. This fundamental fact is the key justification for constructing approximation techniques based on artificial viscosity. Stability results have been established in [10] and [1] for fully discrete versions of the entropy viscosity method for scalar conservation equations using simple entropies. The extension of this strategy to hyperbolic systems is not so clear, since the question of how parabolic regularizations should be constructed for hyperbolic systems is still an open problem. In particular, our experience is that the Navier-Stokes system is not a robust regularization of the Euler system.
one key reason being that there is no mechanism therein to help the density to stay positive, another one being that the Navier-Stokes regularization is known to violate the minimum entropy principle if the thermal diffusivity is zero.

The objective of this note is to investigate a nonstandard family of regularization of the Euler system that can serve as a reasonable starting point for an entropy viscosity technique. We identify a single family that preserves positivity of the density, satisfies a minimum entropy principle (see [14]), and is compatible with the largest class of generalized entropies inequalities of [8].

2. Statement of the problem. Consider the compressible Euler equations in conservative form in \( \mathbb{R}^d \),

\[
\partial_t U + \nabla F(U) = 0, \quad U(x, 0) = (\rho_0(x), m_0(x), E(x))^T,
\]

where \( U = (\rho, m, E)^T, F(U) = (m, u \otimes m + p\delta, u(E + p))^T \). The dependent variables are the density, \( \rho \), the momentum, \( m \) and the total energy, \( E \). We adopt the usual convention that for any vectors \( a, b \), with entries \( \{ a_i \}_{i=1}^{d} \), \( \{ b_i \}_{i=1}^{d} \), the following holds: \( (a \otimes b)_{ij} = a_i b_j \) and \( \nabla a = \partial_x a, (\nabla a)_{ij} = \partial_x a_j \). Moreover, for any order 2 tensors \( g, \delta \), with entries \( \{ g_{ij} \}_{i,j=1}^{d}, \{ \delta_{ij} \}_{i,j=1}^{d} \), we define \( (\nabla \cdot g)_{ij} = \partial_x g_{ij}, a \cdot \nabla = a_i \partial_x, (g \cdot a)_{ij} = g_{ij} a_j, \delta : \delta = g_{ij} \delta_{ij} \) where repeated indices are summed from 1 to \( d \).

The equation of state is assumed to derive from a specific entropy, \( s(\rho, e) \), through the thermodynamics identity: \( T \, ds := d e + p \, d\tau \), where \( \tau := \rho^{-1}, e := \rho^{-1} E - \frac{1}{2} u^2 \) is the specific internal energy, \( u := \rho^{-1} m \) is the velocity of the fluid particles. For instance it is usual to take \( s = \log(\frac{e}{\gamma - 1} \rho^{-1}) \) for a polytropic ideal gas. Using the notation \( s_e := \frac{\partial s}{\partial e} \) and \( s_p := \frac{\partial s}{\partial p} \), this definition implies that \( s_e := T^{-1} \), \( s_p := -p T^{-1} \rho^{-2} \). The equation of state takes the form \( p := -\rho^2 s_p s_e^{-1}. \) The key structural assumption is that \( -s \) is strictly convex with respect to \( \tau := \rho^{-1} \) and \( e \). Upon introducing \( s(\tau, e) := s(\rho, e) \), the convexity hypothesis is equivalent to assuming that \( \sigma_{\tau \tau} \leq 0, \sigma_{\tau e} \leq 0, \) and \( \sigma_{\tau \tau} \sigma_{ee} - \sigma_{\tau e}^2 \leq 0. \) This in turn implies that \( \partial_p (\rho^2 s_p) < 0, s_{ee} < 0, 0 < \partial_p (\rho^2 s_p) s_{ee} - \rho^{-2} s_{pe}^2 \), or equivalently that the following matrix

\[
\Sigma := \begin{pmatrix} \rho^{-1} \partial_p (\rho^2 s_p) & \rho s_p \rho_{pe} \\ \rho s_p & \rho_{ee} \end{pmatrix},
\]

is negative definite. In the rest of the note we assume that the entropy is strictly convex and the temperature is positive, i.e., \( 0 < s_e \).

A physical way to regularize the Euler system (1) consists of considering this system as the limit of the Navier-Stokes equations. We claim that the Navier-Stokes regularization is not appropriate for numerical purposes. The first problem that we identify is that the minimum entropy principle cannot be satisfied for general initial data if the thermal dissipation is not zero. More precisely, assuming that the thermal diffusivity is nonzero, for any \( r \in \mathbb{R} \), there exist initial data so that the set \( \{ s \geq r \} \) is not positively invariant, where \( s \) is the specific entropy, see e.g., [12, Thm 8.2.3]. Another argument often invoked against the presence of thermal dissipation is that it is incompatible with symmetrization of the Navier-Stokes system when using the generalized entropies of [7] for polytropic ideal gases. The function \( \rho f(s) \) is said to be a generalized entropy if \( f'(\gamma - 1) \gamma^{-1} - f'' > 0 \), \( f' > 0 \) and \( f \in \mathcal{C}^2(\mathbb{R} ; \mathbb{R}) \). It is proved in [9] that the only generalized entropy that symmetrizes the Navier-Stokes system is the trivial one \( \rho s \) when the thermal diffusivity is nonzero, see also [15, (2.11) and Remark 2, page 460]. Although symmetrization of the viscous fluxes is not necessary
to establish entropy dissipation (see e.g., [13, §1.1]), it is nevertheless true that the Navier-Stokes system violates generalized entropy inequalities if \( f''(s) \neq 0 \).

The objective of this note is to introduce a regularization of (1) that is compatible with thermodynamics and can be used for numerical approximations.

3. General regularization. We investigate in this section the properties of following general regularization for the Euler system:

\[
\partial_t U + \nabla \cdot F(U) = \nabla \cdot T, \quad U(x, 0) = (\rho_0(x), m_0(x), E(x))^T,
\]

where \( T = (f, g, h + g \cdot u)^T \) and the fluxes \( f, g, \) and \( h \) are as general as possible. A regularization theory for general nonlinear hyperbolic system has been developed in [13] and [12, Chap 6]. Our objective in this note is more restrictive. We want to construct the fluxes \( f, g, \) and \( h \) so that (3) gives a positive density, gives a minimum principle on the specific entropy, and is compatible with a large class of entropies. It is assumed in the rest of the note that (3) has a smooth solution.

3.1. Positivity of the density. Modulo mild regularity assumptions on the velocity, the theory of second-order elliptic equations implies that \( f = a(\rho, e)\nabla \rho \) is appropriate to guarantee the positivity of the density, where \( a(\rho, e) \) is a smooth positive function. The following is established in [5]

**Lemma 3.1** (Positive Density Principle). Let \( f = a(\rho, e)\nabla \rho \) in (3), with \( a \in L^\infty(\mathbb{R}^2; \mathbb{R}) \) and \( \inf_{(\xi, \eta) \in \mathbb{R}^2} a(\xi, \eta) > 0 \). Assume that \( u \) and \( \nabla \cdot u \in L^\infty(\mathbb{R}^d \times \mathbb{R}^+; \mathbb{R}) \). Assume also that there are constant states at infinity \( \rho^\infty, u^\infty \), so that the supports of \( \rho(\cdot, \cdot) - \rho^\infty \) and \( u(\cdot, \cdot) - u^\infty \) are compact in \( \mathbb{R}^d \times (0, t) \), for any \( t > 0 \). Assume finally that \( \rho_0 - \rho^\infty \in L^2(\mathbb{R}^d; \mathbb{R}) \). Then the solution of (3) is such that

\[
\inf_{x \in \mathbb{R}^d} \rho(x, t) \geq 0, \quad \forall t \geq 0.
\]

3.2. Minimum entropy principle. Since physically admissible weak solutions of the Euler equations satisfy the following inequality \( \partial_t s + u \cdot \nabla s \geq 0 \), they also satisfy a minimum entropy principle, i.e., the set \( \{ s \geq s_0 \} \), where \( s_0 \) is the infimum of the specific entropy of the initial data, is positively invariant. The importance of the minimum entropy principle has been established by [14].

Requesting that the triple \( f, \ h \) and \( \mathcal{G} \) be such that the solution of (3) satisfies a minimum entropy principle narrows down the choices that can be made for the viscous fluxes. It is shown in [5] that the following structure is sufficient for this purpose:

\[
f = a(\rho, e)\nabla \rho, \quad a(\rho, e) \geq 0, \quad \mathcal{G}(\nabla^2 u) = \nabla \cdot u, \quad \mathcal{G}(\nabla^2 u) \cdot \nabla u \geq 0,
\]

\[
h = l - \frac{1}{2} u^2 f, \quad l = (a-d)(\rho^{-1} + e)\nabla \rho + d\nabla(\rho e) \quad d(\rho, e) \geq 0.
\]

**Theorem 3.2** (Minimum Entropy Principle). Assume that \( \rho_0 \) and \( e_0 \) are constant outside some compact set. Assume also that (5)-(6)-(7) hold. Assume that the solution to (3) is smooth, then the minimum entropy principle holds,

\[
\inf_{x \in \mathbb{R}^d} s(x, t) \geq \inf_{x \in \mathbb{R}^d} s_0(x), \quad \forall t \geq 0.
\]
3.3. Generalized entropies. We investigate in this section whether the regularization of the Euler equations (3) is compatible with some or all generalized entropy inequalities identified in [8]. A function $\rho f(s)$ is called a generalized entropy if $f$ is twice differentiable and

$$f'(s) > 0, \quad f'(s)c_p^{-1} - f''(s) > 0, \quad \forall (\rho, e) \in \mathbb{R}_+^2,$$  

(8)

where $c_p(\rho, e) = T \partial_T s(\rho, T)$ is the specific heat at constant pressure. It is shown in [8] that $-\rho f(s)$ is strictly convex with respect to $\rho^{-1}$ and $e$ if and only if (8) holds, i.e., (8) characterizes the maximal set of admissible entropies for the compressible Euler equations that are of the form $\rho f(s)$. The following result is proved in [5]:

**Theorem 3.3** (Entropy Inequalities). Assume that (6)-(5)-(7) hold. Any weak solution to the regularized system (3) satisfies the entropy inequality

$$\partial_t (\rho f(s)) + \nabla \cdot (\rho u f(s) - \rho \nabla f(s) - a f(s) \nabla \rho) \geq 0,$$  

(9)

for all generalized entropies $\rho f(s)$ if and only if $a = d$.

**Corollary 1.** Any weak solution to the regularized system (3) satisfies the entropy inequality (9) for the physical entropy $\rho s$ (i.e., $f(s) = s$) if $2\Gamma - 2\Delta^2 < 1 - \frac{a}{d} < 2\Gamma + 2\Delta^2$ where $\Gamma = \det(\Sigma)\rho^2 e^{-2}p_e^{-2}$ and $\Delta = \Gamma(1 + \Gamma)$.

In the case of a polytropic ideal gases, i.e., $s = \log(e^{\frac{1}{\gamma-1}} \rho^{-1})$ with $\gamma > 1$, we have $c_p = \gamma(\gamma - 1)^{-1}$, $\det(\Sigma) = (\gamma - 1)^{-1}e^{-2}$, $f = a\nabla \rho$, and $l = \gamma d e^{\frac{1}{\gamma-1}}(1 + \frac{1}{\gamma})\nabla \rho + a \nabla e$. The range for the ratio $ad^{-1}$ for Corollary 1 to hold is

$$\frac{2}{\gamma - 1}(1 - \sqrt{\gamma}) < 1 - \frac{a}{d} < \frac{2}{\gamma - 1}(1 + \sqrt{\gamma}).$$  

(10)

In particular the choice $1 - \frac{a}{d} = \frac{1}{2}$ is clearly in the admissible range. For this choice $l = d \nabla e$ and $f = d^{\frac{1}{\gamma-1}}\nabla \rho$, i.e., $l$ does not involve any mass dissipation.

4. Conclusions. We show in this section that the regularization proposed above reconciles the Navier-Stokes and the parabolic regularization points of view.

4.1. Parabolic regularization. One natural question that comes to mind is how different is the general regularization (3) from the simple parabolic regularization:

$$\partial_t U + \nabla \cdot F(U) = \epsilon \Delta U, \quad U(x, 0) = U_0(x),$$  

(11)

where $U = (\rho, m, E)^T$, $F(U) = (m, \rho \nabla m + \rho \nabla \rho E + p \nabla \rho (E + p))^T$. The answer is given by the following, somewhat a priori frustrating result:

**Proposition 1** (Parabolic regularization). The parabolic regularization (11) is identical to (3) with (6)-(7) where $a = d = \epsilon$, $G = \epsilon \rho \nabla u$.

Even when $a = d$, one important interest of the class of regularization (3), when compared to the monolithic parabolic regularization (11), is that it decouples the regularization on the velocity from that on the density and internal energy. In particular the regularization on the velocity can be made rotation invariant by making the tensor $G$ a function of the symmetric gradient $\nabla^s u$. This decoupling was not a priori evident when looking at (11).
4.2. Connection with phenomenological models. Using the assumptions (6)–(7) in the balance equation (3) we obtain the following system:

\[ \begin{align*}
\partial_t \rho + \nabla \cdot (m - \rho \mathbf{f}) &= 0, \\
\partial_t m + \nabla \cdot (m \otimes \mathbf{u}) + \nabla p - \nabla \cdot (G(\nabla^s \mathbf{u}) + f \otimes \mathbf{u}) &= 0, \\
\partial_t E + \nabla \cdot ((m(E + p) - l + \frac{1}{2} u^2 f + G(\nabla^s \mathbf{u}) \cdot \mathbf{u}) &= 0.
\end{align*} \]

When looking at (12)–(14) it is not immediately clear how this system can be reconciled either with the Navier-Stokes regularization or with any phenomenological modeling of dissipation. It is remarkable that this exercise can actually been done by introducing the quantity \( u_m = u - \rho^{-1} f \). The above conservation equations then become

\[ \begin{align*}
\partial_t \rho + \nabla \cdot (u_m \rho) &= 0, \\
\partial_t m + \nabla \cdot (u_m \otimes m) + \nabla p - \nabla \cdot (G(\nabla^s \mathbf{u})) &= 0, \\
\partial_t E + \nabla \cdot (u_m E) - \nabla \cdot (l - e f) + \nabla \cdot ((p I - G(\nabla^s \mathbf{u}) \cdot \mathbf{u}) &= 0.
\end{align*} \]

This system resembles the Navier-Stokes regularization with two velocities. If one sets \( a = d \), the term \( l - e f \) becomes \( d \rho \nabla e \), which upon assuming \( d = c_v d T \), reduces to \( d(\rho, e) c_v \nabla T \), i.e., one obtains Fourier’s law: \( l - e f = d(\rho, e) c_v \nabla T \).

The system (15)–(17) resembles, at least formally, a model of fluid dynamics of [2] (see e.g., equations (1) to (5) in [2]). The author has derived the above system of conservation equations (up to some non-essential disagreement on the term \( l - e f \)) by invoking phenomenological considerations. The mathematical properties of this system have been investigated by [3]. Brenner has been defending for years the idea that it makes phenomenological sense to distinguish the so-called mass velocity, \( u_m \), from the so-called volume velocity, \( u \). This idea seems to be supported by our mathematical derivation which did not invoke any had oc phenomenological assumption. Recall that our primal motivation in this project is to find a regularization of the compressible Euler equations that can serve as a good numerical device, and by being good we mean that the model must give positive density, positive internal energy, a minimum entropy principle and be compatible with a large class of entropy inequalities.

4.3. Concluding remarks. Let us finally rephrase our findings. In its most general form, the regularized system (15)–(17) can be re-written as follows:

\[ \begin{align*}
\partial_t \rho + \nabla \cdot (u_m \rho) &= 0, \\
\partial_t m + \nabla \cdot (u_m \otimes m) + \nabla p - \nabla \cdot (G(\nabla^s \mathbf{u})) &= 0, \\
\partial_t E + \nabla \cdot (u_m E) - \nabla \cdot (p I - G(\nabla^s \mathbf{u}) \cdot \mathbf{u}) &= 0, \\
u_m &= u - a(\rho, e) \nabla \log \rho, \\
q &= (a - d) \rho \nabla \log \rho + d \rho \nabla e, \quad a(\rho, e) \geq 0, \ d(\rho, e) \geq 0.
\end{align*} \]

It is established in Lemma 3.1 that the definition of \( f = a(\rho, e) \nabla \rho \) is compatible with the positive density principle. The particular form of \( q \) in (22) results from the definition of \( l \), see (7), which is required for the minimum entropy principle to hold, as established in Theorem 3.2. It is finally proved in Theorem 3.3 that the most robust regularization, i.e., that which is compatible with all the generalized entropy à la [8], corresponds to the choice \( a = d \). A relaxation of the constraint \( a = d \) is described in Corollary 1. As observed in §4.1, the parabolic regularization
can be put into the form (18)–(22) with the particular choice $G = a \nabla u$, which is not rotation invariant and uses the same viscosity coefficient for all fields.
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Abstract. We present the existence and dynamic instability of stationary radial solutions to the attractive Vlasov–Poisson–Boltzmann system. We show that all stationary radial solutions are local Maxwellians and for the instability of the stationary radial solution, we explicitly construct a one-parameter family of perturbed solutions via the Galilean boost method. Initially, these perturbed solutions can be close to the given stationary radial solution as much as possible in any $L^p$-norm, $p \in (\frac{n}{2}, \infty]$, $n > 2$ where $n$ is the spatial dimension. The perturbed solutions have the same local mass density profile as a stationary radial solution but a different bulk velocity profile. At the macroscopic level, these perturbations correspond to traveling waves.

1. Introduction. The purpose of this paper is to construct a radial stationary solution $f = f(x, v)$ to the attractive Vlasov–Poisson–Boltzmann system in the absence of external force and background density and to study its dynamic instability in terms of $L^p$-topology. Consider an ensemble of particles interacting through a self-consistent Newtonian attractive force and undergoing collisions between particles. In this situation, the kinetic description for the thermodynamic states of the ensemble is effectively described by the one-particle distribution function $f = f(x, v, t)$ at a phase position $(x, v) \in \mathbb{R}^n \times \mathbb{R}^n$ at time $t \in \mathbb{R}_+$. The dynamics of the distribution
function $f$ is governed by the self-consistent Vlasov–Poisson–Boltzmann (V-P-B) system:

$$
\partial_t f + v \cdot \nabla_x f - \nabla_x \varphi \cdot \nabla_v f = Q(f, f), \quad x, v \in \mathbb{R}^n, \ t > 0,
$$

$$
\Delta \varphi = \rho, \quad \rho = \int_{\mathbb{R}^n} f \, dv,
$$

where $\varphi$ is the self-consistent force potential, and $Q(f, f)$ is the collision operator registering binary collisions between particles. Its explicit form reads as

$$
Q(f, f)(x, v, t) \equiv \frac{1}{Kn} \int_{\mathbb{R}_x \times S_n^{n-1}} B(|v - v_*|, \theta)(f(v') f(v'_*) - f(v) f(v_*)) dv_* d\omega. \quad (2)
$$

Here $v'$ and $v'_*$ denote post-collided velocities resulting from the pre-collided velocities $v, v_*$:

$$
v' = v - [(v - v_*) \cdot \omega] \omega, \quad v'_* = v_* + [(v - v_*) \cdot \omega] \omega, \quad \omega \in S_+^{n-2}. \quad (3)
$$

Moreover, we used the simplified notation:

$$
f(v) \equiv f(x, v, t), \quad f(v_*) \equiv f(x, v_*, t), \quad f(v') \equiv f(x, v', t)
$$

and $f(v'_*) \equiv f(x, v'_*, t)$.

In the formal infinite Knudsen limit ($Kn \to \infty$), system (1) becomes the collisionless Vlasov–Poisson (V-P) system with attractive force:

$$
\partial_t f + v \cdot \nabla_x f - \nabla_x \varphi \cdot \nabla_v f = 0, \quad x, v \in \mathbb{R}^n, \ t > 0,
$$

$$
\Delta \varphi = \rho, \quad \rho = \int_{\mathbb{R}^n} f \, dv. \quad (4)
$$

The existence theory for (1) has been studied in two distinct regimes: near Maxwellian and near vacuum. In [7, 14, 15, 22, 23], the global existence and time-asymptotic behavior of solutions have been studied in the near-Maxwellian regime. In contrast, there have been few near-vacuum results [16] available for the soft and Maxwellian potentials in the framework of Bardos and Degond [2]. For other related works for the V-P-B system, we refer to [4, 8, 21, 24, 25].

In this paper, we are interested in whether the solution to the V-P-B system is $L^p(\mathbb{R}^{2n})$-stable or not, in particular for three dimensions $n = 3$ and $p > 3/2$. When the electric field $E = -\nabla_x \varphi$ is turned off, the V-P-B system becomes the Boltzmann equation. In this case, it is well-known [1, 17, 18] that the Boltzmann equation near vacuum is uniformly $L^1$-stable in the sense that

$$
\sup_{t \geq 0} \|f(t) - g(t)\|_{L^1(\mathbb{R}^n)} \leq G \|f^{in} - g^{in}\|_{L^1(\mathbb{R}^n)},
$$

where $f$ and $g$ are continuous mild solutions to the Boltzmann equation corresponding to small initial data $f^{in}$ and $g^{in}$ respectively, and $G(\geq 1)$ is a generic positive constant independent of $t$. In contrast, when the electric field is turned on, there is no such $L^p(\mathbb{R}^n)$-stability result yet even for an interesting spatial dimension $n = 3$. Recently the authors [6] showed that nonlinear Vlasov equations with attractive forces such as the attractive V-P system are $L^p(\mathbb{R}^n)$-unstable by constructing nonlinear perturbations of a stationary solution. Of course, aforementioned instability result does not exclude the possibility of uniform $L^p(\mathbb{R}^n)$-stability for small solutions. In the absence of collisions, the V-P system is uniformly $L^1(\mathbb{R}^{2n})$-stable for small and decaying solutions in high dimensions $n \geq 4$ [3] (see the corresponding result for the Vlasov-Yukawa system [5, 19]). Hence the stability issue of the V-P-B system is an open problem.
system might be very sensitive to the size of solutions and dimensions of the spatial domain.

We next briefly delineate our strategy and results for the instability of system (1). Our scenario is to show that the regular stationary radial solutions are $L^p$-unstable for some $p \in \left(\frac{n}{2}, \infty\right]$. To launch our scenario, we first need to have stationary radial solutions. This is why we restrict our force to be attractive. It turns out that stationary radial solutions are local Maxwellian type and the logarithm of the corresponding local mass density satisfies a nonlinear second-order ordinary differential equation (ODE). We then derive an explicit asymptotic estimate by using a phase-portrait method. The detailed asymptotic behavior of entire stationary radial solution $f_0 = f_0(|x|, |v|)$ implies that

$$f_0 \in L^p(\mathbb{R}^{2n}), \quad p \in \left(\frac{n}{2}, \infty\right].$$

For the instability estimate of the stationary radial solutions, we use the method of Galilean boost introduced in [6]. Due to the Galilean boost invariance of the V-P-B system, the Galilean boost of the given stationary radial solution plays the role of unstable perturbed solution. Hence we can conclude that the V-P-B system (1) is $L^p(\mathbb{R}^{2n})$-unstable, $p > n/2$ for general initial data. More precisely, we state our main result in the following theorem.

**Theorem 1.1.** Let $f_0 = f_0(x,v)$ be an entire stationary radial solution to (1). Then, for any $\varepsilon > 0$, there exists a perturbation $f^n$ of $f_0$ and $T > 0$ such that, for any solution $f = f(t)$ with initial datum $f^n$, we have

$$||f^n - f_0||_{L^p} < \varepsilon \quad \text{and} \quad ||f(t) - f_0||_{L^p} \geq ||f_0||_{L^p}, \quad t \geq T = T(\varepsilon), \quad p \in \left(\frac{n}{2}, \infty\right].$$

**Remark 1.** 1. For the existence of stationary radial solution, the sign of the force (attractive force) is crucial, because for the repulsive case, the stationary radial solutions do not exist unless there are external confining forces. Therefore the method of Galilean boost cannot be used in this case. It is still an interesting open problem whether the V-P-B system with attractive forces is $L^p$-stable or not for small solutions.

2. Similar instability result was also true for the V-P system with attractive force (see [6]). In this case the instability result is valid for $p \in [1, \infty]$. The dynamic instabilities of the V-P-B and V-P systems are essentially due to the nonlinear interactions between particles and field. For the Boltzmann equation with a linear external force, the uniform $L^p$-stability is valid as the Boltzmann equation (see [11, 12]).

The rest of the paper is divided into five sections. In Section 2, we study the structure of stationary radial solutions to the V-P-B system and derive an elliptic equation related to the stationary radial solution. In Section 3, we derive the asymptotic rate of solution to the elliptic equation. Additionally, we obtain the $L^p(\mathbb{R}^{2n})$-regularity of the stationary radial solution to the V-P-B system by this asymptotic rate. In Section 4, we construct a one-parameter family of stationary radial solutions via the method of Galilean boost, and prove that the stationary radial solution is dynamically $L^p$-unstable by the one-parameter family. Finally Section 5 is devoted to the summary of main results. In Appendix A, we present the long straightforward proof of Proposition 2.
Nota. Throughout this paper, we will use simplified notation as follows:

\[ ||f||_{L^p} := \left( \int_{\mathbb{R}^3} \int_{\mathbb{R}^n} |f(x, v)|^p dv dx \right)^{1/p}, \quad 1 \leq p < \infty, \]

\[ E[f](x, t) := -\nabla_x \phi(x, t) = -\nabla_x \left( \frac{1}{|x|^{n-2}} * x \rho(x, t) \right), \quad n > 2, \]

where a measurable function \( f = f(x, v, t) \) with \( \rho(x, t) = \int_{\mathbb{R}^n} f(x, v) dv \).

2. Preliminaries. In this section, we briefly review the previous results on the existence and stability of the V-P-B system, and present the structural results on stationary radial solutions to the V-P-B system (1).

2.1. Brief review of previous results. For the existence of stationary solutions to the V-P-B system, several authors \([9, 10]\) have been interested in the relationship between the external force or background density \( \rho_0 \) and the stationary solution \( f(x, v) \). In particular, Duan, Yang, and Zhu \([10]\) verified that there are stationary solutions to the V-P-B system, when the background density \( \rho_0 \) tends to a positive constant as \( |x| \to \infty \), i.e.,

\[ |\rho_0 - 1| \leq C (\ln(e + |x|))^{-\alpha}, \]

where \( C \) and \( \alpha \) are some positive constants. Then, the V-P-B system has the stationary solution

\[ f(x, v) = \frac{1}{(2\pi)^{3/2}} \exp \left( \phi(x) - \frac{|v|^2}{2} \right) \]

with

\[ -\Delta \phi + \exp(\phi) = \rho_0. \]

In \([9]\), Duan and Yang also obtained stationary solutions to the V-P-B system, when the background density is a small perturbation of a positive constant in the following sense:

\[ ||\bar{\rho} - 1||_{W^{m, \infty}} = \sup_{x \in \mathbb{R}^3} (1 + |x|)^k \sum_{|\alpha| \leq m} |\partial^{\alpha}_x (\bar{\rho} - 1)|, \]

where \( k, m \geq 0 \) are integers.

For the stability of the stationary solution to the V-P-B system, previous authors \([9, 23]\) have considered the convergence of a perturbed near-Maxwellian solution to the global Maxwellian or stability in some functional sense. Yang, Yu, and Zhao \([23]\) proved that for a smooth near-Maxwellian perturbation, there is a unique global classical solution to the V-P-B system with a background charge density, when either the mean free path is small or the background charge density is large. Furthermore, this solution converges to the global Maxwellian, as time goes to infinity in the following sense:

\[ \lim_{t \to \infty} \sup_{x \in \mathbb{R}^3} \sum_{|\alpha| \leq N-4} \int_{\mathbb{R}^3} \frac{|\partial^{\alpha}_x (f(t, x, \xi) - \overline{M}(\xi))|^2}{\overline{M}(\xi)} d\xi = 0, \]

where \( \overline{M} \) and \( M_\ast \) are suitably chosen Maxwellians. Duan and Yang \([9]\) assume that \( ||\bar{\rho} - 1||_{W^{N+1, \infty}} \) and \( ||u_0|| \) are small enough, where

\[ f_0(x, \xi) = e^\phi M + \sqrt{M} u_0(x, \xi) \geq 0. \]
For any $v \in \mathbb{R}^n$, the nonlinear stability of solutions near the stationary state holds in the following sense:

$$[u(t)]^2 + \lambda_0 \int_0^t [u(t)]^2 ds \leq C_0 |[u_0]|^2 m$$

where $f(t, x, \xi) = e^{\phi} M + \sqrt{M} u(t, x, \xi) \geq 0$ is a solution to the V-P-B system and

$$[u(t)]^2 := \sum_{|\alpha| + |\beta| \leq N} ||\partial_x^\alpha \partial_\xi^\beta (1 - P) u||_L^2 + \sum_{|\alpha| \leq N-1} (||\partial_x^\alpha \nabla_x (a, b, x)||^2 + ||\partial_\xi^\alpha (a + 3c)||^2),$$

where $L$ is a linearized collision operator, $P$ denotes the projection operator from $L^2(R^n)$ to $\ker L$, and $a$, $b$, and $c$ are the coefficients of the macroscopic component $Pu$.

2.2. Structure of stationary radial solutions. Let $f_0$ be a stationary radial solution, i.e.,

$$f_0(x, v) = f_0(r, p), \quad r := |x|, \quad p := |v|. \quad (1)$$

For any $v \in \mathbb{R}^n$, we set

$$v^\perp := \{ y \in \mathbb{R}^n : y \cdot v = 0 \}.$$

**Lemma 2.1.** Let $G$ and $H$ be two measurable functions defined on $\mathbb{R}^2$ and $\mathbb{R} \times \mathbb{R}^n$, respectively and they satisfy relation:

$$\frac{x \cdot v}{|x|} G(|x|, |v|) = H(|x|, v), \quad a.e. \quad x, v \in \mathbb{R}^n. \quad (2)$$

Then the function $H$ is 0 a.e. $(x, v) \in \mathbb{R}^{2n}$.

**Proof.** It suffices to consider the case where relation (2) holds for all $x, v \in \mathbb{R}^n$. Let $(x, v)$ be any point in $\mathbb{R}^{2n}$. Then we can choose $\bar{x} \in v^\perp$ with $|x| = |\bar{x}|$. For such $\bar{x}$, we have

$$H(|x|, v) = H(|\bar{x}|, v) = \frac{\bar{x} \cdot v}{|\bar{x}|} G(|\bar{x}|, |v|) = 0.$$

Hence $H \equiv 0$. $\square$

**Lemma 2.2.** Let $f_0$ be the stationary radial solution to the V-P-B system (1). Then it is also the stationary radial solution to the V-P system (4).

**Proof.** Since $f_0$ is stationary, it satisfies

$$v \cdot \nabla_x f_0 - \nabla_x \varphi \cdot \nabla_v f_0 = Q(f_0, f_0). \quad (3)$$

We now rewrite relation (3) in terms of $\tilde{f}_0$ in (1) to derive relation (2).

- (L.H.S. of (3)): In this case, we use

$$\nabla_x \varphi = \frac{x}{r} \partial_r \varphi = \alpha_n \frac{x}{r^n} \int_0^r r^{n-1}_s \rho(r_s) dr_s \quad (4)$$

to obtain

$$v \cdot \nabla_x f_0 - \nabla_x \varphi \cdot \nabla_v f_0 = \frac{x \cdot v}{r} \partial_r \tilde{f}_0 - \frac{x \cdot \varphi}{p} \partial_p \tilde{f}_0 = \frac{x \cdot v}{r} \left( \partial_r \tilde{f}_0 - \alpha_n \frac{x}{r^{n-1}} \int_0^r r^{n-1}_s \rho(r_s) dr_s \right),$$

where constant $\alpha_n$ is the volume of an $n$-dimensional unit sphere.
Hence we have
\[ a, c \]

Then it is well known [13] that
\[ f \]

Hence
\[ \text{ Proof.} \]

Proposition 1. Let \( f_0 \) be a stationary radial solution to the V-P-B system (1). Then \( f_0 \) is separable in \( r \) and \( p \); more precisely, we have
\[ f_0(x, v) = R(r)e^{-c_0p^2}, \quad \text{a.e.} \ (x, v) \in \mathbb{R}^{2n}, \]
where \( c_0 \) is a positive constant.

Proof. Let \( f_0 \) be a stationary radial solution. Then it follows from Lemma 2.2 that
\[ Q(f_0, f_0)(x, v) = 0 \quad \text{a.e.} \ (x, v) \in \mathbb{R}^{2n}. \]

Then it is well known [13] that \( f \) is a local maxwellian:
\[ f_0(x, v) = e^{a(r) - c(r)|v|^2}, \]
where \( a, c : \mathbb{R} \rightarrow \mathbb{R}, \ b : \mathbb{R} \rightarrow \mathbb{R}^n. \) Since \( f \) is radial,
\[ b = 0. \]

Hence \( f \) becomes
\[ f_0(x, v) = e^{a(r) - c(r)|v|^2} =: R(r)e^{-c(r)|v|^2}, \quad c(r) > 0. \]

We next claim that
\[ c(r) = c_0 : \text{constant.} \]

The proof of the claim: By elementary calculations,
\[ 0 = v \cdot \nabla_x f_0 - \nabla_x \varphi \cdot \nabla_v f_0 \]
\[ = v \cdot \nabla_x (R e^{-c(r)|v|^2}) - \nabla_x \varphi \cdot \nabla_v (R e^{-c(r)|v|^2}) \]
\[ = v \cdot (\nabla_x R) e^{-c(r)|v|^2} + v \cdot R e^{-c(r)|v|^2} (-\nabla_x c(r)|v|^2) \]
\[ - \nabla_x \varphi \cdot R e^{-c(r)|v|^2} (-\nabla_v (c(r)|v|^2)). \]
We divide the above relation by $e^{-c(r)|v|^2}$ and use $\nabla_v |v|^2 = 2v$ to find
\[
0 = v \cdot \nabla_x R - R|v|^2 v \cdot \nabla_x c(r) + 2Rc(r) \nabla_x \phi \cdot v
\]
\[
= (v \cdot x) \left[ \frac{R'(r)}{r} - \frac{R(r)c'(r)}{r} |v|^2 + 2\frac{R(r)c(r)}{r^n} \left( \int_0^r \rho(r_*) r_*^{n-1} dr_* \right) \right],
\]
where we used (4). For the case $x \notin v^+$, it follows from (7) that
\[
\frac{R(r)c'(r)}{r} |v|^2 = \frac{R'(r)}{r} - \frac{2R(r)c(r)}{r^n} \int_0^r \rho(r_*) r_*^{n-1} dr_*,
\]
Since the R.H.S. of the above relation is a function of $r$, we have
\[
\frac{R(r)c'(r)}{r} |v|^2 = 0, \quad \text{a.e., i.e. } c'(r) = 0, \quad \text{a.e. } x \in \mathbb{R}^n.
\]
This completes the proof of the claim. \(\square\)

**Remark 2.** Note that Proposition 1 says that all stationary radial solutions to the V-P-B system (1) are local maxwellians.

2.3. **Derivation of the equation for $R$.** In this part, we derive the equation for $R$. Let $f_0$ be a stationary radial solution to the V-P-B system. Then it follows from Proposition 1 that
\[
f_0(x, v) = R(r)e^{-c_0|v|^2}, \quad \text{for suitable } R(r).
\]
We next derive a defining equation for $R$. We substitute ansatz (8) to system (1) to get
\[
v \cdot \nabla_x (R(r)e^{-c_0|v|^2}) + E[f] \cdot \nabla_v (R(r)e^{-c_0|v|^2}) = 0.
\]
If we divide Equation (9) by $e^{-c_0|v|^2}$, we have
\[
v \cdot \left( \nabla_x R(r) - 2c_0E[f]R(r) \right) = 0.
\]
Since $\nabla_x R(r) - 2c_0E[f]R(r)$ is independent of $v$ in (10), we conclude that
\[
\nabla_x R(r) - 2c_0E[f]R(r) = 0.
\]
However, note that
\[
\rho = \int_{\mathbb{R}^n} R(r)e^{-c_0|v|^2} dv = R(r) \int_{\mathbb{R}^n} e^{-c_0|v|^2} dv = \left( \frac{\pi}{c_0} \right)^{\frac{n}{2}} R(r).
\]
Since we are looking for a nontrivial solution, Equation (11) yields
\[
\frac{\nabla_x R(r)}{R(r)} = 2c_0E[f] \quad \text{equivalently } \nabla_x \log R(r) = 2c_0E[f].
\]
We take the divergence in Equation (12) to find
\[
\Delta \log R(r) = 2c_0 \nabla \cdot E[f] = 2c_0 \nabla \cdot (-\nabla_x \phi) = -2c_0\rho = -2c_0 \left( \frac{\pi}{c_0} \right)^{\frac{n}{2}} R(r).
\]
We now set
\[
u := \log R, \quad \text{i.e. } R = e^u.
\]
Then the function $u$ satisfies
\[
\Delta u + \kappa_n e^u = 0,
\]
where $\kappa_n$ is a positive constant defined by
\[
\kappa_n := 2c_0 \left( \frac{\pi}{c_0} \right)^{\frac{n}{2}}.
\]
Once we solve the above elliptic equation, we can find a stationary radial solution. In the following section, we study the existence and asymptotic behavior of global radial solutions to the elliptic equation (13) at \( r = \infty \).

3. **Asymptotic behavior of regular solutions** to \( \Delta u + \kappa_n e^u = 0 \). In this section, we study the asymptotic behavior of entire radial solutions to the following \( n \)-dimensional elliptic problem:

\[
\Delta u + \kappa_n e^u = 0, \quad x \in \mathbb{R}^n, \\
(u, \nabla u)(x) = (u, 0), \quad x = 0, \\
\]

where \( u \) is a constant. i.e., radial solution \( u = u(r) \) satisfies

\[
u'' + \frac{(n-1)u'}{r} + \kappa_n e^u = 0, \quad r > 0, \\
(u(0), u'(0)) = (u, 0), \quad r = 0.
\]

The asymptotic behavior for (2) was studied in Joseph and Lundgren’s classical work (see Lemma 7, page 265 [20]). However their motivation to study (2) is different from ours. Joseph and Lundgren focused on Equation (2) with two-point boundary conditions at \( r = 0, 1 \) and replaced \( \kappa_n \) by \( \lambda \). They analyzed the multiplicity of radial solutions depending on the parameter \( \lambda \). However, our main interest in Equation (2) is the asymptotic behavior of the general solutions equipped with initial data at \( r = 0 \). Of course, some brief and compact arguments in Section 3.2 can be found in [20]. For convenience, we derive an alternative, direct proof of the asymptotic behavior to (2) in Section 3.2.

3.1. **Existence of entire regular solutions.** In this part, we briefly sketch the local and global existence of regular solutions to Equation (1).

For a proof of local existence, we multiply each side of Equation (2) by \( r^{n-1} \) and then integrate to find

\[
t^{n-1}u'(t) = t^{n-1}_a u'(t_a) - \kappa_n \int_{t_a}^t \tau^{n-1} e^{u(\tau)} d\tau.
\]

We divide this equation by \( r^{n-1} \) and integrate one more time, then we have

\[
u(r) = u(r_a) + \int_{r_a}^r \frac{t^{n-1}}{t^{n-1}_a} u'(t_a) dt - \kappa_n \int_{r_a}^r \frac{1}{t^{n-1}} \int_{t_a}^t \tau^{n-1} e^{u(\tau)} d\tau dt.
\]

(3)

Since we have the boundary condition \( (u(0), u'(0)) = (u, 0) \), we can apply standard contraction mapping and fixed-point arguments to Equation (3) with the following function-valued operator \( \mathcal{F} \):

\[
\mathcal{F}(u)(r) := u - \kappa_n \int_{0}^{r} \frac{1}{t^{n-1}} \int_{t}^{t} \tau^{n-1} e^{u(\tau)} d\tau dt.
\]

to derive a local existence of the \( C^2 \) solution to (2). We omit the detailed straightforward arguments.

On the other hand, for a global existence, it suffices to show that \( u' \) is uniformly bounded by the continuation principle. For this, we multiply Equation (2) by \( u' \) to get

\[
\frac{1}{2} |u'(r)|^2 + (n-1) \int_{0}^{r} \frac{|u'(\zeta)|^2}{\zeta} d\zeta = -\kappa_n \int_{0}^{r} u'(\zeta) e^{u(\zeta)} d\zeta = -\int_{u(0)}^{u(r)} e^u d\zeta
\]

\[
= e^{u(0)} - e^{u(r)} < e^{u(0)}.
\]
Therefore, a priori we can obtain a uniform bound of $|u'(r)|$ and we also have
\[
|u(r)| \leq |u| + \int_0^r u'(t)dt \leq |u| + e^u r.
\]
Hence the local solution can be continued to an arbitrary interval to yield a global solution.

**Remark 3.** (i) By direct calculation, it is easy to see that Equation (2) has a scale invariance, i.e., for any solution $u = u(r)$ to (2) with initial data $(u(0), u'(0)) = (x, 0)$ and for any real number $\alpha \in \mathbb{R}$,
\[
u_{\alpha}(r) = \alpha + u(e^\alpha r)
\]
is also a solution to the ODE (2) with translated initial data $(u(0), u'(0)) = (u + \alpha, 0)$. This property might suggest the existence of singular solutions with a scale invariance, which are given by
\[
u_s(r; n) := -2 \log r - \log \kappa_n + \log 2(n - 2) = \log 2(n - 2)\kappa_n r^2, \quad n > 2.
\]

(ii) For low dimensions $n = 1, 2$, Equation (2) with $u(0) = -\log \kappa_n$ has explicit solutions:
\[
u(r) = \begin{cases} -2 \log \left( \cosh \frac{r}{\sqrt{2}} \right) - \log \kappa_n, & n = 1, \\ -2 \log \left( 1 + \frac{r^2}{8} \right) - \log \kappa_n, & n = 2. \end{cases}
\]

3.2. **Asymptotic behavior of entire regular solutions.** In this part, we present the asymptotic behavior of an entire regular solution $u = u(r)$ at $r = \infty$ for high dimension $n > 2$.

Note that it follows from Proposition 1 that the stationary global radial solution to the stationary V-P-B system is of the form $f(x, v) = \exp(u(r))\mu(p)$, where $\mu(p)$ is a Maxwellian. Therefore if we want to check whether the regular radial solution $f$ to the stationary V-P-B system belongs to $L^p(\mathbb{R}^{2n})$ for some $p \geq 1$, we need to investigate the asymptotic behaviors of the $u(r)$ as $r \to \infty$. We first state the main theorem of this section and postpone its proof to the latter part of this section.

**Theorem 3.1.** (Asymptotic behavior at infinity) For $n > 2$, let $u = u(r)$ be a global regular solution to the ODE (2). Then for any initial value $u$, $u = u(r)$ approaches the singular solution (4) as $r \to \infty$, i.e.,
\[
\lim_{r \to \infty} |u(r) - u_s(r; n)| = 0.
\]

**Proof.** We postpone the proof to the last part of this subsection.

**Remark 4.** Theorem 3.1 says that the entire regular solution to (2) behaves like the explicit singular solution $u(r; n)$ whose explicit form is given by the formula (4) as $r \to \infty$.

To avoid $r$-dependent coefficient in (2), we introduce a new independent variable $t$:
\[
t = \log r, \quad e^t = r,
\]
and set

$$V(t) := u(r) - u_s(r; n) = u(e^t) + 2t + \log \kappa_n - \log 2(n - 2).$$

We next derive an ODE for $V$. By direct calculation, we have

$$V'(t) = e^t u'(e^t) + 2, \quad V''(t) = e^t u'(e^t) + e^{2t} u''(e^t), \quad (5)$$

and

$$V'' + (n - 2)V' = e^t u'(e^t) + e^{2t} u''(e^t) + (n - 2) e^t u'(e^t) + 2(n - 2)$$

$$= e^{2t} \left[ u''(e^t) + \frac{(n - 1)}{e^t} u'(e^t) \right] + 2(n - 2)$$

$$= -\kappa_n e^{u(e^t)} + 2(n - 2)$$

$$= -2(n - 2)e^{u(e^t)} + 2 + \log \kappa_n - \log 2(n - 2) + 2(n - 2)$$

$$= 2(n - 2)(1 - e^V),$$

Hence we obtain the autonomous ODE for $V(t)$:

$$V'' + (n - 2)V' = 2(n - 2)(1 - e^V), \quad t \in \mathbb{R},$$

$$\lim_{t \to -\infty} V(t) = -\infty, \quad \lim_{t \to -\infty} V'(t) = 2. \quad (6)$$

Equation (6) was also obtained in Joseph and Lundgren’s work [20] (see equation XI.1, page 262) by two successive changes of variables. We also rewrite Equation (2) as a system of first-order ODEs:

$$V' = Q, \quad t \in \mathbb{R},$$

$$Q' = -(n - 2)Q + 2(n - 2)(1 - e^V). \quad (7)$$

Note that this two-dimensional system (7) has the unique equilibrium solution

$$(V, Q) = (0, 0).$$

Recall that our purpose is to verify

$$\lim_{t \to \infty} V(t) = 0.$$

3.2.1. **Preparatory lemmas.** Below, we present three preparatory lemmas for the proof of Theorem 3.1.

**Lemma 3.2.** Let $u = u(r)$ and $u_s(r; n)$ be a general regular solution to (2) and the singular solution defined by (4), respectively. Then $Q = Q(t)$ satisfies

$$Q(t) < 2, \quad t \in \mathbb{R}.$$

**Proof.** Note that $u = u(r)$ satisfies

$$(r^{n-1} u'(r))' + r^{n-1} \kappa_n e^{u(r)} = 0, \quad r \in \mathbb{R}^+.$$

We integrate this equation with respect to $r$ to get

$$u'(r) = -\frac{1}{r^{n-1}} \int_0^r \tau^{n-1} \kappa_n e^{u(\tau)} d\tau.$$

Therefore, we have

$$u'(r) < 0 \quad r \in \mathbb{R}^+.$$

Relation (5) and the above relation imply

$$V'(t) = e^t u'(e^t) + 2 < 2, \quad t \in \mathbb{R}.$$
Lemma 3.3. Let $V$ be the solution to the ODE (6). Then $(V, Q = V')$ satisfies
\[ Q(t^*) e^{(n-2)t} - Q(t_*) e^{(n-2)t} = 2(n-2) \int_{t_*}^{t^*} (1 - e^V) e^{(n-2)t} dt, \]
\[ \frac{1}{2} (Q(t^*)^2 - Q(t_*)^2) = 2(n-2) \int_{V(t_*)}^{V(t^*)} (1 - e^V) dV - (n-2) \int_{t_*}^{t^*} Q^2(t) dt, \]
where $t_*$ and $t^*$ are extended real numbers in $\mathbb{R} \cup \{ \pm \infty \}$.

Proof. Note that Equation (6) can be rewritten as
\[ Q' + (n-2)Q = 2(n-2)(1 - e^V). \]

(i) We multiply (10) by the integration factor $e^{(n-2)t}$ to find
\[ \left( e^{(n-2)t}Q \right)' = 2(n-2)(1 - e^V) e^{(n-2)t}. \]
We now integrate the above relation from $t = t_*$ to $t = t^*$ to get the desired result.

(ii) We multiply Equation (10) by $Q$ to find
\[ \left( \frac{Q^2}{2} \right)' + (n-2)Q^2 = 2(n-2)Q(1 - e^V). \]
We integrate the above equation in $t$ to obtain the desired result. \hfill \square

We set $\mathcal{H}$ by the half-space in $(V, Q)$ space:
\[ \mathcal{H} := \{(V, Q) \in \mathbb{R}^2 : -\infty \leq V \leq \infty, \ Q < 2 \} \]
\[ = \mathcal{H}^+ \cup \mathcal{H}^0 \cup \mathcal{H}^-, \]
\[ \mathcal{H}^+ := \{(V, Q) \in \mathbb{R}^2 : -\infty \leq V \leq \infty, \ 0 < Q < 2 \}, \]
\[ \mathcal{H}^0 := \{(V, Q) \in \mathbb{R}^2 : -\infty \leq V \leq \infty, \ Q = 0 \}, \]
\[ \mathcal{H}^- := \{(V, Q) \in \mathbb{R}^2 : -\infty \leq V \leq \infty, \ Q < 0 \}. \]
\[ \mathcal{H} = \mathcal{H}^+ \cup \mathcal{H}^0 \cup \mathcal{H}^- \]

Lemma 3.4. Let $(V(t), Q(t))$ be the solution to system (7), and assume that
\[ \lim_{t \to \infty} V(t) = V^\infty, \ \lim_{t \to \infty} Q(t) = Q^\infty. \]

Then we have
\[ (V^\infty, Q^\infty) \in \mathcal{H}^0. \]

Proof. It follows from Lemma 3.2 that $(V^\infty, Q^\infty) \in \mathcal{H}$. Hence it suffices to show that
\[ (V^\infty, Q^\infty) \notin \mathcal{H}^+ \cup \mathcal{H}^- \]
Suppose not, i.e.,
\[ (V^\infty, Q^\infty) \in \mathcal{H}^+ \cup \mathcal{H}^-. \]
This implies
\[ |Q^\infty| > 0. \]

We now take $t_* = 0$ and $t^* = \infty$ in Equation (9) of Lemma 3.3 to get
\[ \frac{1}{2} \left[ (Q^\infty)^2 - Q(0)^2 \right] = 2(n-2) \int_{V(0)}^{V^\infty} (1 - e^V) dV - (n-2) \int_0^{\infty} Q^2(t) dt. \]
Then it is easy to see that
\[
\left| \frac{1}{2} [Q^\infty)^2 - Q(0)^2] \right| < \infty, \quad 2(n-2) \left| \int_{V(0)}^{V^\infty} (1-e^{-V})dV \right| < \infty.
\]
However, (12) yields
\[
\left| (n-2) \int_0^{\infty} Q^2(t)dt \right| = \infty.
\]
Hence we have a contradiction in (13). Therefore if the trajectory \( (V(t), Q(t)) \) converges, then the limit point should be on the horizontal line \( H^0 \).

Recall that \( (V, Q) \) satisfies
\[
\begin{align*}
V' &= Q, \quad t \in \mathbb{R}, \\
Q' &= -(n-2)Q + 2(n-2)(1-e^{-V}).
\end{align*}
\]
Note that as long as, \( Q > 0 \), \( V \) is strictly increasing, and, in contrast, as long as \( Q < 0 \), \( V \) is strictly decreasing. Let \( (V(t), Q(t)) \) be the phase trajectory of the dynamics (7) satisfying
\[
V(-\infty) = -\infty \quad \text{and} \quad Q(-\infty) = 2.
\]
Then there are several possibilities for the asymptotic behavior of \( (V, Q) \) as \( t \to \infty \).

**Proposition 2.** Let \( (V, Q) \) be the global solution to system (7). Then there are two different asymptotic patterns depending on the spatial dimension \( n \).

1. For \( 2 < n < 10 \), the trajectory \( (V(t), Q(t)) \) swirls around the unique equilibrium point \((0, 0)\) as \( t \to \infty \).
2. For \( n \geq 10 \), the trajectory \( (V(t), Q(t)) \) goes to the equilibrium point \((0, 0)\) directly without touching the line \( V = 0 \) as \( t \to \infty \).

**Proof.** Since the proof is rather long and tedious to follow, we leave its proof in Appendix A.

3.2.2. **The proof of Theorem 3.1.** Recall that it suffices to check that for any global solution \((V, Q)\) to the system (7)
\[
\lim_{t \to \infty} (V(t), Q(t)) = (0, 0).
\]
• Case A \((2 < n < 10)\): It follows from Proposition 2 that the trajectory of \((V, Q)\) is a spiral. Therefore we can assume that \((V, Q)\) is confined to the bounded set after \( t \geq T \). Then it follows from the uniqueness of two-dimensional flows that the flow \((V, Q)\) converges to either a limit cycle or an equilibrium point. Once we can show that the trajectory cannot approach some limit cycle, then we are done. Suppose this trajectory converges to the limit cycle. Then we can choose four sequences \( \{T_i\}, \{t_i\}, \{S_i\} \) and \( \{s_i\} \) satisfying
\[
Q(T_i) = Q(t_i) = 0, \quad V(T_i) > 0, \quad V(t_i) < 0 \quad \text{and} \\
-\infty < T_1 < t_1 < T_2 < t_2 \cdots < T_i < t_i < \cdots < \infty, \\
V(S_i) = V(s_i) = 0, \quad Q(S_i) > 0, \quad Q(s_i) < 0 \quad \text{and} \\
-\infty < S_1 < s_1 < S_2 < s_2 \cdots < T_i < t_i < \cdots < \infty.
\]
Then by the identity (9) in Lemma 3.3, we have

\[ 0 = \lim_{i \to \infty} \frac{1}{2} (Q^2(T_{i+1}) - Q^2(T_i)) \]
\[ = \lim_{i \to \infty} 2(n - 2) \int_{V(T_i)}^{V(T_{i+1})} (1 - e^V) dV - \lim_{i \to \infty} (n - 2) \int_{T_i}^{T_{i+1}} Q^2 dt \]
\[ = \lim_{i \to \infty} (n - 2) \int_{T_i}^{T_{i+1}} Q^2 dt \]
\[ = \lim_{i \to \infty} (n - 2) \left[ \int_{T_i}^{t_i} + \int_{t_i}^{T_{i+1}} \right] Q^2 dt, \tag{14} \]

where we used the fact that since \( V(T_i) \) converges to the limit cycle,

\[ \lim_{i \to \infty} V(T_i) = V_\infty > 0. \tag{15} \]

This implies that

\[ 0 = \lim_{i \to \infty} \int_{T_i}^{t_i} Q^2 dt = \lim_{i \to \infty} \int_{V(T_i)}^{V(T_{i+1})} QdV, \]
\[ 0 = \lim_{i \to \infty} \int_{t_i}^{T_{i+1}} Q^2 dt = \lim_{i \to \infty} \int_{V(t_i)}^{V(T_{i+1})} QdV. \]

Therefore, we have

\[ \lim_{t \to \infty} Q(t) = 0 \tag{16} \]

Again we use the identity (9) in Lemma 3.3 and (16) to find

\[ 0 = \lim_{i \to \infty} \frac{1}{2} \left( Q^2(T_i) - Q^2(S_i) \right)^2 \]
\[ = \lim_{i \to \infty} 2(n - 2) \int_{V(S_i)}^{V(T_i)} (1 - e^V) dV - \lim_{i \to \infty} (n - 2) \int_{S_i}^{T_i} Q^2 dt \]
\[ = \lim_{i \to \infty} 2(n - 2) \int_{V(S_i)}^{V(T_i)} (1 - e^V) dV \text{ by (14)} \]
\[ = \lim_{i \to \infty} 2(n - 2) \int_{V(S_i)}^{V(T_i)} (1 - e^V) dV \]
\[ = 2(n - 2) \int_{0}^{V_\infty} (1 - e^V) dV \]
\[ = 2(n - 2) \left( V_\infty - (e^{V_\infty} - 1) \right) \]

This yields

\[ V_\infty = 0, \]

which is a contradiction to (15). Similarly, we can derive

\[ \lim_{i \to \infty} V(t_i) = 0. \]

• Case B \( (n \geq 10) \): We have already proven this case in Proposition 2. Therefore \((V, Q)\) converges to the unique equilibrium point \((0, 0)\). This completes the proof.
4. Nonlinear instability of stationary radial solutions to the V-P-B system. In this section, we present the proof of Theorem 1.1. For this, we first recall the definition of the Galilean boost of measurable functions.

**Definition 4.1.** Let \( f = f(x, v, t) \) be a measurable function. Then we define the Galilean boost \( f_\beta \) of \( f \) by
\[
f_\beta(x, v, t) := f(x + t\beta, v + \beta, t), \quad \beta \in \mathbb{R}^n.
\]

In the following lemma, we show that the Galilean boost of solutions to the V-P-B system is still a solution of it.

**Lemma 4.2.** Let \( f \in C^1(\mathbb{R}^{2n} \times \mathbb{R}) \) be a continuously differentiable function. Then we have
\[
(\partial_t f_\beta + v \cdot \nabla_x f_\beta + E[f_\beta] \cdot \nabla_v f_\beta - Q(f_\beta, f_\beta))(x, v, t)
= (\partial_t f + v \cdot \nabla_x f + E[f] \cdot \nabla_v f - Q(f, f))(x + t\beta, v + \beta, t).
\]

**Proof.** We separate its estimate into two parts (Vlasov and collision parts).

We claim the following: For \( \beta \in \mathbb{R}^n \),

(i) \( (\partial_t f_\beta + v \cdot \nabla_x f_\beta + E[f_\beta] \cdot \nabla_v f_\beta)(x, v, t) 
= (\partial_t f + v \cdot \nabla_x f + E[f] \cdot \nabla_v f)(x + t\beta, v + \beta, t) \).

(ii) \( Q(f_\beta, f_\beta)(x, v, t) = Q(f, f)(x + \beta t, v + \beta, t) \).

The proof of the claim: (i) By direct calculation, the first partial derivatives of \( f_\beta \) are given by
\[
\partial_t f_\beta(x, v, t) = \lim_{h \to 0} \frac{f_\beta(x, v, t + h) - f_\beta(x, v, t)}{h}
= \lim_{h \to 0} \frac{f(x + (t + h)\beta, v + \beta, t + h) - f(x + t\beta, v + \beta, t)}{h}
= (\partial_t f + \beta \cdot \nabla_x f)(x + t\beta, v + \beta, t),
\]
\[
\partial_v f_\beta(x, v, t) = \nabla_v f(x + t\beta, v + \beta, t),
\]
\[
\partial_x f_\beta(x, v, t) = \nabla_x f(x + t\beta, v + \beta, t).
\]

Finally, we combine the above relations and Lemma 3.1 in our previous paper [6] to get
\[
(\partial_t f_\beta + v \cdot \nabla_x f_\beta + E[f_\beta] \cdot \nabla_v f_\beta)(x, v, t)
= (\partial_t f + v \cdot \nabla_x f + E[f] \cdot \nabla_v f)(x + t\beta, v + \beta, t)
+ E[f](x + t\beta, t) \cdot \nabla_v f(x + t\beta, v + \beta, t)
= (\partial_t f + v \cdot \nabla_x f + E[f] \cdot \nabla_v f)(x + t\beta, v + \beta, t).
\]

(ii) We first recall the collision transformation:
\[
v' + v_\ast' = v + v_\ast, \quad |v'|^2 + |v_\ast'|^2 = |v|^2 + |v_\ast|^2.
\]

This yields
\[
(v' + \beta) + (v_\ast' + \beta) = (v + \beta) + (v_\ast + \beta),
|v_\ast' + \beta|^2 + |v_\ast'|^2 = |v + \beta|^2 + |v_\ast + \beta|^2.
\]

Hence it follows from (1) that
\[
(v + \beta)' = v' + \beta, \quad (v_\ast + \beta)' = v_\ast' + \beta.
\]
We use (2) to get
\[
Q(f_\beta, f_\beta)(x, v) = \int_{\mathbb{R}^n \times S^{n-1}_+} B(v - v_+, \omega) \left(f_\beta(v') f_\beta(v') - f_\beta(v)f_\beta(v_+)\right) dv_+ d\omega
\]
\[
= \int_{\mathbb{R}^n \times S^{n-1}_+} B(v - v_+, \omega) \left(f(x + \beta t, v + \beta) - f(x + \beta t, v_+ + \beta)\right) dv_+ d\omega
\]
\[
= \int_{\mathbb{R}^n \times S^{n-1}_+} B((v + \beta) - (v_+ + \beta), \omega) \left(f_\beta(x + \beta t, (v_+ + \beta)') f(x + \beta t, (v + \beta)') - f(x + \beta t, v + \beta)\right) dv_+ d\omega
\]
\[
= Q(f, f)(x + \beta t, v + \beta).
\]

\[\Box\]

Remark 5. The result of Lemma 4.2 holds for weak stationary solutions; i.e., if \( f_0 \) is a weak stationary solution, then \( f_\beta := f_{0\beta} \) is also a weak solution.

We now return to the proof of Theorem 1.1.

Step A (Construction of perturbations): Let \( f_0 \) be a stationary radial solution whose existence and asymptotic behavior are guaranteed by Theorem 3.1, and let \( p \in \left(\frac{n}{2}, \infty\right) \). To generate the desired perturbed solutions of the given stationary radial solution \( f_0 \), we take the following family of perturbed data: For \( \beta \in \mathbb{R}^n \),
\[
f_\beta^{in}(x, v) := f_0(x, v + \beta).
\]
Note that \( f_\beta^{in} \) and \( f_0 \) have the same local mass density but different velocity:
\[
\rho[f_\beta^{in}] = \rho[F], \quad u[f_\beta^{in}] = u[f_0] - \beta.
\]
However, it follows from Lemma 4.2 that the solution to Equation (1) with initial datum \( f_\beta^{in} \) is given by
\[
f_\beta(x, v, t) = f_0(x + t\beta, v + \beta).
\]
Thus corresponding macroscopic quantities are
\[
\rho[f_\beta](x, t) = \rho[f_0](x + \beta t), \quad u[f_\beta](x, t) = u[f_0](x) - \beta.
\]

Step B (Instability estimate): We claim the following:
(i) \( \lim_{|\beta| \to 0} \|f_\beta^{in} - f_0\|_{L^p} = 0. \)
(ii) For given \( \varepsilon > 0, \exists T = T(\varepsilon) > 0 \) such that for \( t > T(\varepsilon) \), \( \|f(t) - f_0\|_p \geq \|f_0\|_p \).

The proof of the claim: (i) By definition, we have
\[
\|f_\beta^{in} - f_0\|^p_{L^p} = \int_{\mathbb{R}^{2n}} |f_\beta^{in}(x, v) - f_0(x, v)|^p dv dx
\]
\[
= \int_{\mathbb{R}^{2n}} |f_0(x, v + \beta) - f_0(x, v)|^p dv dx.
\]
Note that the integrand is bounded by an integrable function, i.e.,
\[
|f_0(x, v + \beta) - f_0(x, v)|^p \leq 2^{p-1} \left(|f_0(x, v + \beta)|^p + |f_0(x, v)|^p\right) \text{ : integrable},
\]

\[
\int_{\mathbb{R}^{2n}} |f_0(x, v + \beta) - f_0(x, v)|^p dv dx \leq C \int_{\mathbb{R}^{2n}} |f_0(x, v)|^p dv dx.
\]

Thus, \( \lim_{|\beta| \to 0} \|f_\beta^{in} - f_0\|_{L^p} = 0. \)

(ii) For given \( \varepsilon > 0, \exists T = T(\varepsilon) > 0 \) such that for \( t > T(\varepsilon) \),
\[
\|f(t) - f_0\|_p \geq \|f_0\|_p.
\]

Thus by the Lebesgue dominated convergence theorem, we have
\[
\lim_{|\beta| \to 0} \|f_{\beta}^n - f_0\|_{L^p} = \int_{\mathbb{R}^{2n}} \lim_{|\beta| \to 0} |f_0(x, v + \beta) - f_0(x, v)|^p \, dx = 0.
\]
Therefore for a given \(\varepsilon > 0\), there exists \(\beta_0\) such that, for \(|\beta| \leq \beta_0 = \beta_0(\varepsilon)\),
\[
\|f_{\beta}^n - f_0\|_{L^p} < \varepsilon.
\]
(ii) We set
\[
z_\beta := (-\beta t, -\beta) \in \mathbb{R}^{2n},
\]
and let \(B_R(z_\beta)\) be the \(R\) ball with a center \(z_\beta\). For a given small positive number \(\eta > 0\), we choose sufficiently large \(R\) such that
\[
\left(\int_{\mathbb{R}^{2n} \setminus B_R(z_0)} f_0(x, v)^p \, dx \, dv\right)^{1/p} = \|f_0 - f_0\chi_{B_R(z_0)}\|_{L^p} < \eta. \tag{3}
\]
By the triangle inequality, we have
\[
\|f(t)\chi_{B_R(z_\beta)} - f_0\chi_{B_R(z_0)}\|_{L^p} - \|f(t) - f_0\|_{L^p} \\
\leq \|f(t)\chi_{B_R(z_\beta)} - f_0\chi_{B_R(z_0)} - (f(t) - f_0)\|_{L^p} \\
= \|f(t)\chi_{B_R(z_\beta)} - f(t)\|_{L^p} + \|f_0\chi_{B_R(z_0)} - f_0\|_{L^p} \\
\leq 2\eta.
\]
Therefore, we can obtain the following inequality:
\[
\|f(t)\chi_{B_R(z_\beta)} - f_0\chi_{B_R(z_0)}\|_{L^p} \leq \|f(t) - f_0\|_{L^p}. \tag{4}
\]
For a small \(\varepsilon > 0\), we choose \(T_0 = T_0(\varepsilon)\) to satisfy
\[
|\beta|T_0 > R.
\]
Then it easy to see that
\[
\text{dist}(B_R(z_0), B_R(z_\beta)) \geq |\beta|T_0, \quad t \geq T := 4T_0.
\]
Hence for \(t \geq T\) and \(\frac{p}{2} < \beta < \infty\), we have
\[
\|f(t)\chi_{B_R(z_\beta)} - f_0\chi_{B_R(z_0)}\|_{L^p} \\
= \int_{\mathbb{R}^{2n}} |f(x, v, t)\chi_{B_R(z_\beta)} - f_0(x, v)\chi_{B_R(z_0)}|^p \, dx \, dv \\
= \int_{B_R(z_\beta) \setminus B_R(z_0)} |f(x, v, t)\chi_{B_R(z_\beta)} - f_0(x, v)\chi_{B_R(z_0)}|^p \, dx \, dv \\
= 2^{p-1} \left( \int_{B_R(z_\beta)} |f(x, v, t)\chi_{B_R(z_\beta)}|^p \, dx \, dv + \int_{B_R(z_0)} |f_0(x, v)\chi_{B_R(z_0)}|^p \, dx \, dv \right) \\
= 2^p \int_{B_R(z_0)} |f_0(x, v)\chi_{B_R(z_0)}|^p \, dx \, dv.
\]
This again yields
\[
\|f(t)\chi_{B_R(z_\beta)} - f_0\chi_{B_R(z_0)}\|_{L^p} = 2\|f_0\chi_{B_R(z_0)}\|_{L^p}. \tag{5}
\]
By the triangle inequality,
\[
\|f_0\|_{L^p} = \|f_0 - f_0\chi_{B_R(z_0)} + f_0\chi_{B_R(z_0)}\|_{L^p} \\
\leq \left( \|f_0 - f_0\chi_{B_R(z_0)}\|_{L^p} + \|f_0\chi_{B_R(z_0)}\|_{L^p} \right).
\]
Thus we have
\[
\|f_0\|_{L^p} - \|f_0 - f_0\chi_{B_R(z_0)}\|_{L^p} \leq \|f_0\chi_{B_R(z_0)}\|_{L^p}. \tag{6}
\]
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For $t > T$, we have
\[
\|f(t) - f_0\|_{L^p} \geq \|f(t)\chi_{B_R(z_0)} - f_0\chi_{B_R(z_0)}\|_{L^p} - 2\eta
= 2\|f_0\chi_{B_R(z_0)}\|_{L^p} - 2\eta
\geq 2\left(\|f_0\|_{L^p} - \|f_0 - f_0\chi_{B_R(z_0)}\|_{L^p}\right) - 2\eta
\geq 2\|f_0\|_{L^p} - 4\eta
\]

If we take $\eta > 0$ sufficiently small so that
\[
\eta \leq \frac{1}{4}\|f_0\|_{L^p}.
\]
then for such $\eta$ we have
\[
\|f(t) - f_0\|_{L^p} \geq \|f_0\|_{L^p}.
\]
This completes the proof.

**Remark 6.** For the $p = \infty$ case, we can obtain a similar unstable result as for $p < \infty$ by using the radially monotonic property of the stationary solution $f = f(x,v)$, which is constructed in the previous section.

5. **Conclusion.** In this paper, we established the existence and instability of stationary radial solutions to the Vlasov–Poisson–Boltzmann system with attractive self-consistent forces in the absence of external forcing and background density. The stationary radial solutions are in fact the corresponding solutions to the Vlasov–Poisson system, which are of the form of local Maxwellians:
\[
f(x,v) = e^{u(|x|)}e^{-c_0|v|^2},
\]
where $u = u(|x|)$ are $C^2$ functions satisfying
\[
\Delta_x u + \kappa_n e^u = 0, \quad \kappa_n = 2c_0(\pi/c_0)^{n/2}.
\]
By the phase-portrait analysis, we make a rigorous argument for the asymptotic behavior of $u$, which was first obtained by Joseph and Lungren [20]:
\[
\lim_{r \to \infty} \left( u(r) - \log \frac{2(n - 2)}{\kappa_n r^2} \right) = 0.
\]
Therefore, our constructed radial solution $f = f(x,v)$ belongs to $L^p(\mathbb{R}^{2n})$, $p > \frac{n}{2}$, $n > 2$. For the instability of the stationary radial solutions, we employed the Galilean boost method. This Galilean boost generates a one-parameter family of time-dependent perturbed solutions whose supports are almost separated from that of the given stationary radial solution as $t \to \infty$. By this simple observation, the Vlasov–Poisson–Boltzmann system with an attractive force is dynamically unstable for the $L^p(\mathbb{R}^{2n})$ norm with $p > \frac{n}{2}$.

**Appendix A. The proof of Proposition 2.** In this appendix, we present the detailed proof of Proposition 2.

It follows from Lemma 3.4 that the trajectory cannot stay within the region $\mathcal{H}^+$ and $\mathcal{H}^-$ forever. Hence we have the following possibilities(see Figure 1):

S-A: $(V(t),Q(t))$ does touch the line $\{(V,Q) \in \mathbb{R}^2 : V < 0, Q = 0\}$ at a finite time or infinite time.

S-B: $(V(t),Q(t))$ tends to $(0,0)$ without touching the line $\{(V,Q) \in \mathbb{R}^2 : V < 0, Q = 0\}$ and $\{(V,Q) \in \mathbb{R}^2 : V = 0, Q > 0\}$.

S-C: $(V(t),Q(t))$ approaches asymptotically to a point on the line $\{(V,Q) \in \mathbb{R}^2 : V > 0, Q = 0\}$ at $T = \infty$. 

S-D: \((V(t), Q(t))\) touches the line \(\{(V, Q) \in \mathbb{R}^2 : V > 0, \ Q = 0\}\) at a finite time \(T\), and it approaches the unique fixed point \((0, 0)\) in a spiraling trajectory.

S-E: \((V(t), Q(t))\) does not touch the line \(\{(V, Q) \in \mathbb{R}^2 : Q = 0\}\) but \(V(t)\) goes to infinity.

Figure 1.

In the following, we will show that the S-D case only occurs for \(n < 10\) and the S-B case only occurs for \(n \geq 10\).

Case A-1: Suppose \((V(t), Q(t))\) touches the line \(\{(V, Q) \in \mathbb{R}^2 : V < 0, \ Q = 0\}\) at a finite time \(t = T < \infty\). Then we set \(t_* \to -\infty\) and \(t^* = T\) in (8) and use \(Q(T) = 0, \ Q(-\infty) = 2\) to get

\[
0 = 2(n - 2) \int_{-\infty}^{T} (1 - e^{V})e^{(n-2)t}dt > 0,
\]

where we used the fact that \(V(t) < 0, \ t \in (-\infty, T]\). This gives a contradiction.

Case A-2: Suppose \((V(t), Q(t))\) touches the line \(\{(V, Q) \in \mathbb{R}^2 : V < 0, \ Q = 0\}\) at \(t = \infty\). In this case,

\[
0 = \lim_{T \to \infty} Q(T) = \lim_{T \to \infty} \frac{2(n - 2) \int_{-\infty}^{T} (1 - e^{V})e^{(n-2)t}dt}{e^{(n-2)T}} \frac{e^{(n-2)T}}{(n - 2)e^{(n-2)T}} \frac{2(n - 2)(1 - e^{V(T)})e^{(n-2)T}}{(n - 2)e^{(n-2)T}} \frac{2(n - 2)(1 - e^{V(T)})e^{(n-2)T}}{(n - 2)e^{(n-2)T}} > 0.
\]

We combine Case A-1 and Case A-2 to conclude that Case A cannot occur for the dynamics of (7) regardless of dimension \(n\).

Now, we can prove the second statement of this proposition. Assume that for \(n \geq 10\), Case C or D or E occurs. Then, by Lemma 3.4, there is a finite number \(T\) such that

\[
T = \sup\{\tau : V(t) < 0 \text{ on } (-\infty, \tau]\}.
\]

Then we have \(V(T) = 0\) and \(Q(T) > 0\). For arbitrary \(\mu > 0\), there might be several intersection points between the line \(Q = -\mu V\) and the trajectory \((V(t), Q(t))\).
Among them, we set \((V_\mu, Q_\mu)\) to be the intersection point with the largest \(V\) values. By direct calculation, we have

\[
-\mu \leq \frac{dQ}{dV} \bigg|_{V=V_\mu} = -(n-2) + 2(n-2) \frac{1 - e^V_{\mu}}{Q_{\mu}} \bigg|_{V=V_\mu}, \quad \text{by (6)}
\]

\[
= -(n-2) + 2(n-2) \frac{1 - e^V_{\mu}}{-\mu V_{\mu}}
\]

\[
= -(n-2) \left[ 1 - \frac{2(n-2)}{\mu V_{\mu}} e^{V_{\mu}} - 1 \right]
\]

\[
< -(n-2) + \frac{2(n-2)}{\mu} \quad \text{by } V_\mu < 0.
\]

By (1), we can obtain

\[
\mu^2 - (n-2)\mu + 2(n-2) > 0, \quad \text{for all } \mu > 0.
\]

This implies \((n-2)^2 - 8(n-2) < 0\) but we already assume that \(n \geq 10\). This is a contradiction. Therefore, for spatial dimension \(n \geq 10\), the trajectory \((V(t), Q(t))\) goes to the equilibrium point \((0,0)\) directly without touching the line \(V = 0\) as \(t \to \infty\).

Below, we consider the case where \(2 < n < 10\).

Case B-1: Suppose Scenario B occurs in a finite time \(t = T\). Then by the same argument with \(t_* = -\infty\) and \(t^* = T\) as in Case A-1, we obtain a contradiction.

Case B-2: Suppose \((V,Q)\) converges to \((0,0)\) as \(t \to \infty\). In this case, by the monotonicity of \(V\), the trajectory satisfies

\[(V(t), Q(t)) \to (0,0) \quad \text{as } t \to \infty \quad \text{and} \quad V(t) < 0, \quad 0 < Q(t) < 2, \quad t \geq 0.
\]
Consider a nontrivial test function $q(t)$ that is a solution to the following ODE:

$$q'' + (n - 2)q' + bq = 0, \quad (q, q')(0) = (0, 1),$$

(2)

where $b > \frac{(n-2)^2}{4}$ is a positive constant to be determined later. By direct calculation, we have an oscillatory solution:

$$q(t) = \frac{2e^{-(n-2)t/2}}{\sqrt{-(n-2)^2 + 4b}} \sin \left(\frac{t}{2} \sqrt{-(n-2)^2 + 4b}\right).$$

Since $\lim_{t \to \infty} V(t) = 0$, there exists a $T$ such that

$$\frac{e^V - 1}{V} \approx 1, \quad t \geq T.$$

Then for such $T$, we can choose $b$ to satisfy

$$\frac{(n-2)^2}{4} < b < 2(n-2)\frac{e^V - 1}{V} \quad \text{on } [T, \infty).$$

(3)

However, $V$ satisfies the ODE (6):

$$V'' + (n - 2)V' + 2(n - 2)\frac{(e^V - 1)}{V}V = 0.$$

(4)

We now consider

$$V \times (2) - q \times (4).$$

This yields

$$(Vq' - V'q)' + (n - 2)(Vq' - qV') + \left(b - 2(n - 2)\frac{(e^V - 1)}{V}\right)Vq = 0.$$  

(5)

Since $q(t)$ is a oscillatory solution, we can choose a $T < t_0 < t_1$ satisfying the following:

$$q(t) \geq 0 \text{ on } [t_0, t_1], \quad q(t_0) = q(t_1) = 0 \text{ and } q'(t_0) > 0 > q'(t_1).$$

(6)

We multiply (5) by the integrating factor $e^{(n-2)t}$ to find

$$\left(e^{(n-2)s}(Vq' - V'q)\right)' = -\left(b - 2(n - 2)\frac{(e^V(s) - 1)}{V(s)}\right)V(s)q(s)e^{(n-2)s}. $$

We integrate this relation from $t_0$ to $t_1$ to obtain

$$e^{(n-2)t_1}V(t_1)q'(t_1) - e^{(n-2)t_0}V(t_0)q'(t_0) = -\int_{t_0}^{t_1} \left(b - 2(n - 2)\frac{(e^V(s) - 1)}{V(s)}\right)V(s)q(s)e^{(n-2)s}ds,$$

(7)

where we used

$$q(t_0) = q(t_1) = 0.$$

Note that relation (6) implies that

L.H.S. of (7) $> 0$.

In contrast, the R.H.S. of (7) is negative because

$$\left(b - 2(n - 2)\frac{(e^V(s) - 1)}{V(s)}\right) < 0, \quad V(s)q(s)e^{(n-2)s} < 0, \quad t \in (t_0, t_1).$$

Hence Scenario B does not occur for the $2 < n < 10$ case.
Case C: Suppose Scenario C occurs. In this case, we must have
\[ \lim_{t \to \infty} V'(t) = 0, \quad \lim_{t \to \infty} Q'(t) = 0. \]
However, it follows from (7) that this forces \((V, Q)\) to approach \((0, 0)\) as \(t \to \infty\), which is contradictory to Scenario C.

Case E: Suppose Scenario E occurs. In this case, we can find \(t_*\) that satisfies \(V(t_*) = 0\). For such \(t_*\), we also choose \(t^* = \infty\) in (9) to find
\[ \frac{1}{2} (Q(\infty)^2 - Q(t_*)^2) = -\left[2(n - 2) \int_{0}^{\infty} (e^V - 1)dV + (n - 2) \int_{t_*}^{\infty} Q^2(t)dt\right]. \]
Then it is easy to see that the R.H.S. of the above relation is \(-\infty\), whereas the L.H.S. is bounded. Hence we have a contradiction.

Therefore for the \(2 < n < 10\) case, \((V(t), Q(t))\) touches the line \(\{(V, Q) \in \mathbb{R}^2 : V > 0, \ Q = 0\}\) at a finite time \(T\), i.e.,
\[ V(T) = V_*, \quad Q(T) = 0. \]
Then it follows from (7) that
\[ V'(T) = 0, \quad Q'(T) = 2(n - 2)(1 - e^{V_*}) < 0. \]
Hence for \(t \in (T, T + \varepsilon)\), for some \(\varepsilon > 0\),
\[ Q(t) < Q(T) = 0, \quad t \in (T, T + \varepsilon). \]
This also implies that \(V\) is strictly decreasing on \((T, T + \varepsilon)\). We repeat the same arguments in this proposition to show that the trajectory \((V, Q)\) should touch the line \(\{(V, Q) \in \mathbb{R}^2 : V < 0, \ Q = 0\}\) in a finite time \(T_* > T\) again. By repeating this argument, we can see that the trajectory \((V, Q)\) swirls around the unique fixed point \((0, 0)\) in the two-dimensional phase plane.
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Abstract. In recent years, research on nodal conditions for one dimensional systems of hyperbolic balance laws has been developed by both the mathematical and the engineering community. The result is a theory consisting of a variety of specific (often unrelated) applications, comprising for instance vehicular traffic dynamics, data flows in telecommunication networks, supply chains as well as physical systems like water canals or gas networks. In many of these cases, ad hoc well-posedness results were obtained, allowing to rigorously state and consider problems of deep applicative interest, such as the optimal control or the controllability of these equations. The present work aims to summarise several recent contributions to this field from a unified point of view.

1. Introduction. Consider a system of balance laws in one space dimension of the form

\[ \partial_t u + \partial_x f(u) = g(t, x, u), \quad (1) \]

where \( t \in \mathbb{R}^+ \) is time, \( x \in \mathbb{R} \) is the space variable, \( f \) is the flow and \( g \) the source term. A wide variety of situations fit into (1) equipped with a further algebraic condition imposed at a nodal point \( x_\ast \), which can be fixed, leading to

\[ \Psi(t, u(t, x_\ast+)) = 0. \quad (2) \]

or a function \( x_\ast = x_\ast(t) \) implement a coupling with ordinary differential equations, such as

\[ \Psi(t, x_\ast(t), \dot{x}_\ast(t), \ddot{x}_\ast(t), u(t, x_\ast(t)+)) = 0. \quad (3) \]

This presentation reviews various examples of problems leading to (1)–(2) or (1) and (3), showing the analogies and the differences among the many available recent results. A key role is played by the nodal condition (2) or (3). Indeed, the function \( \Psi \) may either stem from physical considerations of the specific real situation being modeled, or play the role of an external control to be chosen according to suitable optimality criteria. In the case of phase transitions, for instance, the nodal condition
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is often referred to as *kinetic condition*, since it relates the flow of changing phase fluid to the states on the sides of the phase boundary.

Below, we mostly consider systems with a single nodal point, although the finite propagation speed typical of (1) easily allows the extension to the case of multiple nodal points and thereby to networks, see also [45].

The current literature offers several well posedness theorems for (1)–(2) or (1)–(3). Mostly, these results are local both in time and in the \( u \) variable, in the sense that they often require the initial datum to be a perturbation with sufficiently small total variation of a stable constant state. A widely used analytical technique to obtain these results is *wave front tracking*, originated in [33] and since then extensively refined and exploited, see for instance [15, 23, 25, 28, 32, 34, 44, 50].

2. Fixed Nodal Points. In the case of a fixed nodal point, one usually considers \( n \) half-lines with common origin at \( x_\ast = 0 \). System (1) then consists of \( n \) independent balance laws \( \partial_t u_j + \partial_x f_j(u_j) = g_j(t, x, u_j) \), each defined for \( x > 0 \), coupled through the nodal condition (2). The wave front tracking procedure can be used to construct solutions to (1)–(2) as soon as a well posedness theory for the Riemann problem at the nodal point, i.e.,

\[
\begin{align*}
\partial_t u + \partial_x f(u) &= 0 \\
\Psi (u(t, 0^+)) &= 0 \\
u(0, x) &= \bar{u},
\end{align*}
\]

where

\[
\begin{bmatrix}
  u_1 \\
  \vdots \\
  u_n
\end{bmatrix}, \quad
f(u) = \begin{bmatrix}
  f_1(u_1) \\
  \vdots \\
  f_n(u_n)
\end{bmatrix}, \quad
\begin{bmatrix}
g_1(t, x, u_1) \\
\vdots \\
g_n(t, x, u_n)
\end{bmatrix},
\]

with constant values \( \bar{u} \) is obtained. Once a good well posedness theory for (1)–(2) is available, the well posedness of the Cauchy problem might also be obtained.

To this aim, one first considers the homogeneous case \( g = 0 \). As in the case of the standard Cauchy problem for a system on hyperbolic conservation laws, using, for instance, the wave front tracking algorithm [33], a sequence of approximate solutions to the Cauchy problem at the nodal point, namely

\[
\begin{align*}
\partial_t u + \partial_x f(u) &= 0 \\
\Psi (u(t, 0^+)) &= 0 \\
u(0, x) &= u_o(x),
\end{align*}
\]

is constructed. Bounds on the total variation allow, through Helly Compactness Theorem, to prove the convergence of this sequence. More careful estimates, relying on pseudopolygons [16] when \( n = 2 \) and on the Liu–Yang functional [17, 64] for \( n \geq 3 \), ensure that the approximate solutions or their limit are \( L^1 \)–Lipschitz function of the initial datum. Typically, results of this type are local in the \( u \) space, in the sense that the initial datum \( u_o \) in (6) is required to satisfy

\[
u_o \in u^* + L^1 \quad \text{and} \quad TV(u_o - u^*) < \delta
\]

for a sufficiently small \( \delta \) and a given state \( u^* \) required to satisfy typically \( \Psi(u^*) = 0 \).

For all this to hold, classical assumptions on \( f \) satisfied in the various cases discussed below, are that Jacobian \( Df(u^*) \) is strictly hyperbolic and that each characteristic field is either genuinely nonlinear or linearly degenerate. More precisely
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\[ f \text{ needs to be at least } C^4(\mathbb{R}^N;\mathbb{R}^N) \text{ where } N \text{ the overall dimension of the system (1) and } Df(u^*) \text{ is required to admit } N \text{ real distinct eigenvalues} \]

\[ \lambda_1(u^*) < \lambda_2(u^*) < \ldots < \lambda_N(u^*) \]

such that, together with the corresponding eigenvectors \( r_1, r_2, \ldots, r_N \), satisfy

\[
\begin{align*}
\text{either } & \nabla \lambda_i(u) \cdot r_i(u) \neq 0 \text{ at } u = u^*, \\
\text{or } & \nabla \lambda_i(u) \cdot r_i(u) \equiv 0 \text{ in a neighborhood of } u^*.
\end{align*}
\]

We refer, for instance, to [15, 34] for more details in the standard case of no junction. For completeness, we remark that the latter conditions above were significantly relaxed in [1], see also [34].

The presence of a nodal point, with the corresponding nodal condition (2), deeply interferes with the necessary set of estimates. A standard requirement on the nodal condition (2), besides that \( \Psi \in C^1(\mathbb{R}^N;\mathbb{R}^N) \), is a transversality condition between the gradient of \( \Psi \) and the eigenvectors of \( Df \) at \( u^* \) of the type

\[
\det [D_{u_1} \Psi(u^*) r_2(u^*) \cdots D_{u_n} \Psi(u^*) r_2(u^*)] \neq 0.
\]

This condition, through an application of the Implicit Function Theorem, allows to obtain suitable estimates on interactions hitting the nodal point. The standard well posedness result for (1)–(2) when \( g = 0 \) thus ensures the existence of an \( L^1 \)–Lipschitz semigroup of solutions defined globally in time and locally in \( u \), in the sense of (7). Various characterizations of the solutions, as well as its stability with respect to perturbations of \( f \) or \( \Psi \) are also available.

As in the case of no junctions, the essential role played by the Implicit Function Theorem hinders the extension of well posedness results beyond condition (7).

Once well posedness is obtained for \( g = 0 \), the full case

\[
\begin{cases}
\partial_t u + \partial_x f(u) = g(t, x, u) & t \in \mathbb{R}^+ \\
\Psi(u(t, 0+)) = 0 & x \in \mathbb{R}^+,
\end{cases}
\]

usually follows through operator splitting, along the lines initiated in [35]. The source term is then treated as an ordinary differential equation, where \( u \) depends on time \( t \) and on the space variable as parameter. As a consequence, the usual assumptions on \( g \) remind of those in the theory of ordinary differential equations: namely local Lipschitz continuity and sublinearity in \( u \). Due to the key role played by total variation estimates, it is also necessary to ensure that the source term may not cause blow–ups in the oscillations of the approximate solutions. To this end, uniform bound on the total variation in space of \( g \) are often required.

Remark that the introduction of a source term typically makes it impossible to obtain global in time existence results. In general, without any invariance condition, the source term may cause a drift of the solution in the \( u \) space, exiting the neighborhood of \( u^* \) where the Implicit Function Theorem, and hence Riemann problems, can be solved.

A natural further extensions consists in dealing with (1)–(2) on a network, which is modeled as directed graph \((G,A)\). The set of arcs \( j \in A \) connect various nodal points, see for instance [44] for a rigorous definition of network that applies to the present case. The analytical treatment of (1)–(2) on networks consists in a superposition of results described above for (8), one at each nodal point of the network. Clearly, the finite speed of propagation inherent to (1) easily allows to obtain results on a finite time interval. Existence and stability globally in time is
much harder to obtain and further assumptions become necessary, see for instance the example \[45\]. Note that (8) can also be seen as a particular case of a system of balance laws in a domain with boundary, see \[28, Section 4.1\].

The following paragraphs are devoted to different examples of (8) in specific situations of interest in various mathematical and engineering applications.

2.1. **Gas Dynamics in Pipelines.** Historically, Euler equations of gas dynamics have been the paradigm according to which the theory of conservation (or balance) laws has been developed. Also in the case of nodal points, (high–pressure) gas pipelines provide a wealth of stimulating real problems, see for instance \[8, 9, 23, 28, 29, 32, 52, 60\].

In a typical real pipe the ratio between pipe length and diameter is large enough to justify the use of Euler equations in one space dimension, or approximations thereof. Therefore, the natural setting for gas pipeline models consists of \(n\) pipes connected at a fixed point, say \(x^* = 0\), and the gas is described through the isentropic Euler equations, so that (1) consists of \(n\) copies of the \(p\)-system, i.e., in (5) we set

\[
 u_j = \begin{bmatrix} \rho_j \\ q_j \end{bmatrix} \quad f_j(u) = \begin{bmatrix} q_j \\ \frac{q_j^2}{\rho_j} + p(\rho_j) \end{bmatrix} \quad g_j(t, x, u) = \begin{bmatrix} 0 \\ -\nu \frac{q_j |q_j|}{\rho_j} - \rho_j \bar{g} \sin \alpha_j(x) \end{bmatrix}
\]

where the pressure law \(p\) can be, for instance, the usual \(\gamma\)-law \(p(\rho) = \kappa \rho^\gamma\). Above, \(g_j\) is a typical source term with a zero component in the mass equation, while the second component describes the effect \(\bar{g} \sin \alpha_j(x)\) of gravity (\(\alpha_j(x)\) being the slope of the \(j\)-th pipe at \(x\)) and the effect \(-\nu q_j |q_j|/\rho\) of friction (\(\nu\) being a constant parameter) on the balance of momentum. Remark that in the case \(n = 2\) the present setting may also describe the dynamics of gas flowing in a pipe with a kink \[60\].

The 1D framework allows a rather simple modeling structure and, mostly, very fast numerical integrations. A model in one space dimension well describes the dynamics within a pipe, but hardly covers geometry effects at a junction, which is clearly an intimately 3D phenomenon. As a consequence, the literature offers several different choices for the nodal condition (2), depending on the specific needs of each particular situation. In the engineering literature, the nodal conditions are typically supplied with parameters whose values are empirically justified.

In the subsonic setting, condition (2) has to provide \(n\) conditions to single out a unique solution to the Riemann problem (4). One component, say the first, of \(\Psi\)

\[
 \Psi_1(u) = \sum_{j=1}^{n} a_j q_j
\]

ensures the conservation of mass. Here, \(a_j\) is the surface section of the \(j\)-th pipe.

The other components of \(\Psi\) may impose, for instance, equal pressure at the node

\[
 \Psi_j(u) = p(\rho_j) - p(\rho_1) \quad j = 2, \ldots, n
\]

or the continuity of the dynamic pressure at the node

\[
 \Psi_j(u) = a_j \left( \frac{q_j^2}{\rho_j} + p(\rho_j) \right) - a_1 \left( \frac{q_1^2}{\rho_1} + p(\rho_1) \right) \quad j = 2, \ldots, n.
\]

We refer to \[8, 9, 23, 29\] and to the references therein for more details on the related modeling and computational results.
Figure 1. Schematic of a gas compressor station with two connected pipes and slope $\alpha_i$.

On the other hand, the nodal point may well be a model for a compressor station between $n = 2$ pipes having the same section $a_1 = a_2$, see Figure 1. In this case, the nodal condition consists of (10), while (11) is replaced, for instance, by

$$\Psi_2(t, u) = q_2 \left( \frac{p_p(p)}{p(p_1)} - 1 \right)^{(\gamma-1)/\gamma} - \Pi(t) \quad (13)$$

see [28, Section 3.1], [65, Section 4.4, Formula (4.9)] or [67]. Here, $\Pi$ is proportional to the power exerted by the compressor. This framework naturally leads to various control problems, where the open–loop control $\Pi = \Pi(t)$ has to be chosen to satisfy suitable optimality criteria, see [10, 28, 43, 51, 52]. Closed–loop control problems, where $\Pi$ depends on on the traces $u_1(t, x_+)$ and $u_2(t, x_+)$ of the state of the fluid, were studied in the case of smooth solutions in [42, 52].

For completeness, we recall that the above has been partly extended to the case of the full $3 \times 3$ system of Euler equations in [30, 32].

A drift–flux model for a two–phase gas was considered in [7] in the isothermal case under a no–slip assumption. Here, (1)–(2) can be used, with (5) and

$$u_j = \begin{bmatrix} \rho_j^1 \\ \rho_j^2 \\ (\rho_j^1 + \rho_j^2)v_j \end{bmatrix}, \quad f_j(u_j) = \begin{bmatrix} \rho_j^1 v \\ \rho_j^2 v \\ (\rho_j^1 + \rho_j^2) \left( (v_j)^2 + \frac{a_j^2}{2} \right) \end{bmatrix}, \quad g(t, x, u) = 0. $$

Here, $\rho_j^i$ is the density of the $i$-th component in the $j$-th pipe and $v_j$ is the fluid speed, common to both phases in the $j$-th pipe. The sound speed $a$ is assumed to be the same for all phases, see [6] for a more general setting. At the junction, the nodal condition (2) imposes the conservation of the total mass of each phase, similarly to (10). Besides, it is usually required that all velocity flows at the junction are equal, so that

$$\Psi_j(u) = \frac{1}{2} \left( v_j^2 - v_j^3 \right) + \frac{a^2}{2} \log \frac{\rho_j^1 + \rho_j^2}{\rho_j^1 + \rho_j^2} \quad j = 2, \ldots, n. \quad (14)$$

The existence of weak solutions to (1)–(2)–(10)–(14) for constant initial data with separated wave speeds was obtained in [7, Proposition 3.1].

In order to capture effects of the 3D situation numerical integrations [53, 57] of multi–dimensional formulation of gas dynamics close to a nodal point have been performed. A 2D domain $D$ models the nodal point (see Figure 2 for an example)
and for \((x, y) \in \mathcal{D}\) and the usual \(\gamma\)-law for \(p\) the isentropic Euler equations
\[
\partial_t \begin{bmatrix} \rho \\ \rho u \\ \rho v \end{bmatrix} + \partial_x \begin{bmatrix} \rho u \\ \rho u^2 + p(\rho) \\ \rho u v \end{bmatrix} + \partial_y \begin{bmatrix} \rho v \\ \rho u v \\ \rho v^2 + p(\rho) \end{bmatrix} = 0. \tag{15}
\]
are solved numerically. For piecewise constant initial data comparisons of flow and pressure computations by nodal conditions (10)–(11) and (10), (12) with numerical averaging of solutions \((\rho, \rho u, \rho v)\) of (15) have been studied [57]. For initial data and small velocities \(v_{j,0}\) the results should qualitatively similar behavior. Further studies exist for the Euler equations [53].

2.2. Traffic Flow on Road Networks. The use of conservation laws in the modeling of traffic dynamics goes back to the pioneering works of Lighthill–Whitham [63] and Richards [66], introducing the (LWR) model (1) where \(u \in [0, 1]\) is the averaged traffic density, \(f(u) = uv(u)\) is the flow, \(g = 0\) and the speed law \(v = v(u)\) is a smooth decreasing function vanishing at the maximal density \(u = 1\). The case of junctions was then considered for instance in [21, 59, 61], see also [45].

It is customary to distinguish the \(n\) roads impinging on the node located at \(x_* = 0\) between \(l\) roads where vehicles move towards the node and \(n - l\) roads where the cars exit. One is thus lead to a system of the type (1), namely
\[
\begin{cases}
\partial_t u_j + \partial_x (u_j v_j(u_j)) = 0 & x \in \mathbb{R}^- \quad j \in \{1, \ldots, l\} \\
\partial_t u_j + \partial_x (u_j v_j(u_j)) = 0 & x \in \mathbb{R}^+ \quad j \in \{l + 1, \ldots, n\}. 
\end{cases} \tag{16}
\]
The nodal condition (2) now prescribes the conservation of cars and the priority rules at the junction. The former reads
\[
\Psi_1(u) = \sum_{j=1}^{l} u_j v_j(u_j) - \sum_{j=l+1}^{n} u_j v_j(u_j),
\]
while the latter take different forms. In an autonomous settings, they are chosen according to various maximality conditions. For example, it is commonly postulated that drivers tend to optimize the flow through the junction, see [21, 45]. These maximization principles remind of an entropy condition at the node, guaranteeing a well–posed Riemann problem (4). The presence of traffic light leads to a non–autonomous setting, where \(\Psi\) depends explicitly (typically periodically) on time, see [27]. A vanishing viscosity approach to the nodal condition (2) in traffic flow is developed in [20].

![Figure 2. Domain \(\mathcal{D}\) for numerical integration of gas dynamics equations in 2D resembling a nodal point.](image-url)
In order to have a better description of traffic flows, in particular of the dependence of the averaged velocity \( v_j \) upon the traffic density, several extensions of the LWR model were proposed. Among the so called "second–order", we recall the family of Aw–Rascle–Zhang equations [5, 68], where \( u_j = (\rho_j, \rho_j w_j) \) and the average vehicular velocity \( v_j \) is coupled to the traffic density \( \rho_j \) and to a property \( w_j \) by

\[
w_j = v_j + p(\rho_j).
\]

The system (16) is thus replaced by the \((2n) \times (2n)\)-system of type (1)

\[
\begin{align*}
\partial_t \begin{bmatrix} \rho_j \\ \rho_j w_j \end{bmatrix} + \partial_x \begin{bmatrix} \rho_j v_j \\ \rho_j v_j w_j \end{bmatrix} &= 0 \quad x \in \mathbb{R}^- \quad j \in \{1, \ldots, l\}, \\
\partial_t \begin{bmatrix} \rho_j \\ \rho_j w_j \end{bmatrix} + \partial_x \begin{bmatrix} \rho_j v_j \\ \rho_j v_j w_j \end{bmatrix} &= 0 \quad x \in \mathbb{R}^+ \quad j \in \{l + 1, \ldots, n\},
\end{align*}
\]

(17)

As in the LWR case, the nodal condition (2) ensures the conservation of vehicles, with

\[
\Psi_1(u) = \sum_{j=1}^l \rho_j v_j - \sum_{j=l+1}^n \rho_j v_j,
\]

and imposes further additional relations, for instance the maximization of the flow through the junction, as in [44].

Different coupling conditions for the Aw–Rascle–Zhang have been presented in [56]. Assume for now \( n = 3 \) and \( l = 2 \). Besides conservation of vehicles (18) the value of \( w \) is preserved through the node since it is a Lagrangian variable moving at velocity \( v \). In the case \( l = 2 \) the conservation of \( w \) is achieved by modifying the pressure \( p(\rho) \) on the exiting road \((j = 3)\). In the case of Riemann data \( u_{j,o} \) the new pressure \( p^j \) is given by the \( \rho \) for \( x \geq t \ v_{3,o} \). For \( x \leq t \ v_{3,o} \) the precise form of the function \( p^j \) depends on an additional condition on the mixture of cars. Assuming cars enter turn by turn from the two impinging roads \((j \in \{1, 2\})\) the following formulation is derived \( p^1(\rho) = \frac{1}{2} (w_{2,o} + w_{1,o}) - v^1 \). Herein, \( v^1 \) solves

\[
\frac{1}{\rho} = \frac{1}{2} \left( p^{-1} \left( \frac{1}{w_{1,o} - v} \right) + p^{-1} \left( \frac{1}{w_{2,o} - v} \right) \right) \quad \text{for fixed values} \ w_{i,o} \ [56, \text{Section 6}].
\]

It has been shown that the coupling condition is given by (18) and

\[
\Psi_2(u) = \sum_{j=1}^l \rho_j v_j w_j - \sum_{j=l+1}^n \rho_j v_j w_j.
\]

A further development in traffic descriptions leads to multiphase models. It is now commonly accepted that any fundamental diagram \( \rho \to \rho v(\rho) \) for the LWR model is reliable at high speeds (low densities), but real data show that it becomes hardly acceptable at low speeds (high densities). From a macroscopic point of view, this leads to the introduction of different phases, typically the free and the congested one, see [12, 22, 24, 31]. Typically, these models display a dynamics of phases that very much resembles, for instance, that of liquid–vapor transitions. Different segments along the same roads can be in either phases, with vehicles entering and exiting these regions, crossing the moving phase boundaries. Therefore, suitable nodal conditions need to be prescribed along any phase boundary \( x = x_*(t) \). These nodal conditions are rather implicit: in general, they are prescribed through the selection of a specific definition of solutions to Riemann problems at the phase boundary, rather than explicitly through a function \( \Psi \) like (3). Here, a Riemann problem at the boundary is a system of the form (4) with \( n = 2 \) and data in
two different phases, i.e., in the two connected component that constitute the $u$ space, see for instance Figure 3. For a detailed treatment of the nodal conditions in phase transitions traffic model we defer to the cited literature [12, 22, 24, 31]. These models posed various new question, originating rich research directions at the strictly theoretical level, see [26], at the numerical level [2, 12, 18, 19, 58] and towards junctions or networks, see [25, 46]. In the latter case, they are supplied with further nodal conditions of the type (2) that first ensure the conservation of vehicles and then, as in the single phase case, prescribe the priorities rules at the junction.

Coupling conditions based on numerical integrations of fine–scale traffic flow models have been proposed [54]. The fine–scale traffic flow model including geometry effects at the node is given by a multi–lane description of traffic flow at a nodal point. Then, the closing or opening of a lane is used as approximation and simulations for different scenarios are performed.

2.3. Product flow in supply chains. A continuum description of the product density in high–volume production lines has been derived and analysed [3]. The governing equations are of the type (1), where

$$u = \begin{bmatrix} u_1 \\ \vdots \\ u_n \end{bmatrix}, \quad f(u) = \begin{bmatrix} f_1(u_1) \\ \vdots \\ f_n(u_n) \end{bmatrix} \quad \text{and} \quad f_j(u_j) = \min\{v_j u_j, \mu_j\}. \quad (19)$$

Here, the index $j$ refers to the supplier, $u_j$ is the product density; $v_j$, respectively $\mu_j$, is the non–negative constant production velocity, respectively capacity, see [4, 47, 48]. Similarly to traffic flow networks, we distinguish between the $l$ suppliers delivering to the nodal point at $x_*=0$ and the $n-l$ suppliers receiving parts from $x_*$.

But differently from what happens in traffic modeling, due to possible differences in the total capacities of the different suppliers, the total mass is typically not conserved at the node. Therefore, the dynamics of the suppliers $1, \ldots, l$ is coupled through a priori unknown new functions $q_1(t), \ldots, q_l(t)$ describing the amount of parts waiting in suitable buffers when the lines they have to enter is congested. This leads to a time–dependent coupling condition of the type (2), namely

$$\Psi(t, u) = \int_{t_0}^t \left( \sum_{j=1}^l f_j(u_j(s,0-)) - \sum_{j=l+1}^n f_j(u_j(s,0+)) \right) ds - q_j(t) + q_j(t_0). \quad (20)$$

Figure 3. Left, the fundamental diagram $\rho \to \rho v$ of the model presented in [22] and, right, that of the models in [12, 31]. The maximal car density is assumed to be $R$. 
Clearly, (20) is not sufficient to obtain a well–posed Riemann problem at the node and therefore is complemented by the \( j = l + 1, \ldots, n \) coupling conditions

\[
\Psi_j(t, u) = q_j(t) - q_j(t_o) + \int_{t_o}^t \left( f_j(u_j(s, 0^+)) - \sum_{k=1}^l \alpha_{jk}(s) f_k(u_k(s, 0^-)) \right) ds \quad (21)
\]

that prescribe how the parts are distributed among the outgoing lines. Indeed, the known parameter \( \alpha_{jk}(t) \in [0, 1] \) is the portion of parts flowing from the \( k \)-th line that have to enter the \( j \)-th one at time \( t \), for \( k = 1, \ldots, l \) and \( j = l + 1, \ldots, n \).

The well–posedness of the Riemann problem (4)–(19)–(20)–(21), as well as that of the corresponding Cauchy problem, is proved in [36, 55]. An extension of the model (19) has been proposed in [37, 40] to treat the case of supply chains with spatially and temporal depending capacities. Therein, \( \mu_j = \mu_j(t, x) \) and equation (19) is replaced by \( u_j = (\rho_j, \mu_j) \) and \( f_j(u) = ((19), -\mu) \), respectively. Coupling conditions of the form (2) are proposed conserving total mass and the value of \( \mu \). Existence of solutions to the Cauchy problem for initial data with zero total variation in \( \mu_{j,0} \) has been established [37, Theorem 3].

2.4. Data flow on telecommunication networks. The transport of data packages on the internet has been modeled using conservation laws on networks [38, 39]. Each transmission line corresponds to a link in the network connected at a nodal point at \( x_o = 0 \). A model for the data package density \( \rho_j \geq 0 \) and source destination information \( \pi_j \) for the packages is

\[
u_j = \begin{bmatrix} \rho_j \\ \pi_j \end{bmatrix}, \quad f_j(u) = \begin{bmatrix} \tilde{f}_j(\rho) \\ \tilde{f}_j(\rho) \end{bmatrix} \quad \text{and} \quad \tilde{f}_j(\rho) := \begin{cases} \frac{\bar{v} \rho}{\bar{v} \sigma_j} & 0 \leq \rho \leq \sigma_j \\ \frac{\bar{v} \rho}{\bar{v} \sigma_j} & \sigma_j \leq \rho \leq \rho_{\text{max}} \end{cases}
\]

where \( \rho_{\text{max}} \) is the maximal package density on each link, \( \bar{v} > 0 \) a fixed transportation velocity and \( \sigma_j > 0 \) a parameter corresponding to the probability of package losses during transmission. A variety of coupling conditions have been discussed [39, Section 4] ensuring in particular the conservation of mass at the node similar to (2.2). This condition is not sufficient to guarantee well–posedness of the Riemann problem and as in vehicular traffic flow additional conditions have to be imposed.

2.5. Networks of open canals. Water flow in open canals [11, 51, 62] can be described by the St. Venant equations in on space dimension. When \( n \) canals enter or exit the same origin, say \( x_o = 0 \), we are lead to (1) with (5) and

\[
u_j = \begin{bmatrix} a_j \\ v_j \end{bmatrix}, \quad f_j(u) = \begin{bmatrix} \frac{1}{2} v_j^2 + \bar{g} h(a_j) \\ \frac{1}{2} v_j^2 + \bar{g} h(a_j) \end{bmatrix}, \quad g_j(u) = \begin{bmatrix} 0 \\ -\bar{g} h(a_j) \end{bmatrix}
\]

where \( v_j \) is the water speed in the \( j \)-th canal, \( a_j \) is the vertical cross section occupied by the water, \( g \) is gravity, and \( H = h(a) \) is the water level. Condition (2) takes here the form

\[
\Psi_j(u) = \sum_{j=1}^n a_j v_j, \quad \Psi_j(u) = \frac{1}{2} v_j^2 + \bar{g} h(a_j) - \frac{1}{2} v_1^2 - \bar{g} h(a_1) \quad j = 2, \ldots, n
\]

see [29, 62], ensuring that the conservation of water and the Bernoulli law are satisfied at the junction.

Consider now \( n = 2 \) canals, the first entering into the second at, say, \( x_o = 0 \), where an underflow gate regulates the water levels. A different choice of the
unknown variables leads to (1)–(5) with

\[
\begin{align*}
    u_j &= \begin{bmatrix} H_j \\ q_j \end{bmatrix}, \\
    f_j(u) &= \begin{bmatrix} \frac{q_j^2}{H_j} + \frac{1}{2} \bar{g} H_j^2 \\ \end{bmatrix}, \\
    g_j(t, x, u) &= \begin{bmatrix} 0 \\ -\bar{g} h_j \sin \alpha_j(x) - \nu(x) \frac{q_j |q_j|}{H_j} \end{bmatrix}
\end{align*}
\]

for \( j = 1, 2 \), see Figure 4. Here, with reference to the \( j \)-th canal, \( q_j \) is the flow of water, \( H_j \) the water level, \( \alpha_j(x) \) the bed slope, \( \bar{g} \) gravity and \( \nu \) a friction coefficient, see [28, 41, 51]. In the nodal condition (2) we obtain

\[
\begin{align*}
    \Psi_1(t, u) &= a_1 q_1 - a_2 q_2, \\
    \Psi_2(t, u) &= -\frac{q_1^2}{H_1 - H_2} - \Pi(t).
\end{align*}
\]

In the second component, the time varying term \( \Pi = \Pi(t) \) is related to the height of the underflow gate, meaning that for \( \Pi = 0 \) water can not flow through the gate. The well posedness of the resulting system is proved in [28], together with the \( L^1 \)-Lipschitz continuity of weak solutions with respect to variations in \( u \). As a consequence, when an \( L^1 \)-continuous cost integral is selected, the existence of optimal control problems follows. For the same system, closed–loop controls are considered in [11].

In [49] the shallow water equations (23) have been used to describe flow over a weir and pooled stepped chutes, see Figure 5. Those are found typically next to large dams in order to release overflowing water. A coupling condition based on the conservation of the overspill and based on energy losses due to change of potential energy during the spill is

\[
\begin{align*}
    \Psi_1(u) &= a_1 q_1 - a_2 q_2, \\
    \Psi_2(u) &= a_1 q_1 - C ((h_1 - H_1)_+ - (h_2 - H_2)_+)^2.
\end{align*}
\]

Herein, \( (z)_+ = \max(z, 0) \), \( C = 0.6\sqrt{\bar{g}} \), \( H_{1,2} \) are the heights of the weir in the respective chutes and the other quantities are as before. Well-posedness results for the Riemann problem for large data as well as well posedness of the Cauchy problem has been established [49, Theorem 3.1].

3. Nodal Points in Mixed ODEs–PDEs Systems. When nodal conditions are coupled with ordinary differential equations, the conditions allowing to prove

![Figure 4. An underflow gate with opening \( u = \Pi \). The water height in the two connected canals is indicated by \( H \).](image)
well posedness are more intricate. Moreover, key questions about the existence of solutions globally in time remain mostly unanswered.

3.1. Fluid-Solid Interaction. An inviscid compressible fluid fills a vertical pipe with uniform section. A disc of mass \( m \) is free to move in the pipe, subject to gravity \( \bar{g} \), to the interaction with the fluid and with the pipe walls. The disc prevents any flow of mass through its location. It is then natural to describe the fluid on the two sides of the disc by means of the \( p \)-system and the fluid–solid interaction through (2). More precisely, we let \( n = 2 \) and use (1)–(5)–(9) with

\[
\Psi(x_*, \dot{x}_*, \ddot{x}_*, u_1, u_2) = \begin{bmatrix}
\dot{x}_* - q_1/\rho_1 \\
\dot{x}_* - q_2/\rho_2 \\
\ddot{x}_* + \bar{g} + \frac{1}{m} (p(\rho_2) - p(\rho_1))
\end{bmatrix}. \tag{25}
\]

The requirement \( \Psi_1 (x_*(t), \dot{x}_*(t), \ddot{x}_*(t), u_1 (t, x_*(t)+), u_2 (t, x_*(t)-)) = 0 \), respectively \( \Psi_2 (x_*(t), \dot{x}_*(t), \ddot{x}_*(t), u_1 (t, x_*(t)+), u_2 (t, x_*(t)-)) = 0 \), ensures that the speed of the disc equals that of the fluid above, respectively below, to it. The effects of gravity and of the difference in the fluid pressure between the two sides of the disc are described by \( \Psi_3 (x_*(t), \dot{x}_*(t), \ddot{x}_*(t), u_1 (t, x_*(t)+), u_2 (t, x_*(t)-)) = 0 \). The resulting model (1)–(5)–(9)–(25) is able to describe the effects of a shock hitting the disc, we refer to [14] for (local in time) well posedness results and numerical integrations of this system.

3.2. A Manhole in a Sewerage System. Consider a vertical manhole that disposables the water its collects through two horizontal pipes at its bottom, see Figure 6. Call \( a_i \) the wet cross sectional area, \( h_i = h_i(a_i) \) is the corresponding height and \( q_i \) the water flow in the \( i \)-th tube. A given function \( p_i = p_i(a_i) \) describes the water pressure, possibly through the Preissman slot. The height of water in the manhole is \( x_* = x_*(t) \) and \( A_M \) is th manhole sectional area. We describe the full system
setting $n = 2$ and by means of (1)–(3)–(5) with, formally similarly to (22),

$$u_j = \begin{bmatrix} a_j \\ q_j \end{bmatrix} \quad \text{and} \quad f_j(u_j) = \begin{bmatrix} \frac{q_j}{a_j} \\ \frac{q_j}{a_j} + p(a_j) \end{bmatrix}.$$ 

(26)

The nodal condition (3) both ensures the conservation of water while passing from the manhole to the pipes, the conservation of energy and provides a differential equation for the water level in the manhole:

$$\begin{align*}
\Psi(t, x_*, \dot{x}_*, u_1, u_2) &= \begin{bmatrix}
\frac{q_1^2}{a_1} - \frac{q_2^2}{a_2} + 2\bar{g} (h_1(a_1) - h_2(a_2)) \\
\frac{q_1^2}{a_1} + 2\bar{g} h_1(a_1) - \frac{(q_1 + q_2) q_1 + q_2}{A_M^2} \\
\dot{x}_* - \frac{1}{A_M} (Q(t) - q_1 - q_2)
\end{bmatrix}
\end{align*}$$

where $Q$ is the water inflow in the manhole, see [13] for more details.
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Abstract. We review the relative entropy method in the context of hyperbolic and diffusive relaxation limits of entropy solutions for various hyperbolic models. The main example consists of the convergence from multidimensional compressible Euler equations with friction to the porous medium equation [7]. With small modifications, the arguments used in that case can be adapted to the study of the diffusive limit from the Euler-Poisson system with friction to the Keller-Segel system [8]. In addition, the $p$–system with friction and the system of viscoelasticity with memory are then reviewed, again in the case of diffusive limits [7]. Finally, the method of relative entropy is described for the multidimensional stress relaxation model converging to elastodynamics [6, Section 3.2], one of the first examples of application of the method to hyperbolic relaxation limits.

1. Introduction. The relative entropy method was introduced in a context of hyperbolic systems by Dafermos and DiPerna [3, 2, 5] and serves as a mathematical tool for studying stability and limiting processes among thermomechanical theories. The method consists of a direct calculation of the relative entropy between a weak, entropy dissipative solution and a smooth, entropy conservative solution for the underlying thermomechanical processes, and leads to a striking stability formula. The same approach can be used to control hyperbolic relaxation limits [6, 9, 1] as well as diffusive relaxation [7]. The novelty in the latter case lies in the fact that, when dealing with a diffusive limit, the relative entropy method aims to compare weak, entropy dissipative solutions of the approximating hyperbolic system with smooth yet entropy dissipative solutions of the limit. Therefore, in order to prove that the relative entropy can serve as a Lyapunov–type functional for the model,
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one has in that case to also control the dissipation of the limit diffusive equation in
terms of the dissipation of the approximating system.

In the present paper we review some examples of diffusive relaxation analyzed
in [7]: the case of 3–d isentropic gas dynamics with friction in Eulerian coordinates
(Section 2), 1–d p–system with friction (Section 4), and 1–d viscoelasticity of the
memory type converging to viscoelasticity of the rate type (Section 5.1). In addition
to these cases, in Section 3 we shall apply this technique to the Euler-Poisson system
with friction in a diffusive scaling, which has been treated in [4] by means of energy
methods and compensated compactness tools.

Finally, in Section 5.2, we shall review a result from [6, Sec 3.2] concerning the
convergence from viscoelasticity of the memory type to the equations of elastody-
namics. This is one of the first examples in the literature where the technique of
relative entropy has been utilized in the context of hyperbolic relaxation limits. The
general framework of such singular limits has been studied in [9], while the corre-
sponding analysis for general diffusive relaxation limits is still an open problem.

2. Isentropic gas dynamics in Eulerian coordinates with friction. As an
example to test the relative entropy method in the context of diffusive relaxation, let
us consider the (scaled w.r.t. a diffusive scaling) system of isentropic gas dynamics
with friction in three space dimensions:

\[
\begin{aligned}
\rho_t + \frac{1}{\varepsilon} \nabla \cdot m &= 0 \\
m_t + \frac{1}{\varepsilon} \nabla \cdot \left( \frac{m \otimes m}{\rho} \right) + \frac{1}{\varepsilon} \nabla p(\rho) &= -\frac{1}{\varepsilon^2} m,
\end{aligned}
\]

(1)

where \( t \in \mathbb{R} \), \( x \in \mathbb{R}^3 \), the density \( \rho \geq 0 \) and the momentum \( m \in \mathbb{R}^3 \). At this level,
the pressure \( p(\rho) \) is a general function satisfying \( p'(\rho) > 0 \) so that (1) is hyperbolic.
The usual example of pressures verifying all needed conditions is given by the \( \gamma \)-
laws: \( p(\rho) = k\rho^\gamma \) with \( \gamma \geq 1 \) and \( k > 0 \). The (formal) diffusive relaxation limit
\( \varepsilon \to 0 \) yields the porous media equation

\[
\bar{\rho}_t - \Delta_x p(\bar{\rho}) = 0.
\]

(2)

In the sequel, we shall establish this limit via the relative entropy method.

An example of an entropy pair for (1) is given by the mechanical energy

\[
\eta(\rho, m) = \frac{1}{2} \frac{|m|^2}{\rho} + h(\rho)
\]

and the associated flux of mechanical work

\[
q(\rho, m) = \frac{1}{2} m \left( \frac{|m|^2}{\rho^2} + mh'(\rho) \right),
\]

where \( h(\rho) = \rho e(\rho) \) with \( e(\rho) \) the internal energy of the gas:

\[
e'(\rho) = \frac{p(\rho)}{\rho^2}; \quad h''(\rho) = \frac{p'(\rho)}{\rho}; \quad \rho h'(\rho) = p(\rho) + h(\rho).
\]

For the particular case of \( \gamma \)-law gases, \( h \) takes the form

\[
h(\rho) = \begin{cases} \frac{k}{\gamma - 1} \rho^{\gamma - 1} = \frac{1}{\gamma - 1} p(\rho) & \text{for } \gamma > 1, \\
kp\rho \log\rho & \text{for } \gamma = 1. \end{cases}
\]
Smooth solutions of (1) satisfy the energy identity
\[
\eta(\rho,m)_t + \frac{1}{\varepsilon} \text{div}_x q(\rho,m) = -\frac{1}{\varepsilon^2} \nabla_m \eta(\rho,m) \cdot m = -\frac{1}{\varepsilon^2} \frac{|m|^2}{\rho} \leq 0,
\]
which reveals the dissipative nature of the mechanical energy \( \eta(\rho,m) \) along the process (1).

Let us now consider a weak solution \((\rho,m)\) of (1) that satisfies the weak form of the entropy inequality,
\[
\eta(\rho,m)_t + \frac{1}{\varepsilon} \text{div}_x q(\rho,m) + \frac{1}{\varepsilon^2} \frac{|m|^2}{\rho} \leq 0,
\]
and let \( \bar{\rho} \geq 0 \) be a smooth solution of the porous media equation (2). Clearly, \( \bar{\rho} \)
will also satisfy an energy dissipation identity of the form
\[
h(\bar{\rho})_t - \text{div}_x (h'(\bar{\rho}) \nabla_x p(\bar{\rho})) = -\frac{|\nabla_x p(\bar{\rho})|^2}{\bar{\rho}} \leq 0.
\]

Thanks to the relative entropy method, we obtain an identity that monitors the distance between \( \rho \) and \( \bar{\rho} \). Such identities have been obtained via the relative entropy method for hyperbolic relaxation in [6, 9, 1], while the first results in a diffusive relaxation framework are derived in [7].

We recall that the relative entropy is defined as the quadratic part of the Taylor series expansion between two solutions \((\rho,m)\) and \((\bar{\rho}, \bar{m})\):
\[
\eta(\rho,m | \bar{\rho}, \bar{m}) := \eta(\rho,m) - \eta(\bar{\rho}, \bar{m}) - \eta_\rho(\bar{\rho}, \bar{m})(\rho - \bar{\rho}) - \nabla_m \eta(\bar{\rho}, \bar{m}) \cdot (m - \bar{m})
= \frac{1}{2\rho} \left| \frac{m}{\rho} - \frac{\bar{m}}{\bar{\rho}} \right|^2 + h(\rho | \bar{\rho}),
\]
while the corresponding relative entropy-flux reads
\[
q_i(\rho,m | \bar{\rho}, \bar{m}) := q_i(\rho,m) - q_i(\bar{\rho}, \bar{m}) - \eta_\rho(\bar{\rho}, \bar{m})(m_i - \bar{m}_i)
- \nabla_m \eta(\bar{\rho}, \bar{m}) \cdot (f_i(\rho,m) - f_i(\bar{\rho}, \bar{m}))
= \frac{1}{2} m_i \left| \frac{m}{\rho} - \frac{\bar{m}}{\bar{\rho}} \right|^2 + \rho h'(\rho) h'(\bar{\rho}) \left( \frac{m_i}{\rho} - \frac{\bar{m}_i}{\bar{\rho}} \right) + \frac{\bar{m}_i}{\bar{\rho}} h(\rho | \bar{\rho}),
\]
where \( i = 1, 2, 3 \), \( f_i \) stands for the components of the (vector valued) flux in (1),
\[
f_i(\rho,m) = m_i \frac{m}{\rho} + p(\rho) I_i,
\]
and \( I_i \) is the \( i \)-th column of the \( 3 \times 3 \) identity matrix.

As noticed in [7], the novelty in the case of diffusive relaxation lies mainly in the selection of the momentum \( \bar{m} \) in (4) and in (5). Indeed \( \bar{m} \) is chosen to adapt itself in the relaxation, what allows to handle a diffusive relaxation process, where both solutions that are compared are energy dissipative. More precisely, we choose \( \bar{m} = -\varepsilon \nabla_x p(\bar{\rho}) \) and we rewrite (2) in the form of the system of Euler equations with relaxation, plus additional higher-order error terms:
\[
\bar{p}_t + \frac{1}{\varepsilon} \partial_x \bar{m}_i = 0
\]
\[
\bar{m}_t + \frac{1}{\varepsilon} \partial_x f_i(\bar{\rho}, \bar{m}) = -\frac{1}{\varepsilon^2} \bar{m} + e(\bar{\rho}, \bar{m}),
\]
and...
where (we use the convention of summation over repeated indices and) \( \bar{c} \) is given by
\[
\bar{c} := e(\bar{\rho}, \bar{m}) = \frac{1}{\varepsilon} \text{div}_x \left( \frac{\bar{m} \otimes \bar{m}}{\bar{\rho}} \right) - \varepsilon \partial_i \nabla_x p(\bar{\rho}) \\
= \varepsilon \text{div}_x \left( \frac{\nabla_x p(\bar{\rho}) \otimes \nabla_x p(\bar{\rho})}{\bar{\rho}} \right) - \varepsilon \nabla_x (p'(\bar{\rho}) \Delta_x p(\bar{\rho})) \\
= O(\varepsilon) .
\]

(7)

Thanks to the aforementioned rewriting of the limiting equation (2), it is possible to analyze the relative entropy (4) and to prove the following result [7].

**Proposition 2.1.** Let \((\rho, m)\) be a weak entropy solution of (1) satisfying (3) and let \((\bar{\rho}, \bar{m})\) be a smooth solution of (6). Then,
\[
\partial_t \eta(\rho, m | \bar{\rho}, \bar{m}) + \frac{1}{\varepsilon} \text{div}_x q(\rho, m | \bar{\rho}, \bar{m}) \leq -\frac{1}{\varepsilon^2} R(\rho, m | \bar{\rho}, \bar{m}) - Q - E ,
\]

where
\[
R(\rho, m | \bar{\rho}, \bar{m}) = \rho \left[ \frac{m}{\rho} - \frac{\bar{m}}{\bar{\rho}} \right]^2 , \\
Q = \frac{1}{\varepsilon} \nabla_{(\rho, m)}^2 \eta(\bar{\rho}, \bar{m}) \left( \begin{array}{c} \bar{\rho} x_i, \\
\bar{m} x_i \end{array} \right) \cdot \left( \begin{array}{c} 0 \\
f_i(\rho, m | \bar{\rho}, \bar{m}) \end{array} \right) , \\
E = e(\bar{\rho}, \bar{m}) \cdot \frac{\rho}{\bar{\rho}} \left( \frac{m}{\rho} - \frac{\bar{m}}{\bar{\rho}} \right) ,
\]

and \(e(\bar{\rho}, \bar{m})\) is defined in (7).

Concerning the relative entropy estimate (8), we point out that the coefficient of the quadratic term \(Q\) depends only on \((\bar{\rho}, \bar{m})\) and it is \(O(1)\) in \(\varepsilon\):
\[
\frac{1}{\varepsilon} \left( \eta_{pm_{j}}(\bar{\rho}, \bar{m}) \bar{\rho} x_i + \eta_{m_{j}m_{j}}(\bar{\rho}, \bar{m}) \partial x_i \bar{m}_k \right) = \frac{1}{\varepsilon} \partial_i \left( \frac{m_j}{\rho} \right) = -\partial_x \bar{x}_j h'(\bar{\rho}) ,
\]

while the term \(E\) is an error term of order \(O(\varepsilon)\). The term \(R(\rho, m | \bar{\rho}, \bar{m})\) captures the dissipation of the relaxation system (1) relative to its diffusive scale limit (2). It turns out to be the quadratic part of the dissipative relaxation term with respect to \((\bar{\rho}, \bar{m})\), justifying the notation in (9). Clearly, the property \(R(\rho, m | \bar{\rho}, \bar{m}) \geq 0\) is crucial in the stability analysis of the relaxation process.

An example of a framework in which to apply the relative entropy identity (8) is that of multidimensional periodic solutions, referred to as \((H_1)\):

(i) \((\rho, m) : (0, T) \times \mathbb{T}^3 \to \mathbb{R}^4\) is a (periodic) dissipative weak solution of (1) with \(\rho \geq 0\), satisfying the weak form of (1) and the integrated form of the entropy inequality (3):
\[
\int_{[0, +\infty) \times \mathbb{T}^3} \left[ \left( \frac{1}{2} \frac{|m|^2}{\rho} + h(\rho) \right) \theta(t) - \frac{1}{\varepsilon^2} \frac{|m|^2}{\rho} \theta(t) \right] dx dt \\
+ \int_{\mathbb{T}^3} \left( \frac{1}{2} \frac{|m|^2}{\rho} + h(\rho) \right) \theta(0) dx \geq 0 ,
\]
for any $\theta(t)$ nonnegative Lipschitz test function compactly supported in $[0, T)$. The family $(\rho, m)$ is assumed to satisfy the (uniform in $\varepsilon$) bounds
\[
\sup_{t \in (0, T)} \int_{\mathbb{R}^3} \rho \, dx \leq K_1 < \infty,
\]
\[
\sup_{t \in (0, T)} \int_{\mathbb{R}^3} \left[ \frac{1}{2} \frac{|m|^2}{\rho} + h(\rho) \right] \, dx \leq K_2 < \infty,
\]
which are natural within the given framework, and follow from corresponding uniform bounds on the initial data.

(ii) $\bar{\rho}$ is a smooth $(C^3)$ periodic solution of the multidimensional porous media equation (2) that avoids vacuum, $\bar{\rho} \geq \bar{\rho}^* > 0$; $\bar{m}$ is defined via $\bar{m} = -\varepsilon \nabla p(\bar{\rho})$.

Using the stability property in Proposition 2.1, one controls the distance between the relaxing sequence and the limiting solution by means of the distance function:
\[
\varphi(t) = \int_{\mathbb{R}^3} \eta(\rho, m|\bar{\rho}, \bar{m}) \, dx.
\]
The results are valid for pressure laws satisfying quite general conditions (see Theorem below), and apply to $\gamma$–law pressures $p(\rho) = k \rho^\gamma$, $\gamma \geq 1$. For the proof we refer once again to [7].

**Theorem 2.2.** Let $T > 0$ be fixed and assume $p(\rho)$ satisfies
\[
p''(\rho) \leq A \frac{p'(\rho)}{\rho} \quad \forall \rho > 0
\]
and
\[
p'(\rho) = k \gamma \rho^{\gamma-1} + o(\rho^{\gamma-1}), \quad \text{as } \rho \to +\infty.
\]
Under hypothesis $(H_1)$, the stability estimate
\[
\varphi(t) \leq C(\varphi(0) + \varepsilon^4), \quad t \in [0, T],
\]
holds, where $C$ is a positive constant depending only on $T$, $K_1$, $\bar{\rho}$ and its derivatives. Moreover, if $\varphi(0) \to 0$ as $\varepsilon \to 0$, then
\[
\sup_{t \in [0, T]} \varphi(t) \to 0, \quad \text{as } \varepsilon \to 0.
\]

**Remark 2.3.** The relative entropy method can also be applied to other frameworks, such as 1–d dissipative weak solutions with different end states at $\pm\infty$ [7, Sec 2.3.2], as well as for comparing entropic measure-valued solutions of the Euler equations with friction to smooth solutions of the porous media equation [7, Sec 2.4].

### 3. The Diffusive Limit from the Euler-Poisson System with Friction to the Keller-Segel System

A variant of the previous calculation may be used to establish convergence from the Euler–Poisson system with attractive potentials and friction to the Keller-Segel model. The Euler-Poisson system with friction is
\[
\begin{aligned}
\rho_t + \frac{1}{\varepsilon} \div_x m &= 0 \\
m_t + \frac{1}{\varepsilon} \div_x \left( \frac{m \otimes m}{\rho} \right) + \frac{1}{\varepsilon} \nabla_x p(\rho) &= -\frac{1}{\varepsilon^2} m + \frac{1}{\varepsilon} \rho \nabla_x c \\
-\Delta_x c + \beta c &= \rho,
\end{aligned}
\]
where, as usual, $t \in \mathbb{R}$, $x \in \mathbb{R}^3$, $\rho \geq 0$, $c \in \mathbb{R}$, $m \in \mathbb{R}^3$, the pressure $p(\rho)$ satisfies $p'(\rho) > 0$ and $\beta$ is a positive, sufficiently large constant, as we shall see in the sequel, which captures the effects of screening. In the limit $\varepsilon \to 0$, we obtain
Then the entropy inequality becomes

\[ \rho_t + \text{div}_x (\rho \nabla_x c - \nabla_x p(\rho)) = 0 \]
\[ -\Delta_x c + \beta c = \rho. \]

(11)

Moreover, multiplying (10) by \( \varepsilon = 0 \) of the energy dissipation and note that an entropy weak solution of (10) satisfies the entropy inequality

\[ \eta(\rho, m, c) = \frac{1}{2} \frac{|m|^2}{\rho} + h(\rho), \quad q(\rho, m) = \frac{1}{2} \frac{m^2}{\rho^2} + m h'(\rho), \quad h''(\rho) = \frac{p'(\rho)}{\rho}, \]

and (13) is indeed the equilibrium version \((\varepsilon = 0)\) of the energy dissipation (12), as can be easily shown via the standard Hilbert expansion analysis.

As it is manifest, neither (12) nor (13) are indeed dissipative, due to the extra terms coming from the coupling with the equation for the concentration \( c \). To take into account these extra terms, we consider the following modified entropy–entropy flux pair, again based on the mechanical energy of the system under consideration:

\[ \eta(\rho, m, c) = \eta(\rho, m) - \rho c, \]
\[ Q(\rho, m, c) = q(\rho, m) - mc. \]

Then the entropy inequality becomes

\[ \frac{1}{2} \frac{|m|^2}{\rho} + h(\rho), \quad q(\rho, m) = \frac{1}{2} \frac{m^2}{\rho^2} + m h'(\rho), \quad h''(\rho) = \frac{p'(\rho)}{\rho}. \]

(14)

Moreover, multiplying (10) by \( \varepsilon = 0 \) of the energy dissipation and note that an entropy weak solution of (10) satisfies the entropy inequality

\[ \eta(\rho, m, c) = \eta(\rho, m) - \rho c, \]
\[ Q(\rho, m, c) = q(\rho, m) - mc. \]

(13)

(14)

(15)

The estimate (15) is the starting point to obtain the stability estimate in terms of the relative entropy and the corresponding analysis of the relaxation limit.

We rewrite the equilibrium system (11) in the variables \( \bar{\rho}, \bar{c} \) and

\[ \bar{m} = -\varepsilon (\nabla_x p(\bar{\rho}) - \bar{\rho} \nabla_x \bar{c}) = -\varepsilon \bar{\rho} \nabla_x (h'(\bar{\rho}) - \bar{c}) \]

in the form:

\[ \bar{p}_t + \frac{1}{\varepsilon} \text{div}_x \bar{m} = 0 \]
\[ \bar{m}_t + \frac{1}{\varepsilon} \text{div}_x \bar{m} \otimes \bar{\rho} + \frac{1}{\varepsilon} \nabla_x p(\bar{\rho}) = -\frac{1}{\varepsilon^2} \bar{m} + \frac{1}{\varepsilon} \bar{\rho} \nabla_x \bar{c} + c(\bar{\rho}, \bar{m}) \]
\[ -\Delta_x \bar{c} + \beta \bar{c} = \bar{\rho}, \]

(16)
where the error term $e(\bar{\rho}, \bar{m})$ is
\begin{equation}
\bar{e} := e(\bar{\rho}, \bar{m}) = \frac{1}{\varepsilon} \text{div} \left( \frac{\bar{m} \otimes \bar{m}}{\bar{\rho}} \right) - \varepsilon \partial_t (\nabla_x p(\bar{\rho}) - \bar{\rho} \nabla_x \bar{e})
\end{equation}
(17)
\begin{equation}
= \varepsilon \text{div} \left( \bar{\rho} \nabla_x (h'(\bar{\rho}) - \bar{c}) \otimes \nabla_x (h'(\bar{\rho}) - \bar{c}) \right) - \varepsilon \partial_t \left( \bar{\rho} \nabla_x (h'(\bar{\rho}) - \bar{c}) \right) = O(\varepsilon).
\end{equation}

In turn, (13) is rewritten as
\begin{equation}
\eta(\bar{\rho}, \bar{m}) + \frac{1}{\varepsilon} \text{div}_x q(\bar{\rho}, \bar{m}) = -\frac{1}{\varepsilon^2} \frac{\bar{m}}{\bar{\rho}} + \frac{1}{\varepsilon} \bar{m} \cdot \nabla_x \bar{e} + \nabla_m \eta(\bar{\rho}, \bar{m}) \cdot \bar{e},
\end{equation}
or, equivalently,
\begin{align*}
\left( H(\bar{\rho}, \bar{m}, \bar{c}) + \frac{1}{2} (\beta \bar{c}^2 + |\nabla_x \bar{c}|^2) \right)_t + \frac{1}{\varepsilon} \text{div}_x \left( Q(\bar{\rho}, \bar{m}, \bar{c}) - \varepsilon (c - \bar{c}) \nabla_x (c - \bar{c}) \right)
&= -\frac{1}{\varepsilon^2} \frac{\bar{m}}{\bar{\rho}} + \nabla_m \eta(\bar{\rho}, \bar{m}) \cdot \bar{e}.
\end{align*}

We now define the relative entropy
\begin{equation}
H(\rho, m, c | \bar{\rho}, \bar{m}, \bar{c}) = \eta(\rho, m | \bar{\rho}, \bar{m}) - (\rho - \bar{\rho})(c - \bar{c}),
\end{equation}
with corresponding relative entropy flux
\begin{equation}
Q(\rho, m, c | \bar{\rho}, \bar{m}, \bar{c}) = q(\rho, m | \bar{\rho}, \bar{m}) - (m - \bar{m})(c - \bar{c}),
\end{equation}
and show that:

**Proposition 3.1.** For any weak, entropy solution $(\rho, m, c)$ of (10) and any smooth solution $(\bar{\rho}, \bar{m}, \bar{c})$ of (16) it holds
\begin{align*}
\partial_t \left( H(\rho, m, c | \bar{\rho}, \bar{m}, \bar{c}) + \frac{1}{2} (\beta(c - \bar{c})^2 + |\nabla_x (c - \bar{c})|^2) \right) + \frac{1}{\varepsilon} \text{div}_x \left( Q(\rho, m, c | \bar{\rho}, \bar{m}, \bar{c}) - \varepsilon (c - \bar{c}) \nabla_x (c - \bar{c}) \right)
&\leq -\frac{1}{\varepsilon^2} R(\rho, m | \bar{\rho}, \bar{m}) - Q - P - E,
\end{align*}
(18)
where $R$, $Q$ and $E$ are defined in Proposition 2.1, but with $\bar{c}$ defined in (17), and
\begin{equation}
P = \frac{1}{\varepsilon} \frac{\bar{m}}{\bar{\rho}} (\rho - \bar{\rho}) \cdot \nabla_x (c - \bar{c}).
\end{equation}

**Proof.** We sketch the proof of (18) starting from Proposition 2.1 and analyzing the extra terms coming from the coupling with the elliptic equation involving the variable $c$. The estimate for $\eta(\rho, m | \bar{\rho}, \bar{m})$ becomes in this case
\begin{equation}
\eta(\rho, m | \bar{\rho}, \bar{m}) + \frac{1}{\varepsilon} \text{div}_x q(\rho, m | \bar{\rho}, \bar{m})
\leq -\frac{1}{\varepsilon^2} R(\rho, m | \bar{\rho}, \bar{m}) - Q - E + \frac{1}{\varepsilon} \rho \left( \frac{m}{\rho} - \frac{\bar{m}}{\bar{\rho}} \right) \cdot \nabla_x (c - \bar{c}).
\end{equation}

Then, we multiply
\begin{equation}
-\Delta_x (c - \bar{c}) + \beta(c - \bar{c}) = \rho - \bar{\rho}
\end{equation}
by $(c - \bar{c})_t$ to conclude
\begin{equation}
(\rho - \bar{\rho})(c - \bar{c})_t = \frac{1}{2} (\beta(c - \bar{c})^2 + |\nabla_x (c - \bar{c})|^2) - \text{div}_x \left( ((c - \bar{c})_t \nabla_x (c - \bar{c}) \right).
Putting all relations together, we end up with
\[ \partial_t \left( \mathcal{H}(\rho, m, c | \bar{\rho}, \bar{m}, \bar{c}) + \frac{1}{2} (\beta(c - \bar{c})^2 + |\nabla_x(c - \bar{c})|^2) \right) \]
\[ + \frac{1}{\varepsilon} \text{div}_x \left( Q(\rho, m, c | \bar{\rho}, \bar{m}, \bar{c}) - \varepsilon(c - \bar{c}) \nabla_x(c - \bar{c}) \right) \]
\[ \leq - \frac{1}{\varepsilon^2} R(\rho, m | \bar{\rho}, \bar{m}) - Q - E \]
\[ + \frac{1}{\varepsilon} \left( \frac{m}{\rho} - \frac{\bar{m}}{\bar{\rho}} \right) \cdot \nabla_x(c - \bar{c}) - \frac{1}{\varepsilon} (m - \bar{m}) \cdot \nabla_x(c - \bar{c}) \]
\[ = - \frac{1}{\varepsilon^2} R(\rho, m | \bar{\rho}, \bar{m}) - Q - E - \frac{1}{\varepsilon} \frac{\bar{m}}{\bar{\rho}} (\rho - \bar{\rho}) \cdot \nabla_x(c - \bar{c}), \]
which is exactly (18).

We conclude our analysis by using the inequality (18) in the particular case 
\[ p(\rho) = h(\rho) = k\rho^2 \]
for which the limit system becomes
\[ \begin{cases} \rho_t + \text{div}_x (\rho \nabla_x(c - 2\rho)) = 0 \\ -\Delta c + \beta c = \rho. \end{cases} \tag{19} \]
Indeed, in that case, if \( \beta > \frac{1}{2} \), the relative entropy gives directly the \( L^2 \) control of the relaxation process, and in particular of the difference \( \rho - \bar{\rho} \), and this is exactly what is needed in the estimate of the extra term \( P \) obtained above. Clearly, other frameworks of applications can be considered, for instance \( \gamma \)-laws for \( \gamma \geq 2 \) and \( \rho, \bar{\rho} \geq \rho_* > 0 \), for which we have in particular \( h(\rho | \bar{\rho}) \geq C(\rho - \bar{\rho})^2 \).

Therefore, we denote
\[ \psi(t) = \int_{\mathbb{T}^3} \left( \frac{1}{2} \left| \frac{m}{\rho} - \frac{\bar{m}}{\bar{\rho}} \right|^2 + \frac{1}{2} (\beta(c - \bar{c})^2 + |\nabla_x(c - \bar{c})|^2) + k(\rho - \bar{\rho})^2 - (\rho - \bar{\rho})(c - \bar{c}) \right) dx \]
and we observe
\[ \psi(t) \geq C \left( \int_{\mathbb{T}^3} \frac{1}{2} \left| \frac{m}{\rho} - \frac{\bar{m}}{\bar{\rho}} \right|^2 dx + \|c - \bar{c}\|_{L^2} + \|\nabla_x(c - \bar{c})\|_{L^2} + \|\rho - \bar{\rho}\|_{L^2}^2 \right) \]
for \( \beta \) as above.

We again consider dissipative weak solutions of (10), for which in particular an integrated version of the relative entropy estimate (18) can be rigorously derived; more specific results in this direction are under investigation in [8]. We place the following hypotheses, referred to as \((H_2)\):

1. \((\rho, m, c) : (0, T) \times \mathbb{T}^3 \to \mathbb{R}^3\) is a (periodic) dissipative weak solution of (10) with \( p(\rho) = k\rho^2, \beta > \frac{1}{2\varepsilon} \), with \( \rho \geq 0 \), satisfying the weak form of (10) and the integrated form of the relative entropy inequality (18):
\[ \int_{[0, T] \times \mathbb{T}^3} \left( \mathcal{H}(\rho, m, c | \bar{\rho}, \bar{m}, \bar{c}) + \frac{1}{2} (\beta(c - \bar{c})^2 + |\nabla_x(c - \bar{c})|^2) \right) \theta(t) \]
\[ - \left( \frac{1}{\varepsilon^2} R(\rho, m | \bar{\rho}, \bar{m}) - Q - P - E \right) \theta(t) \right] dx dt \]
\[ + \int_{\mathbb{T}^3} \mathcal{H}(\rho, m, c | \bar{\rho}, \bar{m}, \bar{c}) + \frac{1}{2} (\beta(c - \bar{c})^2 + |\nabla_x(c - \bar{c})|^2) \right) |_{t=0} \theta(0) dx \geq 0, \]
for any \( \theta(t) \) nonnegative Lipschitz test function compactly supported in \([0, T]\). The family \((\rho, m, c)\) is assumed to satisfy the (uniform in \( \varepsilon \)) bounds

\[
\sup_{t \in (0, T)} \int_{\mathbb{T}^3} \rho \, dx \leq K_1 < \infty,
\]

\[
\int_{\mathbb{T}^3} \left( \mathcal{H}(\rho, m, c | \bar{\rho}, \bar{m}, \bar{c}) + \frac{1}{2} (\beta(c - \bar{c})^2 + |\nabla x (c - \bar{c})|^2) \right)_{t=0} \, dx \leq K_2 < \infty,
\]

which are natural within the given framework.

(ii) \((\bar{\rho}, \bar{c})\) is a smooth \((C^3)\) periodic solution of (19) such that \( \bar{\rho} \geq \bar{\rho}^* > 0; \) \( \bar{m} \) is given by \( \bar{m} = -\varepsilon \bar{\rho} \nabla x (2\bar{\rho} - \bar{c}) \).

Then the following theorem holds.

**Theorem 3.2.** Let \( T > 0 \) be fixed and assume that hypothesis \((H_2)\) holds. Then, the following stability estimate holds:

\[
\psi(t) \leq C(\psi(0) + \varepsilon^4),
\]

for any \( t \in [0, T] \), with \( C \) a positive constant depending only on \( T, K_1, \bar{\rho}, \bar{c} \) and their derivatives. Moreover, if \( \psi(0) \to 0 \) as \( \varepsilon \to 0 \), then

\[
\sup_{t \in [0, T]} \psi(t) \to 0, \text{ as } \varepsilon \to 0.
\]

**Proof.** As usual in this context, in \((H_2)\) we choose the test function

\[
\theta(\tau) := \begin{cases} 
1, & \text{for } 0 \leq \tau < t, \\
\frac{\tau - t}{\kappa} + 1, & \text{for } t \leq \tau < t + \kappa, \\
0, & \text{for } \tau \geq t + \kappa,
\end{cases}
\]

to get, as \( \kappa \to 0 \),

\[
\psi(t) + \frac{1}{\varepsilon^2} \int_0^t \int_{\mathbb{T}^3} R(\rho, m | \bar{\rho}, \bar{m}) \, dx \, d\tau \leq \psi(0) + \int_0^t \int_{\mathbb{T}^3} (|Q| + |E| + |P|) \, dx \, d\tau.
\]

Now, the hypotheses of Theorem 2.2 are satisfied for the particular case \( p(\rho) = k\rho^2 \). Therefore, we can carry out here the same estimates for the terms \( |Q| \) and \( |E| \) as follows:

\[
\int_0^t \int_{\mathbb{T}^3} |Q| \, dx \, d\tau \leq C_1 \int_0^t \psi(\tau) \, d\tau,
\]

where \( C_1 \) depends on \( \|\partial_{x, x} \bar{\rho}\|_{L^\infty} \). The error term \( E \) in (9) is estimated by

\[
\int_0^t \int_{\mathbb{T}^3} |E| \, dx \, d\tau \leq \frac{\varepsilon^2}{2} \int_0^t \int_{\mathbb{T}^3} \left\| \frac{\bar{c}}{\bar{\rho}} \right\|^2 \, dx \, d\tau + \frac{1}{2\varepsilon^2} \int_0^t \int_{\mathbb{T}^3} \left\| \frac{m}{\rho} - \bar{m} \right\|^2 \, dx \, d\tau
\]

\[
\leq C_2 \varepsilon^4 t + \frac{1}{2\varepsilon^2} \int_0^t \int_{\mathbb{T}^3} R(\rho, m | \bar{\rho}, \bar{m}) \, dx \, d\tau,
\]

where \( C_2 \) depends on \( K_1, T \) and \( \bar{\rho} \) through the following norms of derivatives up to third order:

\[
\left\| \frac{1}{\bar{\rho}} \, \text{div}_x \left( \bar{\rho} \nabla x (\bar{\rho} - \bar{c}) \otimes \nabla x (\bar{\rho} - \bar{c}) \right) \right\|_{L^\infty} + \left\| \frac{1}{\bar{\rho}} \, \partial_t (\bar{\rho} \nabla x (\bar{\rho} - \bar{c})) \right\|_{L^\infty}.
\]

Finally, Young’s inequality implies

\[
\int_0^t \int_{\mathbb{T}^3} |P| \, dx \, d\tau \leq C \|\nabla x (2\bar{\rho} - \bar{c})\|_{L^\infty} \int_0^t \psi(\tau) \, d\tau
\]

and the proof follows from the Gronwall Lemma. \(\square\)
4. The $p$–system with friction. Another, actually easier case in which one can apply the above technique is given by the $p$–system with friction in one space dimension:

$$
\begin{align*}
    u_t - \frac{1}{\varepsilon} u_x &= 0, \\
    v_t - \frac{1}{\varepsilon} \tau(u)_x &= -\frac{1}{\varepsilon^2} v,
\end{align*}
$$

(20)

where $\tau$ satisfies $\tau'(u) > 0$ to guarantee strict hyperbolicity. The system (20) is a model either for elasticity with friction or for isentropic gas dynamics in Lagrangian coordinates. Then $u$ stands for the strain (or the specific volume for gases), $v$ for the velocity and $\tau$ for the stress.

In the limit $\varepsilon \to 0$, solutions of (20) converge towards solutions of the parabolic equation

$$
    u_t - \tau(u)_{xx} = 0.
$$

(21)

This limit may be obtained via the relative entropy estimate as we describe below; we refer to [7] for the details.

To this aim, let us consider the mechanical energy

$$
    E(u, v) = \frac{1}{2} v^2 + W(u),
$$

where

$$
    W(u) = \int_0^u \tau(s) ds
$$

stands for the stored energy, and its associated flux

$$
    F(u, v) = -v\tau(u).
$$

The corresponding entropy inequality is

$$
    E(u, v)_t + \frac{1}{\varepsilon} F(u, v)_x \leq -\frac{1}{\varepsilon^2} v^2 \leq 0,
$$

(22)

and captures the dissipation of the mechanical energy for weak solutions of (20). Smooth solutions of (21) satisfy the energy dissipation identity

$$
    E(u, 0)_t + F(u, \tau(u)_x)_x = -\left(\tau(u)_x\right)^2 \leq 0.
$$

The latter is the equilibrium ($\varepsilon = 0$) limit of (22).

The relative entropy is again defined as the quadratic part of the Taylor expansion of $E(u, v)$ relative to the “algebraic–differential equilibrium” $(\bar{u}, \bar{v})$, where $\bar{u}$ is a smooth solution of (21) and $\bar{v} = \varepsilon \tau(\bar{u})_x$. Namely,

$$
    E(u, v | \bar{u}, \bar{v}) = E(u, v) - E(\bar{u}, \bar{v}) - E_u(\bar{u}, \bar{v})(u - \bar{u}) - E_v(\bar{u}, \bar{v})(v - \bar{v}) = \frac{1}{2} (v - \bar{v})^2 + W(u | \bar{u}).
$$

As corresponding flux we shall consider

$$
    F(u, v | \bar{u}, \bar{v}) = F(u, v) - F(\bar{u}, \bar{v}) + E_u(\bar{u}, \bar{v})(v - \bar{v}) + E_v(\bar{u}, \bar{v})(\tau(u) - \tau(\bar{u})) = -(v - \bar{v})(\tau(u) - \tau(\bar{u})).
$$

As in the previous sections, we rewrite the equilibrium equation (21) as a damped $p$–system

$$
\begin{align*}
    \bar{u}_t - \frac{1}{\varepsilon} \bar{v}_x &= 0, \\
    \bar{v}_t - \frac{1}{\varepsilon} \tau(\bar{u})_x &= -\frac{1}{\varepsilon^2} \bar{v} + \bar{v}_t,
\end{align*}
$$

(23)
where the term $\bar{v}_t = \varepsilon \tau(\bar{u})_{xt}$ is an error of order $\varepsilon$. Then a direct computation gives the following proposition.

**Proposition 4.1.** For any weak, entropy solution $(u, v)$ of (20) and any smooth solution $(\bar{u}, \bar{v})$ of (23) it holds:

$$E(u, v | \bar{u}, \bar{v})_t + \frac{1}{\varepsilon} F(u, v | \bar{u}, \bar{v})_x \leq - \frac{1}{\varepsilon^2} (v - \bar{v})^2 + \tau(\bar{u})_{xx} \tau(u | \bar{u}) - \varepsilon \tau(\bar{u})_{xt} (v - \bar{v}).$$  

(24)

The terms in the right hand side of (24) are analogous to the terms in (8) of Proposition 2.1 for the Eulerian case: the first term is dissipative and is due to the friction in the relaxation system, the second is quadratic in the flux, while the last term is a linear error term.

Finally, using this result, one can obtain stability and convergence of the relaxation limit in terms of the quantity

$$\int_{\mathbb{R}} E(u, v | \bar{u}, \bar{v}) dx,$$

provided $\tau(u)$ satisfies appropriate growth conditions at infinity; see [7] for details.

5. **Viscoelasticity with memory.** It is well known that the system of viscoelasticity of memory type can yield in different scaling limits both the equations of viscoelasticity of the rate type, as well as the equations of elasticity. We consider such scaling limits from the perspective of the relative entropy method, hoping to indicate the remarkably wide applicability of the methodology. We start by considering a quasilinear model (1–d for simplicity) with a diffusive scaling, thus entering in the framework of diffusive relaxations [7], and then we shall review the multidimensional model of stress relaxation approximating the equations of elastodynamics considered in [6, Sec 3.2].

5.1. **From viscoelasticity of the memory type to viscoelasticity of the rate type.** First, we consider a diffusive scaling limit leading to a hyperbolic – parabolic system describing the dynamics of a 1–d viscoelastic material of the rate type. To this end, consider the following $3 \times 3$, one dimensional, quasilinear system of viscoelasticity with memory effects:

$$
\begin{align*}
    u_t - v_x &= 0 \\
    v_t - \sigma(u)_x - \frac{1}{\varepsilon} z_x &= 0 \\
    z_t - \frac{\mu}{\varepsilon} v_x &= - \frac{1}{\varepsilon^2} z,
\end{align*}
$$

(25)

where $\mu > 0$ and the elastic stress function $\sigma$ satisfies the usual condition $\sigma'(u) > 0$ for hyperbolicity. In (25), the stress $S = \sigma(u) + \frac{1}{\varepsilon} z$ is decomposed in a purely elastic part and a viscoelastic part of the memory type (see (25)_3 for $z$), scaled so that it relaxes as $\varepsilon \rightarrow 0$ to the equations of viscoelasticity of the rate type:

$$
\begin{align*}
    u_t - v_x &= 0 \\
    v_t - \sigma(u)_x &= \mu v_{xx}.
\end{align*}
$$

(26)

Indeed, in (26) the stress is given by $\sigma(u) + \mu v_x$, that is again the same elastic part plus a Newtonian viscous stress.
The mechanical energy – energy flux couple for (25) is
\[
E(u, v, z) = \int_0^u \sigma(s) \, ds + \frac{1}{2} v^2 + \frac{1}{2\mu} z^2 = \Sigma(u) + \frac{1}{2} v^2 + \frac{1}{2\mu} z^2,
\]
\[
F_x(u, v, z) = -(\varepsilon \sigma(u) v + vz).
\]

Hence, the dissipation of mechanical energy for weak solutions of (25) reads
\[
E(u, v, z)_t + \frac{1}{\varepsilon} F_x(u, v, z)_x \leq -\frac{1}{\mu \varepsilon^2} z^2
\]
and the corresponding relation for smooth solutions of (26) is given by
\[
E(u, v, 0)_t + F_1(u, v, \sigma(u)_x)_x = -\mu(v_x)^2 \leq 0,
\]
for
\[
E(u, v, 0) = \Sigma(u) + \frac{1}{2} v^2, \quad F_1(u, v, \sigma(u)_x) = -(\sigma(u) v + \mu vv_x).
\]

We rewrite the equilibrium system (26) and the corresponding stress–strain response for the variables \((\bar{u}, \bar{v}, \bar{z})\) with \(\bar{z} = \varepsilon \mu \bar{v}_x\) as follows:
\[
\begin{aligned}
\bar{u}_t - \bar{v}_x &= 0 \\
\bar{v}_t - \sigma(\bar{u})_x - \frac{1}{\varepsilon} \bar{z}_x &= 0 \\
\bar{z}_t - \frac{\mu}{\varepsilon} \bar{v}_x &= -\frac{1}{\varepsilon^2} \bar{z} + \bar{z}_t,
\end{aligned}
\]
(27)
where we shall treat the term \(\bar{z}_t\) as an \(O(\varepsilon)\) error:
\[
\bar{z}_t = \varepsilon \mu \bar{v}_{xt} = \varepsilon \mu (\sigma(\bar{u})_x + \mu \bar{v}_{xx})_x.
\]
Finally, the relative entropy and relative entropy flux, respectively,
\[
\begin{aligned}
\mathcal{E}(u, v, z | \bar{u}, \bar{v}, \bar{z}) &= \mathcal{E}(u, v, z) - \mathcal{E}(\bar{u}, \bar{v}, \bar{z}) \\
- \mathcal{E}_u(\bar{u}, \bar{v}, \bar{z})(u - \bar{u}) - \mathcal{E}_v(\bar{u}, \bar{v}, \bar{z})(v - \bar{v}) - \mathcal{E}_z(\bar{u}, \bar{v}, \bar{z})(z - \bar{z}),
\end{aligned}
\]
\[
F_x(u, v, z | \bar{u}, \bar{v}, \bar{z}) = F_x(u, v, z) - F_x(\bar{u}, \bar{v}, \bar{z}) - \mathcal{E}_u(\bar{u}, \bar{v}, \bar{z}) \left( -\varepsilon (v - \bar{v}) \right) - \mathcal{E}_v(\bar{u}, \bar{v}, \bar{z}) \left( -\varepsilon \sigma(u) - \sigma(\bar{u}) \right) - \mathcal{E}_z(\bar{u}, \bar{v}, \bar{z}) (v - \bar{v}),
\]
verify the following identity:

**Proposition 5.1.** Let \((u, v, z)\) be a weak entropy solution of (25) and let \((\bar{u}, \bar{v}, \bar{z})\) be a smooth solution of (27). Then
\[
\partial_t \mathcal{E}(u, v, z | \bar{u}, \bar{v}, \bar{z}) + \frac{1}{\varepsilon} \partial_x F_x(u, v, z | \bar{u}, \bar{v}, \bar{z}) \leq -\frac{1}{\mu \varepsilon^2} (\varepsilon - \bar{z})^2 + \bar{v}_x \sigma(u | \bar{u}) - \varepsilon \bar{v}_{xt} (z - \bar{z}).
\]

As in the previous cases, Proposition 5.1 suggests to measure the distance between systems (25) and (26) by means of
\[
\int_{\mathbb{R}} \mathcal{E}(u, v, z | \bar{u}, \bar{v}, \bar{z}) \, dx,
\]
and this can be done under appropriate structural condition on the stress function \(\sigma(u)\) [7].
5.2. A model of stress relaxation approximating the equations of elastodynamics. As a final application of the relative entropy method, we shall review the case of the hyperbolic–hyperbolic relaxation limit $\varepsilon \to 0$ for the model of stress relaxation

$$
\begin{align*}
\partial_t F_{i\alpha} &= \partial_\alpha v_i \\
\partial_t v_i &= \partial_\alpha S_{i\alpha} \\
\partial_t (S_{i\alpha} - f_{i\alpha}(F)) &= -\frac{1}{\varepsilon} (S_{i\alpha} - T_{i\alpha}(F)).
\end{align*}
$$

In (28), $i, \alpha = 1, 2, 3$, $F$ stands for the deformation gradient, $v$ for the velocity and the stress $S$ is again decomposed in an elastic part and a viscoelastic part with memory effects:

$$
S = f(F) + \int_{-\infty}^{t} \frac{1}{\varepsilon} e^{-\frac{1}{\varepsilon}(t-\tau)} h(F(-,\tau)) d\tau.
$$

In turn, the equilibrium stress is accordingly decomposed as $T(F) = f(F) + h(F)$. Following [6], we shall derive a relative entropy relation for smooth solutions $(v, F, S)$ of (28) and smooth solutions $(\bar{v}, \bar{F})$ of its limit, that is the elasticity system

$$
\begin{align*}
\partial_t \bar{F}_{i\alpha} &= \partial_\alpha \bar{v}_i \\
\partial_t \bar{v}_i &= \partial_\alpha \bar{T}_{i\alpha}(\bar{F}),
\end{align*}
$$

(29)
even if with nowadays technologies the same relation can be rigorously justified for dissipative weak solutions of (28). To this end, let us consider the framework

$$
T(F) = \nabla_F W(F) = f(F) + h(F),
$$

$$
f(F) = \nabla_F W_I(F), \quad h(F) = -\nabla_F W_v(F)
$$

(30)
and $W_v = W_I - W$ is convex. Under these structural hypotheses, the dissipation of the mechanical energy reads:

$$
\begin{align*}
\partial_t \left( \frac{1}{2} |v|^2 + \Psi(F, S - f(F)) \right) - \partial_\alpha (v_i S_{i\alpha}) \\
+ \frac{1}{\varepsilon} (F_{i\alpha} - h_{i\alpha}^{-1}(S - f(F)))(S_{i\alpha} - T_{i\alpha}(F)) = 0.
\end{align*}
$$

In (30), the free energy function $\Psi$ is of the form

$$
\Psi(F, A) = W_I(F) + A \cdot F + G(A),
$$

where $G$ is a convex function such that $\nabla_A G = -h^{-1}$. Indeed, the condition that the inverse of $h$ is a gradient is equivalent to the existence of a free energy function for (28) compatible with the Clausius-Duhem inequality. In (30) this is expressed by the positivity of the last term, revealing the dissipation arising from of the viscoelastic stresses [6].

At this point, we define the relative energy $\mathcal{E}_r(v, F, S | \bar{v}, \bar{F}, h(\bar{F}))$ generated by the mechanical energy relative to an equilibrium as follows:

$$
\begin{align*}
\mathcal{E}_r := \frac{1}{2} |v - \bar{v}|^2 + \Psi(F, S - f(F)) - \Psi(\bar{F}, h(\bar{F})) \\
- \nabla_F \Psi(\bar{F}, h(\bar{F})) \cdot (F - \bar{F}) - \nabla_A \Psi(\bar{F}, h(\bar{F})) \cdot (S - f(F) - h(\bar{F})) \\
= \frac{1}{2} |v - \bar{v}|^2 + \Psi(F, S - f(F)) - W(\bar{F}) - \nabla_F W(\bar{F}) \cdot (F - \bar{F}),
\end{align*}
$$

(31)
by selecting an appropriate normalization so that \( \Psi(F, h(F)) = W(F) \). The associated relative fluxes are then given by
\[
\mathcal{F}_r^\alpha = (v_i - \bar{v}_i)(S_{i\alpha} - T_{i\alpha}(\bar{F})).
\]

The relative entropy computation is performed as follows: observe that \((v, F, S)\) satisfies (30) and that the smooth solution \((\bar{v}, \bar{F})\) satisfies the energy identity
\[
\partial_t \frac{1}{2} |\bar{v}|^2 + W(\bar{F}) - \partial_\alpha \left( \bar{v}_i T_{i\alpha}(\bar{F}) \right) = 0. \tag{31}
\]

From
\[
\partial_t (F_{i\alpha} - \bar{F}_{i\alpha}) = \partial_\alpha (v_i - \bar{v}_i)
\]
and (29) we conclude
\[
\partial_t \left( \frac{\partial W}{\partial F_{i\alpha}} (\bar{F}) (F_{i\alpha} - \bar{F}_{i\alpha}) + \bar{v}_i (v_i - \bar{v}_i) \right)
- \partial_\alpha \left( T_{i\alpha}(\bar{F})(v_i - \bar{v}_i) + \bar{v}_i (S_{i\alpha} - T_{i\alpha}(\bar{F})) \right)
= \partial_t \left( \frac{\partial W}{\partial F_{i\alpha}} (\bar{F}) \right) (F_{i\alpha} - \bar{F}_{i\alpha}) + (\partial_\alpha \bar{v}_i)(v_i - \bar{v}_i)
- (\partial_\alpha T_{i\alpha}(\bar{F}))(v_i - \bar{v}_i) - (\partial_\alpha \bar{v}_i)(S_{i\alpha} - T_{i\alpha}(\bar{F}))
= -(\partial_\alpha \bar{v}_i) \left( S_{i\alpha} - T_{i\alpha}(\bar{F}) - \frac{\partial^2 W}{\partial F_{i\alpha} \partial F_{j\beta}} (\bar{F}) (F_{j\beta} - \bar{F}_{j\beta}) \right). \tag{32}
\]

Then, (30), (31) and (32) imply
\[
\partial_t \mathcal{E}_r - \partial_\alpha \left( (v_i - \bar{v}_i)(S_{i\alpha} - T_{i\alpha}(\bar{F})) \right)
+ \frac{1}{\varepsilon} (F_{i\alpha} - h^{-1}_{i\alpha}(S - f(F)))(S_{i\alpha} - T_{i\alpha}(F))
= (\partial_\alpha \bar{v}_i) \left( T_{i\alpha}(\bar{F}) - T_{i\alpha}(\bar{F}) - \frac{\partial^2 W}{\partial F_{i\alpha} \partial F_{j\beta}} (\bar{F}) (F_{j\beta} - \bar{F}_{j\beta}) \right) + (\partial_\alpha \bar{v}_i)(S_{i\alpha} - T_{i\alpha}(F)). \tag{33}
\]

This relative entropy identity can be used to obtain stability and convergence of the relaxation system (28) as long as the solution of (29) remains smooth. Indeed, under appropriate conditions for the potentials \( W \) and \( W_I \), namely that there exist positive constants \( \gamma \) such that
\[
\nabla_F^2 W_I(F) \geq \gamma_I I > \gamma v > 0 \quad \text{and} \quad M > 0
\]
we get that \( \Psi(F, A) \) is uniformly convex and therefore
\[
\mathcal{E}_r \geq c(|v - \bar{v}|^2 + |F - \bar{F}|^2 + |A - h(\bar{F})|^2)
\]
for a positive \( c > 0 \). Condition (b) is roughly equivalent to what is called sub-characteristic condition in the theory of relaxation. In addition, uniform convexity of \( G(A) \) leads to
\[
\nabla_A^2 G(A) = \left( - \nabla_F h \right)^{-1} = \left( \nabla_F^2 (W_I - W) \right)^{-1} \geq \frac{1}{\gamma v} I
\]
so that
\[(F - h^{-1}(S - f(F))) \cdot (S - T(F)) = (\nabla_A G(A) - \nabla_A G(h(F))) \cdot (A - h(F)) \geq \frac{1}{\gamma_v} |A - h(F)|^2 = \frac{1}{\gamma_v} |S - T(F)|^2,
\]
giving the dissipation property of the relaxation term. Moreover, the first term on the right hand side of (33) is quadratic in $F - \bar{F}$, while the last term can be controlled by the dissipative relaxation term plus an $O(\epsilon)$ error term. Hence, the following result holds (we refer to [6] for the technical details and the proof).

**Theorem 5.2.** Let $(v^\epsilon, F^\epsilon, S^\epsilon)$ be smooth solutions of (28) and $(\bar{v}, \bar{F})$ be a smooth solution of (29) defined on $\mathbb{R}^3 \times [0, T]$ and emanating from smooth data $(v_0^\epsilon, F_0^\epsilon, S_0^\epsilon)$ and $(\bar{v}_0, \bar{F}_0)$. Then, under hypotheses (a), (b), (c), the relative energy $E_r$ satisfies (33), and, for $R > 0$, there exist constants $s$ and $C > 0$ independent of $\epsilon$ such that
\[
\int_{|x| < R} E_r(x, t) dx \leq C \left( \int_{|x| < R + \epsilon} E_r(x, 0) dx + \epsilon \right).
\]
In particular, if the data satisfy
\[
\int_{|x| < R + sT} E_r(x, 0) dx \rightarrow 0, \quad \text{as} \ \epsilon \rightarrow 0,
\]
then
\[
\sup_{t \in [0, T]} \int_{|x| < R} \left( |v^\epsilon - \bar{v}|^2 + |F^\epsilon - \bar{F}|^2 + |A^\epsilon - h(\bar{F})|^2 \right) dx \rightarrow 0.
\]

**REFERENCES**


E-mail address: corrado@univaq.it
E-mail address: tzavaras@tem.uoc.gr
A NOTE ON PHASE TRANSITIONS FOR THE
SMOLUCHOWSKI EQUATION WITH DIPOLAR POTENTIAL

PIERRE DEGOND
Université de Toulouse; UPS, INSA, UT1, UTM
Institut de Mathématiques de Toulouse
F-31062 Toulouse, France
and
CNRS; Institut de Mathématiques de Toulouse UMR 5219
F-31062 Toulouse, France

AMIC FROUVEILLE
CEREMADE — UMR CNRS 7534
Université de PARIS – DAUPHINE
75775 PARIS CEDEX 16, France

JIANG-GUO LII
Department of Physics and Department of Mathematics
Duke University
Durham, NC 27708, USA

Abstract. In this note, we study the phase transitions arising in a modified
Smoluchowski equation on the sphere with dipolar potential. This equation
models the competition between alignment and diffusion, and the modification
consists in taking the strength of alignment and the intensity of the diffusion
as functions of the order parameter.

We characterize the stable and unstable equilibrium states. For stable equi-
libria, we provide the exponential rate of convergence. We detail special cases,
giving rise to second order and first order phase transitions, respectively. We
study the hysteresis diagram, and provide numerical illustrations of this phe-
nomena.

1. Introduction. In this short note, we study the following modified Smoluchowski
equation (also called Fokker–Planck equation), for an orientation distribution $f(\omega,t)$
declared for a time $t \geq 0$ and a direction $\omega \in \mathbb{S}$ (the unit sphere $\mathbb{S}$ of $\mathbb{R}^n$) as follows:

$$\partial_t f = -\nu(|J_f|)\nabla_\omega \cdot (f \nabla_\omega (\omega \cdot \Omega_f)) + \tau(|J_f|)\Delta_\omega f =: Q(f), \quad (1)$$

$$\Omega_f = \frac{J_f}{|J_f|}, \quad J_f(t) = \int_{\upsilon \in \mathbb{S}} \upsilon f(\upsilon,t) d\upsilon. \quad (2)$$

where $\Delta_\omega$, $\nabla_\omega$, and $\nabla_\omega$ are the Laplace–Beltrami, divergence, and gradient op-

erators on the sphere. The vector $J_f \in \mathbb{R}^n$ is the first moment associated to $f$ (the
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cal density, critical exponent, rate of convergence, self-propelled particles, alignment interaction, Vicsek model.
measure on the sphere is the uniform measure such that \( \int_{S} d\upsilon = 1 \), and \( \Omega_f \in S \) represents the mean direction of the distribution \( f \).

The first term of the right-hand side of (1) is an alignment term towards \( \Omega_f \), and the function \( \upsilon \) represents the strength of this alignment. The function \( \tau \) is the intensity of the diffusion on the sphere.

When \( \tau \) is a constant and \( \upsilon(|J_f|) = |J_f| \), we can recover the standard Smolu-
chowski equation on the sphere, with dipolar potential [11]. Indeed, the dipolar potential is given by \( K(\omega, \bar{\omega}) = -\omega \cdot \bar{\omega} \), and the equation can be recast as:

\[
\partial_t f = \nabla_\omega \cdot \left( f \nabla_\omega \left( \int_{S} K(\omega \cdot \bar{\omega}) f(\bar{\omega}, t) d\bar{\omega} \right) \right) + \tau \Delta_\omega f.
\]

Other classical kernels [8, 14, 15] for the study of semi-dilute and concentrated suspensions of polymers are the so-called Maier–Saupe potential \( K(\omega, \bar{\omega}) = -\frac{(\omega \cdot \bar{\omega})^2}{2} \), or the original Onsager potential \( K(\omega, \bar{\omega}) = |\omega \times \bar{\omega}| \). In these cases, there are a lot of studies regarding the phase transition phenomenon for equilibrium states [3, 4, 9, 10, 12, 13, 16–20], and in particular a hysteresis phenomenon occurs for the Maier–Saupe potential in dimension 3. The case of the dipolar potential has also been studied precisely [11], with an analysis of the rates of convergence to the equilibrium as time goes to infinity. In this case, there exists a so-called continuous phase transition for a critical threshold \( \tau_c \): when \( \tau < \tau_c \), the solution converges exponentially fast to a non-isotropic equilibrium; when \( \tau > \tau_c \) it converges exponentially fast to the uniform distribution. At the critical value \( \tau = \tau_c \), the solution converges to the uniform distribution at a rate \( t^{-1/2} \).

Here we study the modifications arising when \( \upsilon \) and \( \tau \) depend on \( |J_f| \), which can be motivated by some biological modeling (see [7] and references therein). In that case, we cannot use \( \tau \) as a bifurcation parameter anymore. Instead, we will use the initial mass \( \rho \) (a conserved quantity) as the key parameter to study the phase transition. We will assume that:

**Hypothesis 1.1.**

(i) The functions \( \upsilon \) and \( \tau \) are \( C^1 \), with \( \upsilon(0) = 0 \) and \( \tau > 0 \).

(ii) The function \( |J| \mapsto h(|J|) = \frac{\upsilon(|J|)}{\tau(|J|)} \) is an increasing function. We denote by \( \sigma \) its inverse, i.e.

\[
\kappa = h(|J|) \iff |J| = \sigma(\kappa).
\]

The first part of this hypothesis implies that we do not have any singularity of \( Q \) in (1) as \( |J_f| \to 0 \); if \( |J_f| = 0 \), we simply have \( Q(f) = \tau(0) \Delta_\omega f \). The second part is made for the sake of simplicity. It leaves enough flexibility to reveal key behaviors in terms of phase transitions. It would be easy to remove it at the price of an increased technicality. Additionally, it means that when \( f \) is more concentrated in the direction of \( \Omega_f \), the relative strength of the alignment force compared to diffusion is increased as well. This can be biologically motivated by the existence of some social reinforcement mechanism.

We will see that we can observe a wealth of phenomena, including hysteresis. The purpose of this note is to summarize the analytical results, as well as some numerical simulations which illustrate this phenomena. All the proofs are detailed in [6], where (1) arises as the spatially homogeneous version of a space-dependent kinetic equation, obtained as the mean-field limit of a self-propelled particle system interacting through alignment. This spatially homogeneous study is crucial to determine the macroscopic behavior of this space-dependent kinetic equation.
2. General study.

2.1. Existence and uniqueness. We first state results about existence, uniqueness, positivity and regularity of the solutions of (1). Under hypothesis 1.1, we have the following

Theorem 1. Given an initial finite non-negative measure $f_0$ in $H^s(S)$, there exists a unique weak solution $f$ of (1) such that $f(0) = f_0$. This solution is global in time.

Moreover, $f \in C^\infty((0, +\infty) \times S)$, with $f(t, \omega) > 0$ for all positive $t$, and we have the following instantaneous regularity and uniform boundedness estimates (for $m \in \mathbb{N}$, the constant $C$ being independent of $f$), for all $t > 0$:

$$\|f(t)\|_{H^{s+m}}^2 \leq C \left(1 + \frac{1}{t^m}\right) \|f_0\|_{H^s}^2.$$ 

For later usage, we define $\Phi(|J|)$ as an anti-derivative of $h$: $\frac{d\Phi}{d|J|} = h(|J|)$. In this case, the dynamics of (1) corresponds to the gradient flow of the following free energy functional:

$$\mathcal{F}(f) = \int_S f \ln f \, d\omega - \Phi(|J_f|).$$

Indeed, if we define the dissipation term $\mathcal{D}(f)$ by

$$\mathcal{D}(f) = \tau(|J_f|) \int_S |\nabla_\omega (\ln f - h(|J_f|) \omega \cdot \Omega_f)|^2 \, d\omega,$$

we get the following conservation relation:

$$\frac{d}{dt} \mathcal{F}(f) = -\mathcal{D}(f) \leq 0. \quad (4)$$

2.2. Equilibria. We now define the von Mises distribution which provides the general shape of the non-isotropic equilibria of $Q$.

Definition 2.1. The von Mises distribution of orientation $\Omega \in S$ and concentration parameter $\kappa \geq 0$ is given by:

$$M_{\kappa\Omega}(\omega) = \frac{e^{\kappa \omega \cdot \Omega}}{\int_S e^{\kappa \nu \cdot \Omega} \, d\nu}. \quad (5)$$

The order parameter $c(\kappa)$ is defined by the relation

$$J_{M_{\kappa\Omega}} = c(\kappa)\Omega,$$

and has expression:

$$c(\kappa) = \frac{\int_0^\pi \cos \theta e^{\kappa \cos \theta} \sin^{n-2} \theta \, d\theta}{\int_0^\pi e^{\kappa \cos \theta} \sin^{n-2} \theta \, d\theta}. \quad (6)$$

The concentration parameter $c(\kappa)$ defines a one-to-one correspondence $\kappa \in [0, +\infty) \rightarrow c(\kappa) \in [0, 1)$. The case $\kappa = c(\kappa) = 0$ corresponds to the uniform distribution, while when $\kappa$ is large (or $c(\kappa)$ is close to 1), the von Mises distribution is closed to a Dirac delta mass at the point $\Omega$.

Some comments are necessary about the interval of definition of $\sigma$. First note that, under hypothesis 1.1, $h$ is defined from $[0, +\infty)$, with values in an interval $[0, \kappa_{\text{max}}]$, where we may have $\kappa_{\text{max}} = +\infty$. So $\sigma$ is an increasing function from $[0, \kappa_{\text{max}}]$ onto $\mathbb{R}_+$. Moreover, for later usage, we can define

$$\tau_0 = \tau(0) > 0, \quad \text{and} \quad \rho_\nu = \lim_{|\nu| \rightarrow 0} \frac{\nu |\nu|}{h(|\nu|)} = \frac{n\tau_0}{\nu'(0)}. \quad (7)$$
where \( \rho_c > 0 \) may be equal to \(+\infty\), and where we recall that \( n \) denotes the dimension.

The equilibria are given by the following proposition:

**Proposition 2.1.** The following statements are equivalent:

1. \( f \in C^2(\mathbb{S}) \) and \( Q(f) = 0 \).
2. \( f \in C^1(\mathbb{S}) \) and \( D(f) = 0 \).
3. There exists \( \rho \geq 0 \) and \( \Omega \in \mathbb{S} \) such that \( f = \rho M_{c \Omega} \), where \( \kappa \geq 0 \) satisfies the compatibility equation:

\[
\sigma(\kappa) = \rho c(\kappa). \tag{8}
\]

Let us first remark that the uniform distribution, corresponding to \( \kappa = 0 \) is always an equilibrium. Indeed, we have \( c(0) = \sigma(0) = 0 \) and (8) is satisfied.

However, Proposition 2.1 does not provide any information about the number of the non-isotropic equilibria. Indeed, equation (8) can be recast into:

\[
\frac{c(\kappa)}{\sigma(\kappa)} = \frac{1}{\rho_c} \quad \text{as} \quad \kappa \to 0 \quad \text{and} \quad \frac{c(\kappa)}{\sigma(\kappa)} \to 0 \quad \text{as} \quad \kappa \to \kappa_{\text{max}}. \tag{9}
\]

We deduce that this function reaches its maximum, and we define

\[
\rho_* = \min_{\kappa \in \mathbb{R}_+} \frac{\sigma(\kappa)}{c(\kappa)}. \tag{10}
\]

For \( \rho < \rho_* \), the only solution to the compatibility condition is \( \kappa = 0 \), and the only equilibrium is the uniform distribution \( f = \rho \). Except from these facts, we have no further direct information of this function \( \kappa \mapsto c(\kappa)/\sigma(\kappa) \), since \( c \) and \( \sigma \) are both increasing. Figure 1 depicts some examples of the possible shapes of the function \( \kappa \mapsto c(\kappa)/\sigma(\kappa) \).

We see that depending on the value of \( \rho \), the number of families of non-isotropic equilibria, given by the number of positive solutions of the equation (9), can be zero, one, two or even more. We now turn to the study of the stability of these equilibria, through the study of the rates of convergence.

**2.3. Rates of convergence to equilibrium.** The main tool to prove convergence of the solution to a steady state is LaSalle’s principle, that we recall here (the proof follows exactly the lines of [11]). By the conservation relation (4), we know that the free energy \( F \) is decreasing in time (and bounded from below since \( |J| \) is bounded). LaSalle’s principle states that the limiting value of \( F \) corresponds to an \( \omega \)-limit set of equilibria:

**Proposition 2.2.** LaSalle’s invariance principle.

Let \( f_0 \) be a positive measure on the sphere \( \mathbb{S} \). We denote by \( F_\infty \) the limit of \( F(f(t)) \) as \( t \to \infty \), where \( f \) is the solution to the modified Smoluchowski equation (1) with initial condition \( f_0 \).

Then the set \( \mathcal{E}_\infty = \{ f \in C^\infty(\mathbb{S}) \text{ s.t. } D(f) = 0 \text{ and } F(f) = F_\infty \} \) is not empty.
Figure 1. The green, blue, red and purple curves correspond to various possible profiles for the function $\kappa \mapsto \frac{c(\kappa)}{\sigma(\kappa)}$.

Furthermore $f(t)$ converges in any $H^s$ norm to this set of equilibria (in the following sense):

$$\lim_{t \to \infty} \inf_{g \in E_{\kappa}}\|f(t) - g\|_{H^s} = 0.$$  

Since we know the types of equilibria, we can refine this principle to adapt it to our problem:

**Proposition 2.3.** Let $f_0$ be a positive measure on the sphere $\mathbb{S}$, with initial mass $\rho$.

If no open interval is included in the set $\{\kappa, \rho c(\kappa) = \sigma(\kappa)\}$, then there exists a solution $\kappa_\infty$ to the compatibility solution (8) such that we have:

$$\lim_{t \to \infty} |J_f(t)| = \rho c(\kappa_\infty)$$

$$\forall s \in \mathbb{R}, \lim_{t \to \infty} \|f(t) - \rho M_{\kappa_\infty} \Omega_f(t)\|_{H^s} = 0.$$  

This last proposition helps us to characterize the $\omega$-limit set by studying the single compatibility equation (8).

When $\kappa = 0$ is the unique solution, then this gives us that $f$ converges to the uniform distribution. Otherwise, two cases are possible, either $\kappa_\infty = 0$, and $f$ converges to the uniform distribution, or $\kappa_\infty \neq 0$, and the only unknown behavior is the one of $\Omega_f(t)$. If we are able to prove that it converges to $\Omega_\infty \in \mathbb{S}$, then $f$ converges to a fixed non-isotropic steady-state $\rho M_{\kappa_\infty} \Omega_\infty$.

However, Proposition 2.3 does not give information about quantitative rates of convergence of $|J_f|$ to $\rho c(\kappa_\infty)$, and of $\|f(t) - \rho M_{\kappa_\infty} \Omega_f(t)\|_{H^s}$ to 0, as $t \to \infty$. So we now turn to the study of the behavior of the difference between the solution $f$ and a target equilibrium $\rho M_{\kappa_\infty} \Omega_f(t)$. 
This study consists in two types of expansion. If we expand the solution around the uniform equilibrium, some simple energy estimates give us exponential convergence when \( \rho < \rho_c \). But when we expand the solution around a non-isotropic equilibrium \( \rho_{M(\kappa)}(\Omega_f(t)) \), we see that the condition of stability is related to the monotonicity of the function \( \kappa \mapsto c(\kappa)/\sigma(\kappa) \). Hence we can see directly on the graph of this function (see examples on Figure 1) both the number of family of equilibria and their stability: if the function is decreasing, the family is stable. By contrast it is unstable when the function is increasing. When the difference between \( f \) and \( \rho_{M(\kappa)}(\Omega_f(t)) \) converges exponentially fast to 0 (on the stable branch), we are able to control the displacement of \( \Omega_f(t) \), which gives convergence to \( \Omega_\infty \in \mathcal{S} \). We then have convergence of \( f \) to a given equilibrium \( \rho_{M(\kappa)}(\Omega_\infty) \).

All these results are summarized in the following two theorems. In what follows, we say that a constant is a universal constant when it does not depend on the initial condition \( f_0 \) (that is to say, it depends only on \( \rho \), \( n \) and the coefficients of the equation \( \nu \) and \( \tau \), and on the exponent \( s \) of the Sobolev space \( H^s \) in which the result is stated).

**Theorem 2.** We have the following instability and exponential stability results around the uniform equilibrium:

- **Suppose that** \( \rho < \rho_c \). We define
  \[
  \lambda = (n - 1)\tau_0(1 - \frac{\rho}{\rho_c}) > 0.
  \]
  There exists a universal constant \( C \), such that if \( \|f_0 - \rho\|_{H^s} < \frac{\lambda}{C} \), then for all \( t \geq 0 \), we have
  \[
  \|f(t) - \rho\|_{H^s} \leq \frac{\|f_0 - \rho\|_{H^s}}{1 - \frac{\lambda}{C}\|f_0 - \rho\|_{H^s}} e^{-\lambda t}.
  \]
- **If** \( \rho > \rho_c \), and if \( J_{f_0} \neq 0 \), then we cannot have \( \kappa_\infty = 0 \) in Proposition 2.3: the solution cannot converge to the uniform equilibrium.

To study the stability around a non-isotropic equilibrium, we fix \( \rho \), and we denote by \( \kappa \) a positive solution to the compatibility equation (we will not write the dependence of \( c \) and \( \sigma \) on \( \kappa \) when there is no possible confusion). We denote by \( \mathcal{F}_\kappa \) the value of \( \mathcal{F}(\rho_{M(\kappa)}) \) (independent of \( \Omega \in \mathcal{S} \)).

**Theorem 3.** We have the following instability and exponential stability results when starting close to a non-isotropic equilibrium:

- **Suppose** \( (\frac{\sigma}{c})'(\kappa) > 0 \). For all \( s > \frac{n+1}{2} \), there exist universal constants \( \delta > 0 \) and \( C > 0 \), such that for any initial condition \( f_0 \) satisfying \( \|f_0 - \rho_{M(\kappa)}(\Omega)|_{H^s} < \delta \) for some \( \Omega \in \mathcal{S} \), there exists \( \Omega_\infty \in \mathcal{S} \) such that
  \[
  \|f - \rho_{M(\kappa)\Omega_\infty}\|_{H^s} \leq C\|f_0 - \rho_{M(\kappa)\Omega_0}\|_{H^s} e^{-\lambda t},
  \]
  where the rate is given by
  \[
  \lambda = \frac{c\tau(\sigma)}{\sigma'}\Delta_\kappa(\frac{\sigma}{c})'.
  \]
  The constant \( \Delta_\kappa \) is the best constant for the following weighted Poincaré inequality (see the appendix of [5] for more details on this constant, which does
not depend on \( \Omega \):
\[
\int_S |\nabla g|^2 \, M_{\kappa \Omega} \, d\omega \geq \Lambda_\kappa \left[ \int_S g^2 M_{\kappa \Omega} \, d\omega - \left( \int_S g \, M_{\kappa \Omega} \, d\omega \right)^2 \right].
\] (14)

- Suppose \( (\frac{\varphi}{\sigma})' (\kappa) < 0 \). Then any equilibrium of the form \( \rho M_{\kappa \Omega} \) is unstable, in the following sense: in any neighborhood of \( \rho M_{\kappa \Omega} \), there exists an initial condition \( f_0 \) such that \( F(f_0) < F_\kappa \). Consequently, in that case, we cannot have \( \kappa_\infty = \kappa \) in Proposition 2.3.

3. Second order phase transition. Let us now focus on the case where we always have \( (\frac{\varphi}{\sigma})' > 0 \) for all \( \kappa > 0 \) (see for example the lowest two curves of Figure 1). In this case, the compatibility equation (9) has a unique positive solution for \( \rho > \rho_c \).

With the results of the previous subsection about stability and rates of convergence, we obtain the behavior of the solution for any initial condition \( f_0 \) with initial mass \( \rho \).

- If \( \rho < \rho_c \), then the solution converges exponentially fast towards the uniform distribution \( f_\infty = \rho \).
- If \( \rho = \rho_c \), the solution converges to the uniform distribution.
- If \( \rho > \rho_c \) and \( J_{f_0} \neq 0 \), then there exists \( \Omega_\infty \) such that \( f \) converges exponentially fast to the von Mises distribution \( f_\infty = \rho M_{\kappa \Omega_\infty} \), where \( \kappa > 0 \) is the unique positive solution to the equation \( \rho \hat{c}(\kappa) = \sigma(\kappa) \).

The special case where \( J_{f_0} = 0 \) leads to the heat equation \( \partial_t f = \tau_0 \Delta_\omega f \). Its solution converges exponentially fast to the uniform distribution, but this solution is not stable under small perturbation of the initial condition. Let us remark that for some particular choice of the coefficients, as in [11], it is also possible to get an algebraic rate of convergence in the second case \( \rho = \rho_c \). For example when \( \sigma(\kappa) = \kappa \), we have \( \| f - \rho \| \leq C t^{-\frac{1}{2}} \) for \( t \) sufficiently large.

So we can describe the phase transition phenomena by studying the order parameter of the asymptotic equilibrium \( c = \frac{\| f_\infty \|}{\rho} \), as a function of the initial density \( \rho \).

We have \( c(\rho) = 0 \) if \( \rho \leq \rho_c \), and \( c \) is a positive continuous increasing function for \( \rho > \rho_c \). In the common situation where \( \frac{\varphi}{\sigma} = \frac{1}{\rho_c} - a \kappa \frac{1}{\kappa} + o(\kappa^\frac{1}{2}) \) when \( \kappa \to 0 \), it is easy to see, since \( c(\kappa) \sim \frac{1}{n} \kappa \) when \( \kappa \to 0 \), that we have
\[
c(\rho) \sim \bar{a}(\rho - \rho_c)^\beta, \text{ as } \rho \searrow \rho_c.
\] (15)

Since \( \frac{\varphi}{\sigma} \) is Lipschitz, we always have \( \beta \leq 1 \). So the first derivative of \( c \) is discontinuous at \( \rho = \rho_c \). This is the case of a second order phase transition (also called continuous phase transition). The critical exponent \( \beta \) can take arbitrary values in \((0, 1]\), as can be seen by taking \( h(|J|) \) such that \( \sigma(\kappa) = c(\kappa)(1 + \kappa^{\frac{1}{2}}) \).

In general, we have the following practical criterion, which ensures a second order phase transition.

**Lemma 1.** If \( h(|J|) \) is a non-increasing function of \( |J| \), then we have \( (\frac{\varphi}{\sigma})' > 0 \) for all \( \kappa > 0 \). In this case, the critical exponent \( \beta \) in (15), if it exists, can only take values in \([\frac{1}{2}, 1]\).
4. Hysteresis.

4.1. Typical example. We now turn to a specific example, where all the features presented in the stability study can be seen. We focus on the case where \( \nu(|J|) = |J| \), as in [11], but we now take \( \tau(|J|) = 1/(1 + |J|) \). From the modeling point of view, this occurs in the Vicsek model with vectorial noise (also called extrinsic noise) [1,2].

In this case, we have \( h(|J|) = |J| + |J|^2 \), so the assumptions of Lemma 1 are not fulfilled, and the function \( \sigma \) is given by \( \sigma(\kappa) = \frac{1}{2}(\sqrt{1 + 4\kappa} - 1) \).

Expanding \( \frac{\sigma}{\sigma} \) when \( \kappa \) is large or \( \kappa \) is close to 0, we get

\[
\frac{\sigma}{\sigma} = \begin{cases} \frac{1}{n} + \frac{1}{\sqrt{n}} + O(\kappa^2) & \text{as } \kappa \to 0, \\ \frac{1}{\sqrt{n}} + O(\kappa^{-1}) & \text{as } \kappa \to \infty. \end{cases}
\]

Consequently, there exist more than one family of non-isotropic equilibria when \( \rho \) is close to \( \rho_c = n \) (and \( \rho > \rho_c \)).

The function \( \kappa \mapsto \frac{c(\kappa)}{\sigma(\kappa)} \) can be computed numerically. The results are displayed in Figure 2 in dimensions \( n = 2 \) and \( n = 3 \).

![Figure 2](image)

**Figure 2.** The function \( \kappa \mapsto \frac{c(\kappa)}{\sigma(\kappa)} \), in dimensions 2 and 3.

We observe the following features:

- There exists a unique critical point \( \kappa_* \) for the function \( \frac{\omega}{\sigma} \), corresponding to its global maximum \( \frac{1}{\rho_*} \) (in dimension 2, we obtain numerically \( \rho_* \approx 1.3726 \) and \( \kappa_* \approx 1.2619 \), in dimension 3 we get \( \rho_* \approx 1.8602 \) and \( \kappa_* \approx 1.9014 \)).

- The function \( \frac{\omega}{\sigma} \) is strictly increasing in \([0, \kappa_*)\) and strictly decreasing on \((\kappa_*, \infty)\).

From these properties, it follows that the solution associated to an initial condition \( f_0 \) with mass \( \rho \) can exhibit different types of behavior, depending on the three following regimes for \( \rho \).
If $\rho < \rho_*$, the solution converges exponentially fast to the uniform equilibrium $f_\infty = \rho$.

If $\rho_* < \rho < n$, there are two families of stable solutions: either the uniform equilibrium $f = \rho$ or the von Mises distributions of the form $\rho M_{\kappa, \Omega}$, for $\Omega \in \mathbb{S}$ where $\kappa$ is the unique solution with $\kappa > \kappa_*$ of the compatibility equation (8).

If $f_0$ is sufficiently close to one of these equilibria, there is exponential convergence to an equilibrium of the same family.

The von Mises distributions of the other family (corresponding to solution of (8) such that $0 < \kappa < \kappa_*$) are unstable in the sense given in Theorem 3.

If $\rho > n$ and $J_{f_0} \neq 0$, then there exists $\Omega_\infty \in \mathbb{S}$ such that $f$ converges exponentially fast to the von Mises distribution $\rho M_{\kappa, \Omega_\infty}$, where $\kappa$ is the unique positive solution to the compatibility equation $\rho c(\kappa) = \sigma(\kappa)$.

At the critical point $\rho = \rho_*$, the uniform equilibrium is stable (and for any initial condition sufficiently close to it, the solution converges exponentially fast to it), but the stability of the family of von Mises distribution $\{\rho_* M_{\kappa, \Omega}, \Omega \in \mathbb{S}\}$ is unknown.

At the critical point $\rho = n$, the family of von Mises distribution $\{n M_{\kappa, \Omega}, \Omega \in \mathbb{S}\}$ is stable, where $\kappa_*$ is the unique positive solution of (8). For any initial condition sufficiently close to $n M_{\kappa, \Omega}$ for some $\Omega \in \mathbb{S}$, there exists $\Omega_\infty$ such that the solution converges exponentially fast to $n M_{\kappa_*, \Omega_\infty}$. However, in this case, the stability of the uniform distribution $f = n$ is unknown.

As previously, in the special case $f_0 = 0$, the equation reduces to the heat equation and the solution converges to the uniform equilibrium.

Since $c(\kappa)$ is an increasing function of $\kappa$, we can invert this relation $\kappa \mapsto c(\kappa)$ into $c \mapsto \kappa(c)$ and express the density $\rho = \frac{\sigma(\kappa(c))}{\sigma(c)}$ as a function of $c$. The result is depicted in Figure 3 for dimension 2 or 3. With this picture, we recover the phase diagram in a conventional way: the possible order parameters $c$ for the different equilibria are given as functions of $\rho$. The dashed lines correspond to branches of equilibria which are unstable.

We can also obtain the corresponding diagrams for the free energy and the rates of convergences. For this particular example, the free energies $F(\rho)$ and $F_\kappa$ (we recall that they correspond respectively to the free energy of the uniform distribution and of a von Mises distribution $\rho M_{\kappa, \Omega}$ for a positive solution $\kappa$ of the compatibility equation (8), including both stable and unstable branches) are given by

\[
F(\rho) = \rho \ln \rho,
\]

\[
F_\kappa = \rho \ln \rho + (\rho \ln M_{\kappa, \Omega})_M - \frac{1}{2} \sigma^2 - \frac{1}{3} \sigma^3
\]

\[
= \rho \ln \rho - \rho \ln \int e^{\kappa \cos \theta} \, d\omega - \frac{1}{6} (\kappa - \sigma) + \frac{2}{3} \sigma \kappa.
\]

The plots of these functions are depicted in dimensions 2 and 3 are depicted on the left part of Figure 4. Since the functions are very close in the figure for some range of interest, we depict the difference $F_\kappa - F(\rho)$ in a more appropriate scale, in the right part of Figure 4. The dashed lines correspond to unstable branches of equilibria.

We observe that the free energy of the unstable non-isotropic equilibria (in dashed line) is always above that of the uniform distribution. There exist $\rho_1 \in (\rho_*, \rho_\infty)$ and a corresponding solution $\kappa_1$ of the compatibility solution (8) (with $\kappa_1 > \kappa_*$, corresponding to a stable family of non-isotropic equilibria) such that $F_{\kappa_1} = F(\rho_{\infty})$. 
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F_\kappa = \rho \ln \rho + (\rho \ln M_{\kappa, \Omega})_M - \frac{1}{2} \sigma^2 - \frac{1}{3} \sigma^3
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= \rho \ln \rho - \rho \ln \int e^{\kappa \cos \theta} \, d\omega - \frac{1}{6} (\kappa - \sigma) + \frac{2}{3} \sigma \kappa.
\]

The plots of these functions are depicted in dimensions 2 and 3 are depicted on the left part of Figure 4. Since the functions are very close in the figure for some range of interest, we depict the difference $F_\kappa - F(\rho)$ in a more appropriate scale, in the right part of Figure 4. The dashed lines correspond to unstable branches of equilibria.

We observe that the free energy of the unstable non-isotropic equilibria (in dashed line) is always above that of the uniform distribution. There exist $\rho_1 \in (\rho_*, \rho_\infty)$ and a corresponding solution $\kappa_1$ of the compatibility solution (8) (with $\kappa_1 > \kappa_*$, corresponding to a stable family of non-isotropic equilibria) such that $F_{\kappa_1} = F(\rho_{\infty})$. 
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F_\kappa = \rho \ln \rho + (\rho \ln M_{\kappa, \Omega})_M - \frac{1}{2} \sigma^2 - \frac{1}{3} \sigma^3
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The plots of these functions are depicted in dimensions 2 and 3 are depicted on the left part of Figure 4. Since the functions are very close in the figure for some range of interest, we depict the difference $F_\kappa - F(\rho)$ in a more appropriate scale, in the right part of Figure 4. The dashed lines correspond to unstable branches of equilibria. 

We observe that the free energy of the unstable non-isotropic equilibria (in dashed line) is always above that of the uniform distribution. There exist $\rho_1 \in (\rho_*, \rho_\infty)$ and a corresponding solution $\kappa_1$ of the compatibility solution (8) (with $\kappa_1 > \kappa_*$, corresponding to a stable family of non-isotropic equilibria) such that $F_{\kappa_1} = F(\rho_{\infty})$. 

\[
F(\rho) = \rho \ln \rho,
\]

\[
F_\kappa = \rho \ln \rho + (\rho \ln M_{\kappa, \Omega})_M - \frac{1}{2} \sigma^2 - \frac{1}{3} \sigma^3
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\[
= \rho \ln \rho - \rho \ln \int e^{\kappa \cos \theta} \, d\omega - \frac{1}{6} (\kappa - \sigma) + \frac{2}{3} \sigma \kappa.
\]
If $\rho < \rho_1$, the global minimizer of the free energy is the uniform distribution, while if $\rho > \rho_1$, then the global minimum is reached for the family of stable von Mises equilibria. The physical relevance of this value is not clear though, as we will see in the numerical illustration of the next subsection.

The rates of convergence to the stable equilibria, following Theorems 2 and 3, are given by

$$
\lambda_0 = (n-1)(1 - \frac{\rho}{n}), \text{ for } \rho < \rho_c = n,
$$

$$
\lambda_\kappa = \frac{1}{1 + \sigma} \Lambda_\kappa (1 - (\frac{1}{c} - \frac{n-1}{\kappa})\sigma(1 + 2\sigma)), \text{ for } \rho > \rho_*,
$$

where $\lambda_0$ is the rate of convergence to the uniform distribution $\rho$, and $\lambda_\kappa$ is the rate of convergence to the stable family of von Mises distributions $\rho M_{\kappa} \Omega$, where $\kappa$ is the unique solution of the compatibility condition (8) such that $\kappa > \kappa_*$. Details for the numerical computation of the Poincaré constant $\Lambda_\kappa$ are given in the appendix of [5]. The computations in dimensions 2 and 3 are depicted in Figure 5.

4.2. Numerical illustrations of the hysteretic phenomenon. In order to highlight the role of the density $\rho$ as the key parameter for this phase transition, we introduce the probability density function $\tilde{f} = \frac{1}{\rho}$ and we get

$$
\partial_t \tilde{f} = \tau(\rho|J_\tilde{f}|) \Delta_\omega \tilde{f} - \nu(\rho|J_\tilde{f}|) \nabla_\omega \cdot (\tilde{f} \nabla_\omega (\Omega_{\tilde{f}} \cdot \omega)). \tag{16}
$$

When $\rho$ is constant, this equation is equivalent to (1). We now consider $\rho$ as a parameter varying slowly with time (compared to the time scale of the convergence to equilibrium, see Figure 5). If this parameter starts from a value $\rho < \rho_*$, and increases slowly, the only stable distribution is initially the uniform distribution $\tilde{f} = 1$, and it remains stable. So we expect that the solution stays close to it,
Figure 4. Free energy levels of the different equilibria (left), and difference of free energies $F_\kappa - F(\rho)$ (right), as functions of the density, in dimensions 2 and 3.

Until $\rho$ reaches the critical value $\rho_c$. For $\rho > \rho_c$, the only stable equilibria are the von Mises distributions, and the solution converges to one of these equilibria. The order parameter defined as $c(f) = |J_\tilde{f}|$, then jumps from 0 to $c_c = c(\kappa_c)$. If then the density $\rho$ is further decreased slowly, the solution stays close to a von Mises distribution, and the order parameter slowly decreases, until $\rho$ reaches $\rho_*$ back. For $\rho < \rho_c$, the only stable equilibrium is the uniform distribution, and the concentration parameter jumps from $c_* = c(\kappa_*)$ to 0. This is a hysteresis phenomenon: the concentration parameter describes an oriented loop called hysteresis loop.

Let us now present some numerical simulations of the system (16) in dimension $n = 2$. We start with an initial condition which is a small perturbation of the uniform distribution, and we take $\rho = 1.75 - 0.75 \cos(\frac{\pi}{T}t)$, with $T = 500$. We use a standard central finite different scheme (with 100 discretization points), implicit in time (with a time step of 0.01). The only problem with this approach is that the solution converges so strongly to the uniform distribution for $\rho < \rho_c$, so after passing $\rho_c$, the linear rate of explosion for $\tilde{J}_f$ is given by $c(\frac{\rho_c}{\rho_c - 1})t$, and is very slow when $\rho$ is close to $\rho_c$. So since $\tilde{J}_f$ is initially very small when passing the threshold $\rho = \rho_c$ we would have to wait extremely long in order to see the convergence to the stable von Mises distribution. To overcome this problem, we adding a threshold $\varepsilon$ and
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$\rho^*$

$\rho^*$

$\rho^*$

Figure 5. Rates of convergence to both types of stable equilibria, as functions of the density $\rho$, in dimensions 2 and 3.

strengthen $|J_f|$ when $\|\tilde{f} - 1\|_{\infty} \leq \varepsilon$, by

$$
\tilde{f} \sim \tilde{f} + \max(0, \varepsilon - \|\tilde{f} - 1\|_{\infty}) \Omega \cdot \omega.
$$

We note that this transformation that we still have $\|\tilde{f} - 1\|_{\infty} \leq \varepsilon$ if it was the case before applying the transformation.

Figure 6 depicts the result of a numerical simulation with a threshold $\varepsilon = 0.02$. We clearly see this hysteresis cycle, which agrees very well with the theoretical diagram. The jumps at $\rho = \rho_*$ and $\rho = \rho_c$ are closer to the theoretical jumps when $T$ is very large. We were not able to see any numerical significance of the value $\rho_1$ (for which uniform and non-isotropic distributions have the same free energy) in all these numerical simulations. In particular, $\rho_1$ is close to $\rho_*$ (see Figure 4), so in most of the cases where both uniform and non-isotropic distribution are stable, the uniform distribution is not the global minimizer of the free energy, but in practical, metastability is very strong, and the solution still converges to the uniform distribution.

5. Conclusion. In this note, we have given the summary of strong results on the stability and instability of the equilibrium states of the modified Smoluchowski equation (1). This allows to have a precise description of the dynamics of the solution when time goes to infinity: it converges exponentially fast to a fixed equilibrium, with explicit formulas for the rates of convergence. We have also exhibited a specific example in which we observe a first order phase transition with a hysteresis loop (in contrast with the second order phase transition of the original Smoluchowski equation with dipolar potential [11]). The details of the proofs will be found in a longer paper [6] as well as numerical comparisons between the particle and kinetic models to confirm that the hysteresis is really intrinsic to the system and not simply an artifact of the kinetic modeling.
Figure 6. Hysteresis loop for the concentration parameter $c$ in a numerical simulation of the kinetic equation (16), with time varying $\rho$, in dimension 2. The red curve is the theoretical curve, the blue one corresponds to the simulation.
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Abstract. We construct a Lipschitz metric for conservative solutions of the Cauchy problem on the line for the two-component Camassa–Holm system
\[ u_t - u_{txx} + 3uu_x - 2u_xu_{xx} - uu_{xxx} + \rho \rho_x = 0, \]
and
\[ \rho_t + (u\rho)_x = 0, \]
with given initial data \((u_0, \rho_0)\). The Lipschitz metric \(d_{DM}\) has the property that for two solutions \(z(t) = (u(t), \rho(t), \mu(t))\) and \(\tilde{z}(t) = (\tilde{u}(t), \tilde{\rho}(t), \tilde{\mu}(t))\) of the system we have
\[ d_{DM}(z(t), \tilde{z}(t)) \leq C_{M,T} d_{DM}(z_0, \tilde{z}_0) \]
for \(t \in [0, T]\). Here the measure \(\mu(t)\) is such that its absolutely continuous part equals the energy \((u^2 + u^2_x + \rho^2)(t)dx\), and the solutions are restricted to a ball of radius \(M\).

1. Introduction. The two-component Camassa–Holm (2CH) system, which was first derived in [21, Eq. (43)], is given by
\[ u_t - u_{txx} + 3uu_x - 2u_xu_{xx} - uu_{xxx} + \rho \rho_x = 0, \]
\[ \rho_t + (u\rho)_x = 0, \]
or equivalently
\[ u_t + uu_x + P_x = 0, \]
\[ \rho_t + (u\rho)_x = 0, \]
where \(P_x = uu_x - u_{xx} - uu_{xx} + \rho \rho_x\).
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where $P$ is implicitly defined by

$$P - P_{xx} = u^2 + \frac{1}{2} u_x^2 + \frac{1}{2} \rho^2. \quad (1.3)$$

The Camassa–Holm equation [6, 7] is obtained by considering the case when $\rho$ vanishes identically. The aim of this article is to present the construction of a Lipschitz metric for this system on the real line with vanishing asymptotics, that is, $u \in H^1$ and $\rho \in L^2$. The conservative solutions to (1.2) are constructed in [15] for non-vanishing asymptotics. A Lipschitz metric for the system with periodic boundary conditions is given in [17]. We here combine the two approaches by constructing a Lipschitz metric for conservative, decaying solutions. The preservation of the energy is needed in the proofs so that the construction of the metric only applies to vanishing asymptotics. Here we rather describe and motivate the general ideas behind the construction, which we hope can be of interest in the study of other related equations. For more background on the two-component Camassa–Holm system, we refer to [15] and the references therein. For related papers, see [4, 5, 19, 18].

2. Relaxation of the equations by the introduction of Lagrangian coordinates. The change of coordinates from Eulerian to Lagrangian coordinates has relaxation properties which are well-known for the Burgers equation, viz.

$$u_t + uu_x = 0. \quad (2.1)$$

Lagrangian coordinates are defined by characteristics

$$y_t(t, \xi) = u(t, y(t, \xi)),$$

which give the position of a particle which moves in the velocity field $u$ and its velocity, known as the Lagrangian velocity, is given by

$$U(t, \xi) = u(t, x), \quad x = y(t, \xi).$$

The method of characteristics consists of rewriting (2.1) in terms of the Lagrangian variables and yields

$$y_t = U, \quad U_t = 0. \quad (2.2)$$

Comparing (2.1) to (2.2), we observe that we start with a nonlinear and partial (derivatives with respect to $t$ and $x$) differential equation and end up with a linear and ordinary (derivative only with respect to $t$) differential equation. We get rid of the nonlinear convection term, and (2.2) is nothing but Newton’s law, which states that the acceleration is constant in the absence of forces. A well-known drawback of the change of coordinates from Eulerian to Lagrangian coordinates is that it doubles the dimension of the problem: We start with a scalar equation and end up with a system of dimension two. This is an important issue and we will deal with it in Section 4. However, in return, we gain the possibility to represent a larger class of objects or, more precisely in our case, to increase the regularity of the unknown functions. Let us make this imprecise statement clearer by an example and, to do so, we drop the dependence in $t$ in the notation, as we look at singularities in the space variable. The function $u(x)$ can be represented by its graph $(x, u(x))$ but this graph can itself be represented as a parametric curve, namely, $(y(\xi), U(\xi))$ and, as
we know, the set of graphs is smaller than the set of parametric curves. As far as regularity is concerned, the Heaviside function

\[ h(x) = \begin{cases} 
0 & \text{if } x < 0, \\
1 & \text{if } x \geq 0,
\end{cases} \]

is only of bounded variation but it can be represented in Lagrangian coordinates by the following pair of more regular (in this case Lipschitz) functions

\[ y(\xi) = \begin{cases} 
\xi & \text{if } \xi < 0, \\
0 & \text{if } \xi \in [0, 1), \\
\xi - 1 & \text{if } \xi \geq 1,
\end{cases} \quad H(\xi) = \begin{cases} 
0 & \text{if } \xi < 0, \\
\xi & \text{if } \xi \in [0, 1), \\
1 & \text{if } \xi \geq 1,
\end{cases} \tag{2.3} \]

Indeed, \((x, h(x))\) and \((y(\xi), H(\xi))\) represent one and the same curve, except for the vertical line joining the origin to the point \((0, 1)\). We will return to this example later. The solution of the Camassa–Holm equation (i.e., where \(\rho\) vanishes identically) experiences in general wave breaking (i.e., loss of of regularity in the sense that the spatial derivative becomes unbounded while keeping the \(H^1\) norm finite) in finite time ([9, 10, 11]) and the antisymmetric peakon-antipeakon solution, which is described in [18] and depicted in Figure 1, helps us to understand how the solutions can be prolonged in a way which preserves the energy.

At collision time \(t_c\), we have

\[
\lim_{t \to t_c} u(t, x) = 0 \text{ in } L^\infty, \\
\lim_{t \to t_c} u_x(t, 0) = -\infty,
\]

while the \(H^1\) norm is constant so that \(\lim_{t \to t_c} \|u(t, \cdot)\|_{H^1} = \|u(0, \cdot)\|_{H^1}\). To obtain the conservative solution, we need to track the amount and the location of the concentrated energy. The function \(u\) alone cannot provide this information as \(u(t_c, \cdot)\) is identically zero. Thus, we have to introduce an extra variable to describe the solutions. In Lagrangian variables, it takes the form of the cumulative energy \(H(t, \xi)\), which is given by

\[
H(t, \xi) = \int_{-\infty}^{y(\xi,t)} (u^2 + u_x^2 + \rho^2)(x)dx. \tag{2.4}
\]

We will introduce later its counter-part in Eulerian variables. Equation (1.1b) transports the density \(\rho\). Formally, after changing variables, we have \(\rho(x) \, dx =
\[
\rho(y)\, dy = \rho(y)\, y_\xi\, d\xi,
\]
so that the Lagrangian variable corresponding to \(\rho\) is given by
\[
r(t, \xi) = \rho(t, y(t, \xi))y_\xi(t, \xi),
\tag{2.5}
\]

Next, we rewrite (1.2) in the Lagrangian variables \((y, U, H, r)\). We obtain the following system
\[
\zeta_t = U,
\]
\[
U_t = -Q,
\]
\[
H_t = U^3 - 2PU,
\]
\[
r_t = 0,
\tag{2.6}
\]
where \(\zeta(t, \xi) = y(t, \xi) - \xi,\)
\[
P(t, \xi) = \frac{1}{4} \int_\mathbb{R} \exp(-|y(t, \xi) - y(t, \eta)|)(U^2 y_\xi + H_\xi)(t, \eta)d\eta,
\tag{2.7}
\]
and
\[
Q(t, \xi) = -\frac{1}{4} \int_\mathbb{R} \text{sign}(y(t, \xi) - y(t, \eta)) \exp(-|y(t, \xi) - y(t, \eta)|)(U^2 y_\xi + H_\xi)(t, \eta)d\eta.
\tag{2.8}
\]
See [15] for more details on this derivation. After differentiation, we obtain
\[
y_\xi_t = U_\xi,
\tag{2.9a}
\]
\[
U_\xi_t = \frac{1}{2}H_\xi + \left(\frac{1}{2}U^2 - P\right)y_\xi,
\tag{2.9b}
\]
\[
H_\xi_t = (3U^2 - 2P)U_\xi - 2QUy_\xi,
\tag{2.9c}
\]
\[
r_t = 0.
\tag{2.9d}
\]
This system is semilinear and we recognize some features observed earlier for the Burgers equation: We start from a nonlinear partial differential equation and we end up with a system of ordinary differential equations which is **semilinear**. We consider the system as an ordinary differential equation because the order of the spatial derivative is the same on both sides of the equation, so that the existence and uniqueness of solutions can be established by a contraction argument. Finally, it is important to recall in this section the geometric nature of the Camassa–Holm equation. The equation is a geodesic in the group of diffeomorphism for the \(H^1\) norm, see, e.g., [12], as the Burgers equation for the \(L^2\) norm. Using the connection between geometry and fluid mechanics, as presented in [1], the function \(t \mapsto y(t, \xi)\) can then be understood as a path in the group of diffeomorphisms. Thus besides the relaxation properties we have just described, this interpretation adds a direct geometrical relevance to use of Lagrangian coordinates, see also [13] for the system.

3. Semigroup in Lagrangian coordinates. In [15, Theorem 3.2], we prove by a contraction argument that short-time solutions to (2.6) exist in a Banach space, which we will here denote \(E\) and define as follows. Let \(V\) be the Banach space defined by
\[
V = \{ f \in L^\infty \mid f_\xi \in L^2 \}
\]
and the norm of \(V\) is given by \(\|f\|_V = \|f\|_{L^\infty} + \|f_\xi\|_{L^2}\). We set \(E\)
\[
E = V \times H^1 \times V \times L^2
\]
with the following norm \( \|X\| = \|\zeta\|_V + \|U\|_{H^1} + \|H\|_V + \|r\|_{L^2} \) for any \( X = (\zeta, U, H, r) \in E \). Given a constant \( M > 0 \), we denote by \( B_M \) the ball

\[
B_M = \{ X \in E \mid \|X\| \leq M \}.
\] (3.1)

Short-time solutions of (2.9) cannot in general be extended to global solutions. The challenge is to identify an appropriate set of initial data for which one can construct global solutions that at the same time preserve the structure of the equations, allowing us to return to the Eulerian variables. There are intrinsic relations between the variables in (2.9) that need to be conserved by the solution. This is handled by the set \( G \) defined below. In particular, the set \( G \) is preserved by the flow.

**Definition 3.1.** The set \( G \) is composed of all \( (\zeta, U, H, r) \in E \) such that

\[
(\zeta, U, H, r) \in [W^{1,1}]^3 \times L^\infty, \tag{3.2a}
\]

\[
y_\xi \geq 0, H_\xi \geq 0, y_\xi + H_\xi > 0 \text{ almost everywhere, and } \lim_{\xi \to -\infty} H(\xi) = 0, \tag{3.2b}
\]

\[
y_\xi H_\xi = y_\xi^2 U^2 + U_\xi^2 + r^2 \text{ almost everywhere,} \tag{3.2c}
\]

where we denote \( y(\xi) = \zeta(\xi) + \xi \).

The condition \( y_\xi \geq 0 \) implies that the mapping \( \xi \mapsto y(\xi) \) is almost a diffeomorphism. The solution develop singularities exactly when this mapping ceases to be a diffeomorphism, that is, when \( y_\xi = 0 \) in some regions. The condition (3.2c) shows that the variables \((y, U, H, r)\) are strongly coupled. In fact, when \( y_\xi \neq 0 \), we can recover \( H \) from (3.2c). It reflects the fact that \( H_\xi \) represents, in Lagrangian coordinates, the energy density of \( u \) and \( \rho \) (that is, \( (u^2 + u_x^2 + \rho^2)dx \) in Eulerian coordinates) and therefore, when the solution is smooth, it can be computed from the variables \( y, U \), and \( r \). Note that the coupling between \( H \) and \((y, U, r)\) disappears when \( y_\xi = 0 \), which is precisely the moment when collisions occur and when we need the information \( H \) provides on the energy to prolong the solution. The identity makes also clear the smoothing property of the Camassa–Holm system. If \( r_0 \geq c > 0 \) for some constant \( c \), this property is preserved and then \( y_\xi \) never vanishes. The solution keeps the same degree of regularity it has initially, see [15].

As in [15, Theorem 3.6], we obtain the Lipschitz continuity of the semigroup

**Theorem 3.2.** For any \( \tilde{X} = (\tilde{y}, \tilde{U}, \tilde{H}, \tilde{r}) \in G \), the system (2.6) admits a unique global solution \( X(t) = (y(t), U(t), H(t), r(t)) \) in \( C^1(\mathbb{R}^+, E) \) with initial data \( \tilde{X} = (\tilde{y}, \tilde{U}, \tilde{H}, \tilde{r}) \). We have \( X(t) \in G \) for all times. If we equip \( G \) with the topology induced by the \( E \)-norm, then the mapping \( S : G \times \mathbb{R}_+ \to G \) defined by

\[
S_t(X) = X(t)
\]

is a Lipschitz continuous semigroup. More precisely, given \( M > 0 \) and \( T > 0 \), there exists a constant \( C_M \) which depends only on \( M \) and \( T \) such that, for any two elements \( X_\alpha, X_\beta \in G \cap B_M \), we have

\[
\|S_t X_\alpha - S_t X_\beta\| \leq C_M \|X_\alpha - X_\beta\| \tag{3.3}
\]

for any \( t \in [0, T] \).
4. Relabeling symmetry. The equations are well-posed in Lagrangian coordinates. We want to transport this result back to Eulerian coordinates. If the two sets of coordinates were in bijection, then it would be straightforward but, as mentioned earlier, Lagrangian coordinates increase the number of unknowns from two \((u \text{ and } \rho)\) to four (the components of \(X\)), which indicates that such a bijection does not exist. There exists a redundancy in Lagrangian coordinates and the goal of this section is precisely to identify this redundancy, in order to be able to define the correct equivalence classes. This redundancy is also present in the case of the Burgers equation when we define the Cauchy problem for both (2.1) and (2.2). To the initial condition \(u(0,x) = u_0(x)\) for (2.1), there corresponds infinitely many parametrizations of the initial conditions for (2.2) given by

\[ y(0,\xi) = f(\xi), \quad U(0,\xi) = u_0(f(\xi)), \]

for an arbitrary diffeomorphism \(f\). As also mentioned earlier, the representation of a graph is uniquely defined by a single function while there are infinitely many different parametrizations of any given curve. We will use the term relabeling for this lack of uniqueness in the characterization of one and the same curve.

We now define the relabeling functions as follows.

**Definition 4.1.** We denote by \(G\) the subgroup of the group of homeomorphisms from \(\mathbb{R}\) to \(\mathbb{R}\) such that

\[
\begin{align*}
    f - \text{Id} \text{ and } f^{-1} - \text{Id} & \text{ both belong to } W^{1,\infty}, \quad (4.1a) \\
    f_\xi - 1 & \text{ belongs to } L^2, \quad (4.1b)
\end{align*}
\]

where \(\text{Id}\) denotes the identity function. Given \(\kappa > 0\), we denote by \(G_\kappa\) the subset \(G_\kappa\) of \(G\) defined by

\[ G_\kappa = \{ f \in G \mid \| f - \text{Id} \|_{W^{1,\infty}} + \| f^{-1} - \text{Id} \|_{W^{1,\infty}} \leq \kappa \}. \]

We refine the definition of \(G\) in Definition 3.1 by introducing the subsets \(\mathcal{F}_\kappa\) and \(\mathcal{F}\) as

\[ \mathcal{F}_\kappa = \{ X = (y,U,H,r) \in \mathcal{G} \mid y + H \in G_\kappa \}, \]

and

\[ \mathcal{F} = \{ X = (y,U,H,r) \in \mathcal{G} \mid y + H \in G \}. \quad (4.2) \]

The regularity requirement on the relabeling functions given in Definition 4.1 and the definition of \(\mathcal{F}\) are introduced in order to be able to define the action of \(G\) on \(\mathcal{F}\), that is, for any \(X = (y,U,H,r) \in \mathcal{F}\) and any function \(f \in G\), the function \((y \circ f, U \circ f, H \circ f, r \circ f f_\xi)\) belongs to \(\mathcal{F}\) and we will denote it by \(X \circ f\). This corresponds to the relabeling action. Note that relabeling acts differently on primary functions, as \(y, U\) and \(H\) (in this case, we have \((U, f) \mapsto U \circ f\)) and on derivatives or densities, as \(y_\xi, U_\xi, H_\xi\) and \(r\) (in that case we have \((r, f) \mapsto r \circ f f_\xi\)). The space \(\mathcal{F}\) is preserved by the governing equation (2.6) and, as expected, the semigroup of solutions in Lagrangian coordinates preserves relabeling, i.e., we have the following result.

**Lemma 4.2** ([15, Theorem 4.8]). The mapping \(S_t\) is equivariant, that is,

\[ S_t(X \circ f) = S_t(X) \circ f \]

for any \(X \in \mathcal{F}\) and \(f \in G\).
Now that we have identified the redundancy of Lagrangian coordinates as the action of relabeling, we want to handle it by considering equivalence classes. However, equivalence classes are rather abstract objects which will be hard to work with from an analytical point of view. We consider instead the section defined by \( F_0 \), which contains one and only one representative for each equivalence class, so that the quotient \( F/G \) is in bijection with \( F_0 \). Let us denote by \( \Pi \) the projection of \( F \) into \( F_0 \) defined as

\[
\Pi(X) = X \circ (y + H)^{-1}
\]

for any \( X = (y, U, H, r) \in F \). By definition, we have that \( X \) and \( \Pi(X) \) belong to the same equivalence class. We can check that the mapping \( \Pi \) is a projection, i.e., \( \Pi \circ \Pi = \Pi \), and that it is also invariant, i.e., \( \Pi(X \circ f) = \Pi(X) \). It follows that the mapping \( [X] \mapsto \Pi([X]) \) is a bijection from \( F/G \) to \( F_0 \).

5. Eulerian coordinates. In the method of characteristics, once the equation is solved in Lagrangian coordinates, we recover the solution in Eulerian coordinates by setting \( u(t, x) = U(t, y^{-1}(t, x)) \), where \( y^{-1}(t, x) \) denotes—assuming it exists—the inverse of \( \xi \mapsto y(t, \xi) \). The Burgers equation and the Camassa–Holm equation develop singularity because \( y \) does not remain invertible. In the case of the Burgers equation, \( u \) becomes discontinuous but the Camassa–Holm equation enjoys more regularity and \( u \) remains continuous. This is a consequence of the preservation of the \( H^1 \) norm, but it can also be seen from the Lagrangian point of view. Indeed, even if \( y \) is not invertible, we can define \( u(t, x) \) as

\[
u(t, x) = U(t, \xi) \text{ for any } \xi \text{ such that } x = y(t, \xi).
\]

This is well-defined because if there exist \( \xi_1 \) and \( \xi_2 \) such that \( x = y(t, \xi_1) = y(t, \xi_2) \), then \( y(t, \xi) = 0 \) for all \( \xi \in [\xi_1, \xi_2] \) because \( y \) is non-decreasing, see (3.2b). Then, by (3.2c), we get \( U(t, \xi) = 0 \) so that \( U(t, \xi_1) = U(t, \xi_2) \). Furthermore, as we explained earlier in the case of a peakon-antipeakon collision, some information is needed about the energy to prolong the solution after collision. If \( y \) is invertible, we recover the energy density in Eulerian coordinates as

\[
(u^2 + u_x^2 + \rho^2) \, dx = \frac{H_\xi}{y_\xi} \circ y^{-1} \, d\xi,
\]

which corresponds to the push-forward of the measure \( H_\xi \, d\xi \) with respect to \( y \), i.e.,

\[
(u^2 + u_x^2 + \rho^2) \, dx = y_\#(H_\xi \, d\xi).
\]

However, when \( y \) is not invertible (5.1) cannot be used and \( y_\#(H_\xi \, d\xi) \) may not be absolutely continuous so that (5.2) will not hold either. It motivates the introduction of the energy \( \mu \) defined here as \( y_\#(H_\xi \, d\xi) \), which represents the energy of the system. The set \( D \) of Eulerian coordinates is defined as follows.

**Definition 5.1.** The set \( D \) consists of all triples \((u, \rho, \mu)\) such that

1. \( u \in H^1, \rho \in L^2 \), and
2. \( \mu \) is a positive Radon measure whose absolutely continuous part, \( \mu_{ac} \), satisfies

\[
\mu_{ac} = (u^2 + u_x^2 + \rho^2) \, dx.
\]

It can be shown (see [15, Section 4]) that the identity (3.2c) is somehow equivalent to (5.3) but it is clear that, from an analytical point of view, it is easier to deal with an algebraic identity like (3.2c) than with a property like (5.3) which immediately requires tools from measure theory. We can show that \( D \) and \( F_0 \) are in bijection,
and the mappings between the two are given in the following definition. The first one has been already explained.

**Definition 5.2.** Given any element $X$ in $\mathcal{F}_0$, then $(u, \rho, \mu)$ defined as follows

$$
\begin{align*}
    u(x) &= U(\xi) \text{ for any } \xi \text{ such that } x = y(\xi), \\
    \rho(x) &= y_#(r \xi), \quad \mu = y_#(H_\xi d\xi),
\end{align*}
$$

belongs to $\mathcal{D}$. We denote by $M : \mathcal{F}_0 \to \mathcal{D}$ the map which to any $X$ in $\mathcal{F}_0$ associates $(u, \rho, \mu)$.

The mapping which we denoted by $L$, from $\mathcal{D}$ to $\mathcal{F}_0$ is defined as follows.

**Definition 5.3.** For any $(u, \rho, \mu)$ in $\mathcal{D}$ let

$$
\begin{align*}
    y(\xi) &= \sup\{y \mid \mu((-\infty, y)) + y < \xi\}, \\
    H(\xi) &= \xi - y(\xi), \\
    U(\xi) &= u \circ y(\xi), \\
    r(\xi) &= \rho \circ y(\xi)y_\xi(\xi).
\end{align*}
$$

We can see that the lack of regularity of $u$, which will occur when $\mu$ is singular or very large, is transformed into regions where the function $y$ is constant or almost constant. Using the relabeling degree of freedom, we manage to rewrite functions in $L^2$ and measures as bounded functions (in $L^\infty$). For example, for the peakon-antipeakon collision depicted in Figure 1, the initial data given by $u_0(x) = \rho_0(x) = 0$ and $\mu = \delta(x)\,dx$, which corresponds to the collision time, $t_c$, when the total energy is equal to one, yields $r(\xi) = U(\xi) = 0$ with $y(\xi)$ and $H(\xi)$ as defined in (2.3). We can check that, in this case $\delta(x)\,dx = y_#(H_\xi d\xi)$. Finally, we define the semigroup $T_t$ of conservative solutions in the original Eulerian variables $\mathcal{D}$ as

$$
T_t := M\Pi S_t L.
$$

6. **Lipschitz metric for the semigroup.** We apply the construction of the semigroup $T_t$ in Section 5, and we can check, as done in [15, Theorem 5.2], that, for given initial data $(u_0, \rho_0, \mu_0)$, if we denote $(u(t), \rho(t), \mu_t) = T_t(u_0, \rho_0, \mu_0)$, then $(u, \rho)$ are weak solutions to (1.2). Moreover, $\mu_t(\mathbb{R}) = \mu_0(\mathbb{R})$

so that the solutions are conservative. Our goal is to define a metric on $\mathcal{D}$ which makes the semigroup Lipschitz continuous. The Lipschitz continuity is a property of a semigroup which can be used to establish its uniqueness, see [3] and [2, Theorem 2.9]. By our construction, a metric for the semigroup $T_t$ is readily available. We can simply transport the topology of the Banach space $E$ from $\mathcal{F}_0$ to $\mathcal{D}$ and obtain, for two elements $(u, \rho, \mu)$ and $(\tilde{u}, \tilde{\rho}, \tilde{\mu})$,

$$
\|L(u, \rho, \mu) - L(\tilde{u}, \tilde{\rho}, \tilde{\mu})\|_E.
$$

We have

$$
\|L(u, \rho, \mu) - L(\tilde{u}, \tilde{\rho}, \tilde{\mu})\|_E.
$$

It can be proven that the projection $\Pi$ is continuous (see [15, Lemma 4.6]), but it is not Lipschitz (at least, we have been unable to prove it). Thus, even if $S_t$ is Lipschitz continuous, the semigroup $T_t$ is only continuous with respect to the metric $d_\mathcal{D}$ defined by (6.1). In the definition (6.1) of the metric, we let the section $\mathcal{F}_0$ play a special role, but this section is arbitrarily chosen. The set $\mathcal{F}_0$ is by construction
nonlinear (because of (3.2c)) and to use a linear norm to measure distances does not respect that. In fact, we want to measure the distance between equivalence classes. A natural starting point is to define, for \(X_\alpha, X_\beta \in \mathcal{F}\), \(\bar{J}(X_\alpha, X_\beta)\) as

\[
\bar{J}(X_\alpha, X_\beta) = \inf_{f, g \in \mathcal{G}} \|X_\alpha \circ f - X_\beta \circ g\|. \tag{6.2}
\]

The function \(\bar{J}\) is relabeling invariant, that is, \(\bar{J}(X_\alpha \circ f, X_\beta \circ g) = \bar{J}(X_\alpha, X_\beta)\) and measures precisely the distance between two equivalence classes. However, we have to deal with the fact that the linear norm of \(E\) does not play well with relabeling: It is not invariant with respect to relabeling, i.e., we do not have

\[
\|X \circ f\| = \|X\|. \tag{6.3}
\]

However, such a norm exists. Let \(B = \{X \in L^\infty \mid X_\xi \in L^1\}\).

Then,

\[
\|X \circ f\|_B = \|X \circ f\|_{L^\infty} + \|X_\xi \circ f f_\xi\|_{L^1} = \|X\|_{L^\infty} + \|X_\xi\|_{L^1} = \|X\|_B.
\]

To cope with the lack of relabeling invariance of \(\bar{J}\), we introduce \(J\) defined as follows.

**Definition 6.1.** Let \(X_\alpha, X_\beta \in \mathcal{F}\), we define \(J(X_\alpha, X_\beta)\) as

\[
J(X_\alpha, X_\beta) = \inf_{f_1, f_2 \in \mathcal{G}} \left( \|X_\alpha \circ f_1 - X_\beta\| + \|X_\alpha - X_\beta \circ f_2\| \right). \tag{6.4}
\]

The function \(J\) is not relabeling invariant, but we have \(J(X_\alpha, X_\beta) = 0\) if \(X_\alpha\) and \(X_\beta\) both belong to the same equivalence class. Moreover, the relabeling invariance is not strictly needed for our purpose and the following weaker property is enough. Given \(X_\alpha, X_\beta \in \mathcal{F}\) and \(f \in G_\kappa\), we have

\[
J(X_\alpha \circ f, X_\beta \circ f) \leq CJ(X_\alpha, X_\beta) \tag{6.5}
\]

for some constant \(C\) which depends only on \(\kappa\), see [16]. Note that, if the norm \(E\) were invariant, that is, (6.3) were fulfilled, then the function \(J\) and \(\bar{J}\) would be equivalent, because we would have \(\bar{J} \leq J \leq 2\bar{J}\).

**Remark 6.2.** We will make use of the following notation. The variable \(X\) is used as a standard notation for \((y, U, H, r)\). By the \(L^\infty\) norm of \(X\), we mean

\[
\|X\|_{L^\infty} = \|y - 1\|_{L^\infty} + \|U\|_{L^\infty} + \|H\|_{L^\infty}, \tag{6.6}
\]

and, by the \(L^2\) norm of the derivative \(X_\xi\), we mean

\[
\|X_\xi\|_{L^2} = \|y_\xi - 1\|_{L^2} + \|U_\xi\|_{L^2} + \|H_\xi\|_{L^2} + \|r\|_{L^2}, \tag{6.7}
\]

and, similarly,

\[
\|X_\xi\|_{L^\infty} = \|y_\xi - 1\|_{L^\infty} + \|U_\xi\|_{L^\infty} + \|H_\xi\|_{L^\infty} + \|r\|_{L^\infty}. \tag{6.8}
\]

From \(J\), we obtain a metric \(d\) by the following construction.

**Definition 6.3.** Let \(X_\alpha, X_\beta \in \mathcal{F}_0\), we define \(d(X_\alpha, X_\beta)\) as

\[
d(X_\alpha, X_\beta) = \inf \sum_{i=1}^N J(X_{n-1}, X_n) \tag{6.9}
\]

where the infimum is taken over all finite sequences \(\{X_n\}_{n=0}^N \subset \mathcal{F}_0\) which satisfy \(X_0 = X_\alpha\) and \(X_N = X_\beta\).
Lemma 6.4. The mapping \( d : \mathcal{F}_0 \times \mathcal{F}_0 \to \mathbb{R}_+ \) is a distance on \( \mathcal{F}_0 \), which is bounded as follows
\[
\frac{1}{2} \| X_\alpha - X_\beta \|_{L^\infty} \leq d(X_\alpha, X_\beta) \leq 2 \| X_\alpha - X_\beta \|. \tag{6.10}
\]

Proof. The first part of the proof is identical to [16] and we reproduce it here for convenience. For any \( X_\alpha, X_\beta \in \mathcal{F}_0 \), we have
\[
\| X_\alpha - X_\beta \|_{L^\infty} \leq 2J(X_\alpha, X_\beta). \tag{6.11}
\]

We have
\[
\| X_\alpha - X_\beta \|_{L^\infty} \leq \| X_\alpha - X_\alpha \circ f \|_{L^\infty} + \| X_\alpha \circ f - X_\beta \|_{L^\infty} 
\leq \| X_{\alpha, \xi} \|_{L^\infty} \| f - \text{Id} \|_{L^\infty} + \| X_\alpha \circ f - X_\beta \|_{L^\infty}. \tag{6.12}
\]

It follows from the definition of \( \mathcal{F}_0 \) that \( 0 \leq y_\xi \leq 1 \), \( 0 \leq H_\xi \leq 1 \) and \( |U_\xi| \leq 1 \) so that \( \| X_{\alpha, \xi} \|_{L^\infty} \leq 3 \). We also have
\[
\| f - \text{Id} \|_{L^\infty} = \| (y_\alpha + H_\alpha) \circ f - (y_\beta + H_\beta) \|_{L^\infty} \leq \| X_\alpha \circ f - X_\beta \|_{L^\infty}. \tag{6.13}
\]

Hence, from (6.12), we get
\[
\| X_\alpha - X_\beta \|_{L^\infty} \leq 4 \| X_\alpha \circ f - X_\beta \|_{L^\infty}. \tag{6.14}
\]

In the same way, we obtain \( \| X_\alpha - X_\beta \|_{L^\infty} \leq 4 \| X_\alpha - X_\beta \circ f \|_{L^\infty} \) for any \( f \in G \). After adding these two last inequalities and taking the infimum, we get (6.11). For any \( \varepsilon > 0 \), we consider a finite sequence \( \{X_n\}_{n=0}^N \subset \mathcal{F}_0 \) such that \( X_0 = X_\alpha \) and \( X_N = X_\beta \) and \( \sum_{i=1}^N J(X_{n-1}, X_n) \leq d(X_\alpha, X_\beta) + \varepsilon \). We have
\[
\| X_\alpha - X_\beta \|_{L^\infty} \leq \sum_{n=1}^N \| X_{n-1} - X_n \|_{L^\infty} 
\leq 2 \sum_{n=1}^N J(X_{n-1}, X_n) 
\leq 2(d(X_\alpha, X_\beta) + \varepsilon).
\]

After letting \( \varepsilon \) tend to zero, we get
\[
\| X_\alpha - X_\beta \|_{L^\infty} \leq 2d(X_\alpha, X_\beta). \tag{6.15}
\]

The second inequality in (6.10) follows from the definitions of \( J \) and \( d \). Indeed, we have
\[
d(X_\alpha, X_\beta) \leq J(X_\alpha, X_\beta) \leq 2 \| X_\alpha - X_\beta \|. \]

It is left to prove that \( d \) defines a metric. The symmetry is intrinsic in the definition of \( J \) while the construction of \( d \) from \( J \) takes care of the triangle inequality. From (6.10), we get that \( d(X_\alpha, X_\beta) = 0 \) implies \( (y_\alpha, U_\alpha, H_\alpha) = (y_\beta, U_\beta, H_\beta) \). By (3.2c), we get that \( r_\alpha^2 = r_\beta^2 \), but we cannot yet conclude that \( r_\alpha = r_\beta \). Let us define
\[
R_\alpha(\xi) = \int_{-\infty}^{\xi} r_\alpha(\eta)e^{-|\eta|} d\eta \quad \text{and} \quad R_\beta(\xi) = \int_{-\infty}^{\xi} r_\beta(\eta)e^{-|\eta|} d\eta.
\]

Then, we have, for any \( f \in G \),
\[
R_\alpha(\xi) - R_\beta(\xi) = -\int_{\xi}^{f(\xi)} r_\alpha(\eta)e^{-|\eta|} d\eta + \int_{-\infty}^{\xi} r_\alpha \circ f_\xi(e^{-|f(\eta)|} - e^{-|\eta|}) d\eta 
+ \int_{-\infty}^{\xi} (r_\alpha \circ f_\xi - r_\beta)e^{-|\eta|} d\eta. \tag{6.16}
\]
which implies
\[
\|R_\alpha - R_\beta\|_{L^\infty} \leq \|f - \text{Id}\|_{L^\infty} + \left\| \int_{-\infty}^\xi r_\alpha \circ f f_\xi(e^{-|f(\eta)|} - e^{-|\eta|}) \, d\eta \right\|_{L^\infty} \\
+ \left\| r_\alpha \circ f f_\xi - r_\beta \right\|_{L^2}.
\]
We have that
\[
\int_{-\infty}^\xi r_\alpha \circ f f_\xi(e^{-|f(\eta)|} - e^{-|\eta|}) \, d\eta = \int_{-\infty}^\xi r_\alpha \circ f f_\xi e^{-|f(\eta)|} (1 - e^{-|f(\eta)| - |\eta|}) \, d\eta
\]
implies
\[
\left\| \int_{-\infty}^\xi r_\alpha \circ f f_\xi(e^{-|f(\eta)|} - e^{-|\eta|}) \, d\eta \right\|_{L^\infty} \leq \left\| e^{|f(\xi)| - |\xi|} - 1 \right\|_{L^\infty} \| r_\alpha \|_{L^2} \left\| e^{-|\xi|} \right\|_{L^2} \\
\leq C \| r_\alpha \|_{L^2} \| f - \text{Id}\|_{L^\infty},
\]
for $C = e$ if we assume that $\| f - \text{Id}\|_{L^\infty} \leq 1$. Since $X_\alpha \in \mathcal{F}_0$ so that $y_\xi \leq 1$, we get from (3.2c) that $\| r_\alpha \|_{L^2} \leq \| H_\alpha \|_{L^\infty}^{1/2}$. Collecting the results obtained so far, we find that
\[
\| R_\alpha - R_\beta \|_{L^\infty} \leq (2 + C \| H_\alpha \|_{L^\infty}^{1/2}) \| X_\alpha \circ f - X_\beta \|
\]
for any $\| f - \text{Id}\|_{L^\infty} \leq 1$. Let us now assume that $d(X_\alpha, X_\beta) = 0$. For any $\varepsilon > 0$, we can find a sequence such that
\[
\sum_{n=1}^N \| X_n \circ f_n - X_{n-1} \| \leq \varepsilon.
\]
Using (6.13) and (6.14), we get $\| f_n - \text{Id}\|_{L^\infty} \leq \varepsilon$ and prove by induction that
\[
\| H_n \|_{L^\infty} \leq \sum_{i=1}^n \| X_i \circ f_i - X_{i-1} \|_{L^\infty} + \| H_\alpha \|_{L^\infty},
\]
for all $n \leq N$. Indeed, we have
\[
\| H_{n+1} \|_{L^\infty} = \| H_{n+1} \circ f_{n+1} \|_{L^\infty} \\
\leq \| H_{n+1} \circ f_{n+1} - H_n \|_{L^\infty} + \| H_n \|_{L^\infty} \\
\leq \sum_{i=1}^{n+1} \| X_i \circ f_i - X_{i-1} \|_{L^\infty} + \| H_\alpha \|_{L^\infty},
\]
after using the induction hypothesis. From (6.18), we get
\[
\| H_n \|_{L^\infty} \leq \varepsilon + \| H_\alpha \|.
\]
Hence, by choosing $\varepsilon \leq 1$, and using repeatedly (6.17), we obtain
\[
\| R_\alpha - R_\beta \|_{L^\infty} \leq \sum_{n=1}^N \| R_n - R_{n-1} \|_{L^\infty} \\
\leq (2 + C(\varepsilon + \| H_\alpha \|_{L^\infty})^{1/2}) \sum_{n=1}^N \| X_\alpha \circ f - X_\beta \| \\
\leq (2 + C(\varepsilon + \| H_\alpha \|_{L^\infty})^{1/2}) \varepsilon.
\]
After letting $\varepsilon$ tend to zero, this last inequality implies that $R_\alpha = R_\beta$ so that $r_\alpha = r_\beta$, which concludes the proof that $d$ is a metric.  

The Lipschitz estimate for the semigroup $S_t$ given in (3.3) is valid for initial data in $B_M$. Hence, as we want to use the same Lipschitz estimate for any of the $X_n$ in the sequence defining the metric in (6.9), we have to redefine this metric and require that all $X_n$ belong to $F_0 \cap B_M$. The problem is that $B_M$ is not preserved by the semigroup $S_t$, and we will not be able to use the same distance at later times. This is why we introduce the set

$$F^M = \{ X = (y, U, H, r) \in F \mid \| H \|_{L^\infty} \leq M \},$$

which is preserved by both relabeling and the semigroup. Note that $F^M$ has a simple physical interpretation as it corresponds to the set of all solutions which have total energy bounded by $M$. Moreover, following closely the proof of [16, Lemma 3.4], we obtain that for $X \in F_0$, the sets $B_M$ and $F^M$ are in fact equivalent, i.e., there exists $\bar{M}$ depending only on $M$ such that

$$F_0 \cap F^M \subset B_{\bar{M}}. \quad (6.19)$$

We set $F^M_0 = F_0 \cap F^M$ and define the metric $d^M$ as follows.

**Definition 6.5.** Let $d^M$ be the distance on $F^M_0$ which is defined, for any $X_\alpha, X_\beta \in F^M_0$, as

$$d^M(X_\alpha, X_\beta) = \inf \sum_{n=1}^N J(X_{n-1}, X_n) \quad (6.20)$$

where the infimum is taken over all finite sequences $\{X_n\}_{n=0}^N \subset F^M_0$ such that $X_0 = X_\alpha$ and $X_N = X_\beta$.

**Figure 2.** Illustration for the construction of the metric. The *horizontal* curves represent points which belong to the same equivalence class.

We can now state our main stability theorem...
Theorem 6.6. Given $T > 0$ and $M > 0$, there exists a constant $C_{M,T}$ which depends only on $M$ and $T$ such that, for any $X_\alpha, X_\beta \in \mathcal{F}_0^M$ and $t \in [0,T]$, we have
\begin{align}
    d^M(\Pi_S t X_\alpha, \Pi_S t X_\beta) &\leq C_{M,T} d^M(X_\alpha, X_\beta).
\end{align}
(6.21)

In fact due to the use of equivalent notations, the proof of the theorem is identical to [16, Theorem 3.6]. Here, we propose to present a simplified proof where we assume that the norm of $E$ is invariant with respect to relabeling, that is, (6.3) holds. By doing so, we hope that some general ideas behind the construction of the metric becomes clearer. Much of the construction can be understood from the illustration in Figure 2. In this figure, we denote $X'_\alpha = \Pi S_t (X_\alpha \circ f_0)$, $X'_\beta = \Pi S_t (X_\beta \circ g_1)$ and $X'_1 = \Pi S_t (X_1 \circ g_0) = \Pi S_t (X_1 \circ f_1)$. Let us imagine the (very improbable) case where the infimum in (6.20) and the infimum in (6.4) both are reached, so that $d^M(X_\alpha, X_\beta) = \|X_\alpha \circ f_0 - X_\beta \circ g_1\|$ and $d^M(X_\alpha, X_\beta) = \|X_\alpha \circ f_1 - X_\beta \circ g_1\|$. Then, we have
\begin{align}
    d^M(X'_\alpha, X'_\beta) &\leq J(X'_\alpha, X'_1) + J(X'_1, X'_\beta)
    = J(S_t (X_\alpha \circ f_0), S_t (X_\beta \circ g_1)) + J(S_t (X_\alpha \circ f_1), S_t (X_\beta \circ g_1))
    \leq \|S_t (X_\alpha \circ f_0) - S_t (X_\beta \circ g_1)\| + \|S_t (X_\alpha \circ f_1) - S_t (X_\beta \circ g_1)\|
    \leq C_{M,T} (\|X_\alpha \circ f_0 - X_\beta \circ g_0\| + \|X_\alpha \circ f_1 - X_\beta \circ g_1\|)
    = C_{M,T} d^M(X_\alpha, X_\beta),
\end{align}
which corresponds to the Lipschitz estimate of Theorem 6.6.

Simplified proof of Theorem 6.6. As we mentioned earlier, when the norm is invariant, then $J$ and $\bar{J}$ are equivalent. Here, it is simpler to consider $\bar{J}$. For $\varepsilon > 0$, there exist a finite sequence $\{X_n\}_{n=0}^N$ in $\mathcal{F}_0^M$ and functions $\{f_n\}_{n=0}^{N-1}$, $\{g_n\}_{n=0}^{N-1}$ in $G$ such that $X_0 = X_\alpha$, $X_N = X_\beta$ and
\begin{align}
    \sum_{i=1}^N \|X_{n-1} \circ f_{n-1} - X_n \circ g_{n-1}\| &\leq d_M(X_\alpha, X_\beta) + \varepsilon.
\end{align}
(6.22)

Since $B_{\tilde{M}}$, where $\tilde{M}$ is defined so that (6.19) holds, is preserved by relabeling, we have that $X_n \circ f_n$ and $X_n \circ g_{n-1}$ belong to $B_{\tilde{M}}$. From the Lipschitz stability result given in (3.3), we obtain that
\begin{align}
    \|S_t (X_{n-1} \circ f_{n-1}) - S_t (X_n \circ g_{n-1})\| &\leq C_{M,T} \|X_{n-1} \circ f_{n-1} - X_n \circ g_{n-1}\|,
\end{align}
(6.23)
where the constant $C_{M,T}$ depends only on $M$ and $T$. Introduce
\begin{align}
    \bar{X}_n = X_n \circ f_n, \quad \bar{X}_n^t = S_t (\bar{X}_n), \quad \text{for } n = 0, \ldots, N - 1,
\end{align}
and
\begin{align}
    \bar{X}_n = X_n \circ g_{n-1}, \quad \bar{X}_n^t = S_t (\bar{X}_n), \quad \text{for } n = 1, \ldots, N.
\end{align}
Then (6.22) rewrites as
\begin{align}
    \sum_{i=1}^N \|\bar{X}_{n-1} - \bar{X}_n\| &\leq d_M(X_\alpha, X_\beta) + \varepsilon
\end{align}
(6.24)
while (6.23) rewrites as
\begin{align}
    \|\bar{X}_{n-1}^t - \bar{X}_n^t\| &\leq C_{M,T} \|\bar{X}_{n-1} - \bar{X}_n\|.
\end{align}
(6.25)
We have
\begin{align}
    \Pi(\bar{X}_0^t) = \Pi \circ S_t (X_0 \circ f_0) = \Pi \circ (S_t (X_0) \circ f_0) = \Pi \circ S_t (X_0) = \bar{S}_t (X_0)
\end{align}
and similarly \( \Pi(\tilde{X}_N^t) = \Pi S_t(X_\beta) \). We consider the sequence which consists of \( \{\Pi X_n^t\}_{n=0}^{N-1} \) and \( \tilde{S}_t(X_\beta) \). Using the property that \( \mathcal{F}^M \) is preserved both by relabeling and by the semigroup, we obtain that \( \{\Pi X_n^t\}_{n=0}^{N-1} \) and \( \tilde{S}_t(X_\beta) \) belong to \( \mathcal{F}^M \) and therefore also to \( \mathcal{F}_0^M \). The endpoints are \( \Pi S_t(X_\alpha) \) and \( \Pi S_t(X_\beta) \). From the definition of the metric \( d_M \), we get

\[
d_M(\tilde{S}_t(X_\alpha), \tilde{S}_t(X_\beta)) \leq \sum_{n=1}^{N-1} J(\Pi X_n^t, \Pi X_n^t) + J(\Pi \tilde{X}_n^t, \tilde{S}_t(X_\beta))
= \sum_{n=1}^{N-1} J(\tilde{X}_n^t, \tilde{X}_n^t) + J(\tilde{X}_N^t, \tilde{X}_N^t), \tag{6.26}
\]

due to the invariance of \( J \) with respect to relabeling. By using the equivariance of \( S_t \), we obtain that

\[
\tilde{X}_n^t = S_t(\tilde{X}_n^t) = S_t(\tilde{X}_n \circ f_{n-1}^{-1} \circ g_{n-1})
= S_t(\tilde{X}_n) \circ (f_{n-1}^{-1} \circ g_{n-1}) = \tilde{X}_n \circ (f_{n-1}^{-1} \circ g_{n-1}). \tag{6.27}
\]

Hence we get from (6.26) that

\[
d_M(\tilde{S}_t(X_\alpha), \tilde{S}_t(X_\beta)) \leq \sum_{n=1}^{N-1} J(\tilde{X}_n^t, \tilde{X}_n^t) + J(\tilde{X}_N^t, \tilde{X}_N^t)
\leq \sum_{n=1}^{N} \|\tilde{X}_n^t - \tilde{X}_n^t\| \tag{by (6.10)}
\leq \sum_{n=1}^{N} \|\tilde{X}_n^t - \tilde{X}_n^t\| \tag{by (6.25)}
\leq C_{M,T}(d_M(X_\alpha, X_\beta) + \varepsilon).
\]

After letting \( \varepsilon \) tend to zero, we obtain (6.21). \( \Box \)

The Lipschitz stability of the semigroup \( T_t \) follows then naturally from Theorem 6.6. It holds on sets of bounded energy. Let \( \mathcal{D}^M \) be the subsets of \( \mathcal{D} \) defined as

\[
\mathcal{D}^M = \{(u, \rho, \mu) \in \mathcal{D} \mid \mu(\mathbb{R}) \leq M\}. \tag{6.28}
\]

On the set \( \mathcal{D}^M \) we define the metric \( d_{\mathcal{D}^M} \) as

\[
d_{\mathcal{D}^M}(u, \rho, \mu, (\tilde{u}, \tilde{\rho}, \tilde{\mu})) = d^M(L(u, \rho, \mu), L(\tilde{u}, \tilde{\rho}, \tilde{\mu})), \tag{6.29}
\]

where the metric \( d^M \) is defined as in Definition 6.5. This definition is well-posed as, from the definition of \( L \), we have that if \( (u, \rho, \mu) \in \mathcal{D}^M \), then \( L(u, \rho, \mu) \in \mathcal{F}_0^M \).

**Theorem 6.7.** The semigroup \( (T_t, d_{\mathcal{D}}) \) is a continuous semigroup on \( \mathcal{D} \) with respect to the metric \( d_{\mathcal{D}} \). The semigroup is Lipschitz continuous on sets of bounded energy, that is: Given \( M > 0 \) and a time interval \([0, T]\), there exists a constant \( C_{M,T} \), which only depends on \( M \) such that for any \( (u, \rho, \mu) \) and \( (\tilde{u}, \tilde{\rho}, \tilde{\mu}) \) in \( \mathcal{D}^M \), we have

\[
d_{\mathcal{D}^M}(T_t(u, \rho, \mu), T_t(\tilde{u}, \tilde{\rho}, \tilde{\mu})) \leq C_{M,T}d_{\mathcal{D}^M}(u, \rho, \mu, (\tilde{u}, \tilde{\rho}, \tilde{\mu})) \tag{6.30}
\]

for all \( t \in [0, T] \). Let \( (u, \rho, \mu)(t) = T_t(u_0, \rho_0, \mu_0) \), then \( (u(t, x), \rho(t, x)) \) is weak solution of the Camassa–Holm equation (1.2).
We conclude the section about this metric by mentioning that, even if the construction of the metric is abstract, it can be compared with standard norms, cf. [16, Section 5], so that it can be used in practice, for example in the study of numerical schemes [8, 20].
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POINTS OF SHOCK WAVE INTERACTION ARE ‘REGULARITY SINGULARITIES’ IN SPACETIME
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Abstract. In this proceedings article we present the results first announced in [9]. The detailed proofs can be found in [7]. In [9, 7], we prove that the regularity of the gravitational metric tensor in spherically symmetric spacetimes cannot be lifted from $C^{0,1}$ to $C^{1,1}$ within the class of $C^{1,1}$ coordinate transformations in a neighborhood of a point of shock wave interaction in General Relativity, without forcing the determinant of the metric tensor to vanish at the point of interaction. This is in contrast to Israel’s Theorem [4] which states that such coordinate transformations always exist in a neighborhood of a point on a smooth single shock surface. The results imply that points of shock wave interaction represent a new kind of regularity singularity for perfect fluid matter sources in the Einstein equations, singularities that lie in physical spacetime, that can form from the evolution of smooth initial data, but at which the spacetime is not locally Minkowskian under any coordinate transformation. In particular, at regularity singularities, delta function sources in the second derivatives of the metric exist in all coordinate systems of the $C^{1,1}$-atlas, but due to cancelation, the curvature tensor is supnorm bounded.

1. Introduction. In contrast to Newtonian gravity, Albert Einstein’s theory of General Relativity (GR) generically predicts the existence of spacetime singularities. Those are points where the gravitational metric, which lies at the heart of GR, suffers a severe lack of regularity. For instance, the singularity at the center of the Schwarzschild metric or at its Schwarzschild radius, where the metric tensor fails to be bounded. The first one is an example of a non-removable singularity which persist in every coordinate system, those singularities are usually characterized by a blow-up in the scalar curvature and they lie outside of physical spacetime. The apparent singularity at the Schwarzschild radius is an example of a removable singularity, i.e., there exist coordinates in which the metric is regular enough to be non-singular. A metric is non-singular if its components, their first and second derivatives and its curvature are bounded and if it is locally inertial, that is, around any point $p$ exist coordinates in which the gravitational metric at $p$ is the Minkowski metric up to second order corrections. (The physical interpretation of the metric being locally inertial is that an observer in freefall experiences the physics of special relativity up to second order acceleration effects due to gravity.) However, the metric tensor
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is governed by the Einstein equations, which are a system of PDE’s, so that the Einstein equations determine the smoothness of the gravitational metric tensor by the evolution they impose. Thus the condition on spacetime that it be non-singular cannot be assumed in the beginning, but must be determined by regularity theorems for the Einstein equations. For perfect fluids as the sources of matter and energy, this issue becomes all the more interesting and intriguing. Then the Einstein equations impose the GR compressible Euler equations as the evolution equations for the matter fields, and the compressible Euler equations create shock waves out of smooth initial data whenever the flow is sufficiently compressive [1, 11]. At a shock wave, the fluid density, pressure and velocity are discontinuous, so the Einstein equation imply that the metric is only Lipschitz continuous in some coordinates, a regularity which is too low for the metric to be non-singular in those coordinates. However, Israel’s theorem asserts that a metric $C^{0,1}$ regular across a smooth single shock surface, is lifted to $C^{1,1}$ by the $C^{1,1}$ coordinate map to Gaussian normal coordinates, and this is again smooth enough for spacetime to be non-singular. In [2], Groah and Temple give the first general existence theory for spherically symmetric shock wave solutions of the Einstein-Euler equations allowing for interacting shock waves. In Standard Schwarzschild Coordinates (SSC), the gravitational metric is only $C^{0,1}$ at shock waves, and it has remained an open problem as to whether the weak solutions constructed by Groah and Temple could be smoothed to $C^{1,1}$ by coordinate transformation, like the single shock surfaces addressed by Israel. The negative answer to the open problem of Groah and Temple was given in [9, 7] by proving there do not exist $C^{1,1}$ coordinate transformations that can lift the metric regularity from $C^{0,1}$ to $C^{1,1}$ at a point of shock wave interaction in a spherically symmetric spacetime. Consequently, in contrast to Israel’s theorem for single shock surfaces, shock wave solutions cannot be continued as $C^{1,1}$ strong solutions of the Einstein equations beyond the first point of shock wave interaction. The results imply that points of shock wave interaction represent a new kind of non-removable singularity in General Relativity that can form from the evolution of smooth initial data, that lies within physical spacetime, but at which second order metric derivatives are distributional and spacetime is not locally inertial under any $C^{1,1}$ coordinate transformation. Due to cancelation, the Riemann curvature tensor is sup-norm bounded and free of delta function sources [7]. This result contrasts the common assumption about the metric being $C^{1,1}$ regular, for example, this is assumed in the singularity theorems of Hawking and Penrose, [3]. In this proceedings article we present the main result of [9, 7], sketch its proof and discuss some consequences and open problems.

To state the main result precisely, let $g_{\mu\nu}$ denote a spherically symmetric space-time metric in SSC, that is, the metric takes the form

$$ds^2 = g_{\mu\nu}dx^\mu dx^\nu = -A(t, r)dt^2 + B(t, r)dr^2 + r^2d\Omega^2,$$  

(1)

where either $t$ or $r$ can be taken to be timelike, and $d\Omega^2 = d\vartheta^2 + \sin^2(\vartheta)d\varphi^2$ is the line element on the unit 2-sphere, c.f. [13]. In Section 3 we make precise the definition of a point of regular shock wave interaction in SSC. Essentially, this is a point where two shock waves enter or leave the point $p$ at distinct speeds, such that the metric is Lipschitz continuous across each shock, the Rankine Hugoniot (RH) conditions hold across the shocks, and the SSC Einstein equations hold strongly away from the shocks. The main result of [9, 7] is the following theorem, c.f. [9]:

$$ds^2 = g_{\mu\nu}dx^\mu dx^\nu = -A(t, r)dt^2 + B(t, r)dr^2 + r^2d\Omega^2,$$  

(1)
Theorem 1.1. Assume \( p \) is a point of regular shock wave interaction in SSC, in the sense of Definition 3.1, for the SSC metric \( g_{\mu \nu} \). Then there does not exist a \( C^{1,1} \) regular coordinate transformation, defined in a neighborhood of \( p \), such that the metric components are \( C^1 \) functions of the new coordinates and such that the metric has a nonzero determinant at \( p \).

The proof of Theorem 1.1 is constructive in the sense that we characterize the Jacobians of \((t,r)\) coordinate transformations that could smooth the components of the gravitational metric in a deleted neighborhood of a point \( p \) of regular shock wave interaction, and then prove that any such Jacobian must have a vanishing determinant at \( p \) itself. The proof for the full atlas of \( C^{1,1} \) coordinate transformations, also allowing for changes of angular variables, can be found in [7].

Our assumptions in Theorem 1.1 apply to the upper half \((t \geq 0)\) and the lower half \((t \leq 0)\) of a shock wave interaction (at \( t = 0 \)) separately, general enough to include the case of two timelike (or spacelike) interacting shock waves of opposite families that cross at the point \( p \), but also general enough to include the cases of two outgoing shock waves created by the focusing of compressive rarefaction waves, or two incoming shock waves of the same family that interact at \( p \) to create an outgoing shock wave of the same family and an outgoing rarefaction wave of the opposite family, c.f. [11]. In particular, our framework is general enough to incorporate the shock wave interaction which was numerically simulated in [14].

Historically, the issue of the smoothness of the gravitational metric tensor across interfaces began with the matching of the interior Schwarzschild solution to the vacuum across an interface, followed by the celebrated work of Oppenheimer and Snyder who gave the first dynamical model of gravitational collapse by matching a pressureless fluid sphere to the Schwarzschild vacuum spacetime across a dynamical interface [6]. In [12], Smoller and Temple extended the Oppenheimer-Snyder model to nonzero pressure by matching the Friedmann metric to a static fluid sphere across a shock wave interface that modeled a blast wave in GR. In his celebrated 1966 paper [4], Israel gave the definitive conditions for regular matching of gravitational metrics at smooth interfaces, by showing that if the second fundamental form is continuous across a single smooth interface, then the RH conditions also hold, and Gaussian normal coordinates provide a locally inertial coordinate system at each point on the surface. In [2] Groah and Temple addressed these issues rigorously in the first general existence theory for shock wave solutions of the Einstein-Euler equations in spherically symmetric spacetimes.

Although points of shock wave interaction are straightforward to construct for the relativistic compressible Euler equations in flat spacetime, we know of no rigorous construction of a point of regular shock wave interaction in GR. However, all evidence indicates points of shock wave interaction to exist, have the structure we assume in SSC, and cannot be avoided in solutions consisting of, say, an outgoing spherical shock wave (the blast wave of an explosion) evolving inside an incoming spherical shock wave (the leading edge of an implosion). Namely, the existence theory of Temple and Groah [2] lends strong support to this claim, establishing existence of weak solutions of the Einstein-Euler equations in spherically symmetric spacetimes. The theory applies to arbitrary numbers of initial shock waves of arbitrary strength, existence is established beyond the point of shock wave interaction, and the regularity assumptions of our theorem are within the regularity class to which the Groah-Temple theory applies. Moreover, the recent work of Vogler and Temple gives a numerical simulation in which two shock waves emerge from a point
of interaction where two compression waves focus into a discontinuity in density and velocity, and the numerics demonstrate that the structure of the emerging shock waves meet the assumptions of our theorem.

It is instructive at this point to clarify the difference between the essential \( C^{0,1} \) singularities in the metric at points of shock wave interaction, and the essential \( C^{0,1} \) singularities at surface layers like the “thin shells” introduced in Israel’s illuminating paper [4]. On surface layers, the delta function sources in the energy momentum tensor, \( T \), are the cause of the essential \( C^{0,1} \) singularity in the metric \( g \), because second derivatives of \( g \) must have distributional sources and consequently \( g \) cannot be \( C^{1,1} \) in any regular coordinate system. For shock wave solutions of the Einstein equations, \( G = \kappa T \), the issue is more delicate because \( T \) is sup-norm bounded, so that the constraint of \( G \) having delta function sources is removed and, at first sight, there is no clear obstacle to the existence of coordinate systems that smooth the metric to \( C^{1,1} \). Israel’s theorem confirms there is no obstacle to \( C^{1,1} \) smoothness in the special case of single shock surfaces, but the methods in [2] are only sufficient to prove existence of solutions in \( C^{0,1} \), and the question as to whether there is an obstacle for more complicated solutions with interactions has remained unresolved until the argument in [9, 7] resolved this issue, proving that points of shock wave interaction are non-removable \( C^{0,1} \) singularities, where spacetime fails to be locally inertial.

We close the introduction by discussing possible physical implications of the presence of a regularity singularity. Since the gravitational metric is not locally inertial at points of shock wave interaction, it raises the question as to whether regularity singularities provide a physical regime where new general relativistic effects could be observed. We currently work on the question if gravitational waves crossing a regularity singularity pick up some (detectable) effect caused by the singularity [10]. So far, we believe that we isolated a mechanism which gives rise to such an effect. This mechanism is based on the results in [8], which are proofed by an extension of the methods outlined in this article.

2. Preliminaries. Let \( g \) denote a Lorentzian metric \( g \) of signature \((-1,1,1,1)\) on a four dimensional spacetime manifold \( M \). We call \( M \) a \( C^{k} \)-manifold if it is endowed with a \( C^{k} \)-atlas, a collection of four dimensional local diffeomorphisms from \( M \) to \( \mathbb{R}^{4} \), such that any composition of two local diffeomorphisms \( x \) and \( y \) of the form \( x \circ y^{-1} \) is \( C^{k} \) regular. (\( x \circ y^{-1} \) is referred to as a coordinate transformation.)

In this paper we consider \( C^{1,1} \)-manifolds, in fact, lowering the regularity to \( C^{0,1} \) is the crucial step allowing for a smoothing of the metric in the presence of a single shock wave, (c.f. (19) and Theorem 5).

We use standard index notation for tensors whereby Greek vs Roman indices distinguish coordinate systems, and repeated up-down indices are assumed summed from 0 to 3. Under coordinate transformation, tensors transform by contraction with the Jacobian \( J_{\mu}^{j} = \frac{\partial x_{\mu}}{\partial x_{j}} \), \( J_{\nu}^{j} \) denotes the inverse Jacobian, and indices are raised and lowered with the metric and its inverse \( g^{ij} \), which transform as bilinear forms, \( g_{\mu\nu} = J_{\mu}^{\alpha} J_{\nu}^{\beta} g_{\alpha\beta} \), c.f. [15]. We use the fact that a matrix of functions \( J_{ij}^{\mu} \) is the Jacobian of a regular local coordinate transformation if and only if

\[ J_{i,j}^{\mu} = J_{j,i}^{\mu} \quad \text{and} \quad \text{Det} (J_{ij}^{\mu}) \neq 0, \quad (2) \]

where \( f_{ij} = \frac{\partial f}{\partial x^{j}} \) denotes partial differentiation with respect to the coordinate \( x^{j} \) and \( \text{Det} (J_{ij}^{\mu}) \) denotes the determinant of the Jacobian.
In this article we consider the *Einstein-Euler equations*
\[ G^{ij} = \kappa T^{ij}, \]
which couples the metric tensor \( g_{ij} \) to the perfect fluid sources
\[ T^{ij} = (p + \rho)u^i u^j + pg^{ij}, \]
through the second order Einstein curvature tensor \( G^{ij} \equiv R^{ij} - \frac{1}{2} R g^{ij} \), and
\[ \text{Div} \ T = 0 \]
follows from \( \text{Div} \ G = 0 \). Here \( \kappa \) is the coupling constant, \( \rho \) is the energy density, \( u^i \) the 4-velocity, and \( p \) the pressure, c.f. [15]. Equation (5) reduces to the relativistic compressible Euler equations when \( g_{ij} \) is the Minkowski metric, and the Euler equations close when an equation of state (e.g. \( p = p(\rho) \)) is imposed. Shock waves form from smooth solutions of the relativistic compressible Euler equations when the initial data is sufficiently compressive, [11].

Across a smooth shock surface \( \Sigma \), the RH jump conditions hold,
\[ [T^{\mu\nu}] n_\nu = 0, \]
where \([f] = f_L - f_R\) denotes the jump in \( f \) from right to left across \( \Sigma \), and \( n_\nu \) is the surface normal. The RH condition (6) is equivalent to the weak formulation of (5) across \( \Sigma \), c.f. [11].

In this paper we restrict to time dependent spherically symmetric metrics in Standard Schwarzschild Coordinates (1). Recall, in SSC the metric takes the form,
\[ ds^2 = g_{\mu\nu} dx^\mu dx^\nu = -A(t,r) dt^2 + B(t,r) dr^2 + r^2 d\Omega^2. \]
A spherically symmetric metric can generically be transformed to SSC, c.f. [15]. The Einstein equations for a metric in SSC are given by
\[ B_t + B \frac{B - 1}{r} = \kappa AB^2 r T^00 \]
\[ B_t = -\kappa AB^2 r T^01 \]
\[ A_r - A \frac{1 + B}{r} = \kappa AB^2 r T^{11} \]
\[ B_{tt} - A_{rr} + \Phi = -2\kappa AB r^2 T^{22}, \]
with
\[ \Phi = -\frac{BA_t B_t}{2AB} - \frac{B_t^2}{2B} - \frac{A_r}{rB} + \frac{AB_r}{rB} + \frac{A^2}{2A} + \frac{A_r B_r}{2B}. \]
Note that the first three Einstein equations in SSC imply that the metric cannot be any smoother than Lipschitz continuous if the source \( T \) is discontinuous, for example, \( T^{ij} \in L^\infty \), and throughout this article we make the assumption that \( A \) and \( B \) are Lipschitz continuous, i.e., \( C^{0,1} \) functions, of \( t \) and \( r \).

### 3. A point of regular shock wave interaction in SSC.

In this paper we restrict attention to radial shock waves, by which we mean hypersurfaces \( \Sigma \) locally parameterized by
\[ \Sigma(t, \vartheta, \varphi) = (t, x(t), \vartheta, \varphi), \]
across which \( A \) and \( B \) are \( C^{0,1} \) and \( T \) satisfies (6). Then, for each \( t \), \( \Sigma \) is a 2-sphere with radius \( x(t) \) and center \( r = 0 \). For radial hypersurfaces in SSC, the angular variables play a passive role and it suffices to work with the so-called shock curve \( \gamma \), that is, the shock surface \( \Sigma \) restricted to the \( (t, r) \)-plane, \( \gamma(t) = (t, x(t)) \), with normal 1-form \( n_\sigma = (\dot{x}, -1) \).
For radial shock surfaces (11) in SSC, the RH jump conditions (6) take the simplified form

\[ \begin{align*}
[T^{00}] \dot{x} &= [T^{01}]_i, \\
[T^{10}] \dot{x} &= [T^{11}]_i.
\end{align*} \]  

(12)  
(13)

Now suppose two timelike shock surfaces \( \Sigma_i \) are parameterized in SSC by

\[ \Sigma_i(t, \theta, \phi) = (t, x_i(t), \theta, \phi), \quad i = 1, 2. \]  

(14)

Let \( \gamma_i(t) = (t, x_i(t)) \) denote their corresponding restrictions to the \((t, r)\)-plane, with normal 1-forms \((n_i)_\sigma = (\dot{x}_i, -1)_\sigma\). Denoting with \([\cdot]_i\) the jump across the \(i\)th shock curve the RH conditions read, in correspondence to (12)-(13),

\[ \begin{align*}
[T^{00}]_i \dot{x}_i &= [T^{01}]_i, \\
[T^{10}]_i \dot{x}_i &= [T^{11}]_i.
\end{align*} \]  

(15)  
(16)

For the proof of Theorem 1.1 it suffices to restrict attention to the lower \((t < 0)\) or upper \((t > 0)\) part of a shock wave interaction that occurs at \(t = 0\). That is, it suffices to impose conditions on either the lower or upper half plane

\[ \mathbb{R}^-_2 = \{(t, r) : t < 0\} \quad \text{or} \quad \mathbb{R}^+_2 = \{(t, r) : t > 0\}, \]

respectively, whichever half plane contains two shock waves that intersect at \(p\) with distinct speeds. Thus, without loss of generality, let \(t < 0\) and let \(\gamma_i(t) = (t, x_i(t))\), \((i = 1, 2)\), be two shock curves in the lower \((t, r)\)-plane intersecting in a point \((0, r_0)\), for \(r_0 > 0\), that is, \(x_1(0) = x_0 = x_2(0)\).

We now define the notion of a point of regular shock wave interaction in SSC. By this we mean a point \(p\) where two shock waves collide with distinct speeds, such that the metric is smooth away from the shock curves and Lipschitz continuous across each shock curve, allowing for a discontinuous \(T^{\mu\nu}\) and the RH condition to hold. Recall, we assume without loss of generality a lower shock wave interaction in \(\mathbb{R}^+_2\).

**Definition 3.1.** Let \(r_0 > 0\), and let \(g_{\mu\nu}\) be an SSC metric in \(C^{0,1}\), defined on \(\mathcal{N} \cap \mathbb{R}^+_2\), where \(\mathcal{N} \subset \mathbb{R}^2\) is a neighborhood of a point \(p = (0, r_0)\) of intersection of two timelike shock curves \(\gamma_i(t) = (t, x_i(t)) \in \mathbb{R}^2_+, \ t \in (-\epsilon, 0)\). Assume the shock speeds \(\dot{x}_i(0) = \lim_{t \to 0} \dot{x}_i(t)\) exist and are distinct, \(\dot{x}_1(0) \neq \dot{x}_2(0)\), and let \(\hat{\mathcal{N}}\) denote the neighborhood consisting of all points in \(\mathcal{N} \cap \mathbb{R}^+_2\) not in the closure of the two intersecting curves \(\gamma_i(t)\). Then we say that \(p\) is a point of regular shock wave interaction in SSC if:

(i) The pair \((g, T)\) is a strong solution of the SSC Einstein equations (7)-(10) in \(\hat{\mathcal{N}}\), with \(T^{\mu\nu} \in C^0(\mathcal{N})\) and \(g_{\mu\nu} \in C^2(\hat{\mathcal{N}})\).

(ii) The limits of \(T^{\mu\nu}\) and of metric derivatives \(g_{\mu\nu,\sigma}\) exist on both sides of each shock curve \(\gamma_i(t)\) for all \(\in (-\epsilon, 0)\).

(iii) The jumps in the metric derivatives \([g_{\mu\nu,\sigma}]_i(t)\) are \(C^1\) function with respect to \(t\) for \(i = 1, 2\) and for \(t \in (-\epsilon, 0)\).

(iv) The limits

\[ \lim_{t \to 0}[g_{\mu\nu,\sigma}]_i(t) = [g_{\mu\nu,\sigma}]_i(0) \]

exist for \(i = 1, 2\).
(v) The metric $g$ is continuous across each shock curve $\gamma_i(t)$ separately, but no better than Lipschitz continuous in the sense that, for each $i$ there exists $\mu, \nu$ such that

$$[g_{\mu\nu,\sigma}]_i(n_i)^\sigma \neq 0$$

at each point on $\gamma_i$, $t \in (-\epsilon, 0)$ and

$$\lim_{t \to 0}[g_{\mu\nu,\sigma}]_i(n_i)^\sigma \neq 0.$$

(vi) The stress tensor $T$ is bounded on $N \cap \mathbb{R}^2$ and satisfies the RH conditions

$$[T_{\mu\nu}]_i(n_i) = 0$$

at each point on $\gamma_i(t)$, $i = 1, 2$, $t \in (-\epsilon, 0)$, and the limits of these jumps exist up to $p$ as $t \to 0$.

4. A Necessary and Sufficient Condition for Smoothing. In this section we derive a necessary and sufficient pointwise condition on the Jacobians of a coordinate transformation that it lift the regularity of a $C^{1,1}$ metric tensor to $C^1$ across a single shock surface $\Sigma$. This is the starting point for Sections 5 and 6.

We begin with the transformation law

$$g_{\alpha\beta} = J^\mu_\alpha J^\nu_\beta g_{\mu\nu}, \quad (17)$$

for the metric components at a point on a hypersurface $\Sigma$ for a general $C^{1,1}$ coordinate transformation $x^\mu \to x^\alpha$, where, as customary, the indices indicate the coordinate system. Let $J^\mu_\alpha = \frac{\partial x^\mu}{\partial x^\alpha}$ denote the Jacobian of the transformation.

Now, assume the metric components $g_{\mu\nu}$ are only Lipschitz continuous across $\Sigma$ with respect to coordinates $x^\mu$, that is, smooth away from $\Sigma$ but with (possibly) discontinuous derivatives across $\Sigma$. Then, differentiating (17) with respect to $\frac{\partial}{\partial x^\alpha}$ and taking the jump across $\Sigma$ we obtain

$$[g_{\alpha\beta,\gamma}] = J^\mu_\alpha J^\nu_\beta [g_{\mu\nu,\gamma}] + g_{\mu\nu} J^\mu_\alpha \{J^\nu_\beta, \gamma\} + g_{\mu\nu} J^\nu_\beta \{J^\mu_\alpha, \gamma\}, \quad (18)$$

where $\{\}$ denotes the jump across the shock surface $\Sigma$, c.f. (6). Now, $g_{\alpha\beta}$ is in $C^1$ if and only if $[g_{\alpha\beta,\gamma}] = 0$ for every $\alpha, \beta, \gamma \in \{0, \ldots, 3\}$. Thus, by (18), $g_{\alpha\beta}$ is in $C^1$ regular if and only if

$$[J^\mu_{\alpha,\gamma}] J^\nu_\beta g_{\mu\nu} + [J^\mu_{\beta,\gamma}] J^\nu_\alpha g_{\mu\nu} + [J^\nu_{\alpha,\gamma}] J^\mu_\beta g_{\mu\nu} + [J^\nu_{\beta,\gamma}] J^\mu_\alpha g_{\mu\nu} = 0. \quad (19)$$

We now exploit linearity in (19) to solve for the $[J^\mu_{\alpha,\gamma}]$ associated with a given $C^{1,1}$ coordinate transformation. To this end, suppose we are given a single radial shock surface $\Sigma$ in SSC, introduced in (11). Now the SSC angular variables play a passive role, and thus we henceforth restrict to $(t, r)$-coordinate transformations.

Lemma 4.1. Let $g_{\mu\nu} = -A(t, r) dt^2 + B(t, r) dr^2 + r^2 d\Omega^2$ be a given metric in SSC, c.f. (1), let $\Sigma$ denote a single radial shock surface (11) across which $g$ is Lipschitz continuous. Then the unique solution $[J^\mu_{\alpha,\gamma}]$ of (19) which satisfies the integrability condition, (c.f. (2)),

$$[J^\mu_{\alpha,\gamma}] = [J^\mu_{\beta,\alpha}], \quad (20)$$

is given by:

$$[J^\mu_{0,\alpha}] = -\frac{1}{2} \left( \frac{A}{A_1} J^\mu_0 + \frac{A_1}{A} J^\mu_{\alpha} \right); \quad [J^\mu_{0,\tau}] = -\frac{1}{2} \left( \frac{A}{A_1} J^\mu_0 + \frac{B_0}{A} J^\mu_{\tau} \right)$$

$$[J^\mu_{1,\alpha}] = -\frac{1}{2} \left( \frac{A}{A_1} J^\mu_1 + \frac{A_1}{A} J^\mu_{\alpha} \right); \quad [J^\mu_{1,\tau}] = -\frac{1}{2} \left( \frac{A}{A_1} J^\mu_1 + \frac{B_0}{A} J^\mu_{\tau} \right).$$
We use the notation $\mu, \nu \in \{t, r\}$ and $\alpha, \beta \in \{0, 1\}$, so that $t$ and $r$ are used to denote indices whenever they appear on the Jacobian $J$.

Condition (19) is a necessary and sufficient condition for $[g_{\alpha\beta, \gamma}] = 0$ at a point on a smooth single shock surface. One can further prove (21) to be necessary and sufficient for lifting the metric regularity to $C^{1,1}$ in a neighborhood of a single shock curve, provided $J^\mu_\alpha$ is the Jacobian of an actual coordinate transformation, that is, $J^\mu_\alpha$ satisfies the integrability condition (2) everywhere on that neighborhood.

5. Metric Smoothing on Single Shock Surfaces. In this section we sketch an alternative constructive proof of Israel’s Theorem for spherically symmetric space-times. For this we address the issue of how to obtain Jacobians of actual coordinate transformations defined on a whole neighborhood of a shock surface that satisfy (21). That is, we need a set of functions $J^\mu_\alpha$ that satisfies (21), and also satisfies the integrability condition (2) in a whole neighborhood.

**Theorem 5.1.** (Israel’s Theorem) Suppose $g_{\mu\nu}$ is an SSC metric that is $C^{0,1}$ across a radial shock surface $\gamma$, such that it solves the Einstein equations (7) - (10) strongly away from $\gamma$, and assume $T^{\mu\nu}$ is everywhere bounded and in $C^{0}$ away from $\gamma$. Then around each point $p$ on $\gamma$ there exists a $C^{1,1}$ coordinate transformation of the $(t, r)$-plane, defined in a neighborhood $N$ of $p$, such that the transformed metric components $g_{\alpha\beta}$ are $C^{1,1}$ functions of the new coordinates, if and only if the RH jump conditions (12)-(13) hold on $\gamma$ in a neighborhood of $p$.

The main step is to construct Jacobians acting on the $(t, r)$-plane that satisfy the smoothing condition (21) on the shock curve, the condition that guarantees $[g_{\alpha\beta, \gamma}] = 0$. The following lemma gives an explicit formula for functions $J^\mu_\alpha$ satisfying (21). The main point is that, in the case of single shock curves, both the RH jump conditions and the Einstein equations are necessary and sufficient for such functions $J^\mu_\alpha$ to exist.

**Lemma 5.1.** Let $p$ be a point on a single shock curve $\gamma$ across which the SSC metric $g_{\mu\nu}$ is Lipschitz continuous and away from which $g_{\mu\nu}$ solves the Einstein equations (7) - (10) strongly in a neighborhood $N$ of $p$. Then, defined on $N$, there exists a set of functions $J^\mu_\alpha$ $C^{0,1}$ across $\gamma$, that satisfies the smoothing condition (21) on $\gamma \cap N$ and only if the RH condition (12)-(13) holds on $\gamma \cap N$. Furthermore, all $J^\mu_\alpha$ that are in $C^{0,1}$ across $N$ and satisfy (21) on $\gamma \cap N$ are given by

\[
\begin{align*}
J^\mu_0(t, r) &= \frac{[A_\gamma] \phi(t) + [B_\gamma] \omega(t)}{4A \circ \gamma(t)} |x(t) - r| + \Phi(t, r) \\
J^\mu_1(t, r) &= \frac{[A_\gamma] \psi(t) + [B_\gamma] \zeta(t)}{4A \circ \gamma(t)} |x(t) - r| + N(t, r) \\
J^\mu_2(t, r) &= \frac{[B_\gamma] \phi(t) + [B_\gamma] \omega(t)}{4B \circ \gamma(t)} |x(t) - r| + \Omega(t, r) \\
J^\mu_3(t, r) &= \frac{[B_\gamma] \psi(t) + [B_\gamma] \zeta(t)}{4B \circ \gamma(t)} |x(t) - r| + Z(t, r),
\end{align*}
\]
for arbitrary functions $\Phi, \Omega, Z, N \in C^1(N)$, where
\[ \phi = \Phi \circ \gamma, \quad \omega = \Omega \circ \gamma, \quad \nu = N \circ \gamma, \quad \zeta = Z \circ \gamma. \] (23)

To complete the proof of Israel’s Theorem, it remains to show the functions $J^\mu_\alpha$ defined in (22) to be integrable to coordinates, i.e., that they satisfy the integrability condition (2) in a whole neighborhood. For this, substitute (22) into (2) and choose for $N$ and $Z$ arbitrary smooth functions, then (2) reduces to a system of two linear first order PDE’s for the unknown functions $\Phi$ and $\Omega$. This system is well-posed and the only obstacle to solutions $\Phi$ and $\Omega$ with the necessary $C^1$ regularity, is the presence of discontinous source terms $f(t) H(x(t) - r)$ and $h(t) H(x(t) - r)$, where $H(\cdot)$ denotes the Heaviside step function and $f$ and $h$ are $C^1$ functions depending on the jumps in the metric derivatives and the functions in (23). Israel’s theorem is now a consequence of the following lemma which states that the discontinuous terms vanish precisely when the RH jump conditions hold on $\gamma$. (See [7] for details.)

**Lemma 5.2.** Assume the SSC metric $g_{\mu\nu}$ is $C^{0,1}$ across $\gamma$ and solves the first three Einstein equations strongly away from $\gamma$. Then the coefficients $f$ and $g$ of $H(X)$ (introduced above) vanish on $\gamma$ if and only if the RH conditions (12)-(13) hold on $\gamma$.

6. **Shock Wave Interactions as Regularity Singularities.** The main step in the proof of Theorem 1.1 is to first prove the result for the smaller atlas of coordinate transformations of the $(t, r)$-plane. (See [7] for the complete proof of Theorem 1.1, taking into account the full atlas.) We formulate the main step precisely for lower shock wave interactions in $\mathbb{R}^2_-\setminus \gamma$ in the following theorem, which is the topic of this section. A corresponding result applies to upper shock wave interactions in $\mathbb{R}^2_+$ as well as two wave interactions in a whole neighborhood of $p$.

**Theorem 6.1.** Suppose that $p$ is a point of regular shock wave interaction in SSC, in the sense of Definition 3.1, for the SSC metric $g_{\mu\nu}$. Then there does not exist a $C^{1,1}$ coordinate transformation $x^\alpha \circ (x^\mu)^{-1}$ of the $(t, r)$-plane, defined on $\mathcal{N} \cap \mathbb{R}^2_-$ for a neighborhood $\mathcal{N}$ of $p$ in $\mathbb{R}^2$, such that the metric components $g_{\alpha\beta}$ are $C^1$ functions of the coordinates $x^\alpha$ in $\mathcal{N} \cap \mathbb{R}^2_-$ and such that the metric has a non-vanishing determinant at $p$, (that is, such that $\lim_{q \to p} \text{Det}(g_{\alpha\beta}(q)) \neq 0$).

The proof of Theorem 6.1 mirrors the constructive proof of Israel’s Theorem 5.1 in that it uses the extension (24) of ansatz (22) to construct all $C^{1,1}$ coordinate transformations that can smooth the gravitational metric to $C^{1,1}$ in a neighborhood of a point $p$ of regular shock wave interaction. The negative conclusion is then reached by proving that any such coordinate transformation must have a vanishing Jacobian determinant at $p$. To begin with, we generalize (22) to the case of two shock curves:

**Lemma 6.1.** Let $p$ be a point of regular shock wave interaction in SSC in the sense of Definition 3.1, corresponding to the SSC metric $g_{\mu\nu}$ defined on $\mathcal{N} \cap \mathbb{R}^2_\pm$. Then the following is equivalent:

(i) There exists a set of functions $J^\mu_\alpha$, defined on $\mathcal{N} \cap \mathbb{R}^2_\pm$, which is $C^{0,1}$ across $\gamma_i \cap \mathcal{N}$ and satisfies the smoothing condition (21) on $\gamma_i \cap \mathcal{N}$, for $i = 1, 2$.

(ii) The RH condition (15)-(16) holds on each shock curve $\gamma_i \cap \mathcal{N}$, for $i = 1, 2$. 
Moreover, if (i) or (ii) is valid, then the functions $J^\mu_\alpha$ assume the canonical form

\[
\begin{align*}
J^0_\alpha(t,r) &= \sum_i \alpha_i(t) \left|x_i(t) - r\right| + \Phi(t,r), \\
J^1_\alpha(t,r) &= \sum_i \beta_i(t) \left|x_i(t) - r\right| + N(t,r), \\
J^2_\alpha(t,r) &= \sum_i \delta_i(t) \left|x_i(t) - r\right| + \Omega(t,r), \\
J^3_\alpha(t,r) &= \sum_i \epsilon_i(t) \left|x_i(t) - r\right| + Z(t,r),
\end{align*}
\]  

(24)

where $\Phi, \Omega, Z, N \in C^1(\mathcal{N} \cap \mathbb{R}^2)$ and

\[
\begin{align*}
\alpha_i(t) &= \frac{[A_r]_i \phi_i(t) + [B_t]_i \omega_i(t)}{4A \circ \gamma_i(t)}, \\
\beta_i(t) &= \frac{[A_r]_i \nu_i(t) + [B_t]_i \zeta_i(t)}{4A \circ \gamma_i(t)}, \\
\delta_i(t) &= \frac{[B_t]_i \phi_i(t) + [B_r]_i \omega_i(t)}{4B \circ \gamma_i(t)}, \\
\epsilon_i(t) &= \frac{[B_t]_i \nu_i(t) + [B_r]_i \zeta_i(t)}{4B \circ \gamma_i(t)},
\end{align*}
\]  

(25)

with

\[
\phi_i = \Phi \circ \gamma_i, \quad \omega_i = \Omega \circ \gamma_i, \quad \zeta_i = Z \circ \gamma_i, \quad \nu_i = N \circ \gamma_i.
\]

Equation (24) gives a canonical form for all functions $J^\mu_\alpha$ that meet the necessary and sufficient condition (21) for $[g_{\alpha\beta\gamma}] = 0$. Assuming for contradiction that $J^\mu_\alpha$ is integrable to a coordinate system, the free functions $\Phi, \Omega, Z, N$ must meet the integrability condition (2) and be $C^1$ regular. In contrast to the single shock case, after substituting (24) into (2) additional mixed terms in the coefficients $f$ and $h$ of the discontinuous terms appear, and unlike $f$ and $g$ in the single shock case, these mixed terms do not vanish by the RH conditions alone. But, as a consequence of the $C^1$ regularity of $\Phi, \Omega, Z$ and $N$, $f$ and $h$ must vanish on the shock curves, which imposes an additional constraint. Taking the limit of this constraint to the point $p$ of shock wave interaction is the essential step for the proof of Theorem 6.1, recorded in the next lemma:

**Lemma 6.2.** Let $p \in \mathcal{N}$ be a point of regular shock wave interaction in SSC in the sense of Definition 3.1. Then if the integrability condition

\[
J^\mu_{\alpha,\beta} = J^\mu_{\beta,\alpha}
\]

(27)

holds in $\mathcal{N} \cap \mathbb{R}^2$ for the functions $J^\mu_\beta$ defined in (24), then

\[
\frac{1}{4B} \left( \frac{\dot{x}_1 \dot{x}_2}{A} + \frac{1}{B} \right) [B_r]_1[B_r]_2 (\dot{x}_1 - \dot{x}_2) (\phi_0 \zeta_0 - \nu_0 \omega_0) = 0.
\]

(28)

To finish the proof of Theorem 6.1, observe that the first three terms in (28) are nonzero by our assumption that shock curves are non-null, and have distinct speeds at $t = 0$. Thus (28) implies

\[
(\phi_0 \zeta_0 - \nu_0 \omega_0) = 0.
\]

(29)

But, using the canonical form (24) restricted to the shock curve and taking the determinant of the resulting $J^\mu_\alpha$ leads directly to

\[
\text{Det} \left( J^\mu_\alpha \circ \gamma_i(t) \right) = (J^0_\alpha J^1_\alpha - J^1_\alpha J^0_\alpha) \big|_{\gamma_i(t)} = \phi_i(t) \zeta_i(t) - \nu_i(t) \omega_i(t).
\]

(30)

Since $J^\mu_\alpha$ is continuous, we obtain the same limit $t \to 0$ for $i = 1, 2$,

\[
\lim_{t \to 0^+} \text{Det} \left( J^\mu_\alpha \circ \gamma_i(t) \right) = \phi_i(0) \zeta_i(0) - \nu_i(0) \omega_i(0) = \phi_0 \zeta_0 - \nu_0 \omega_0.
\]

(31)

This together with (29) immediately implies $\text{det} \left( g_{\alpha\beta} \right) \big|_p = 0$. \qed
We remark, at first sight the construction of the Jacobian capable of smoothing the metric seems to go through as in the single shock case, c.f. Lemma 6.1. But taking the limit to the point \( p \) of shock wave interaction, the \( C^1 \) regularity of the free functions, expressing that \([g_{\alpha\beta,\gamma}]\) vanishes at shocks, has the effect of freezing out all the freedom in \( \Phi, \Omega, Z, N \), thereby forcing condition (29), implying that the determinant of the Jacobian must vanish at \( p \). The answer was not apparent until the very last step, and thus we find the result quite remarkable and surprising.

7. The Loss of Locally Inertial Frames.

**Definition 7.1.** We call \( x^j \) locally inertial at \( p \) if the metric \( g_{ij} \) in coordinates \( x^j \) satisfies:

(i) \( g_{ij}(p) = \eta_{ij}, \eta_{ij} = \text{diag}(-1, 1, 1, 1) \),
(ii) \( g_{ij,l}(p) = 0 \) for all \( i, j, l \in \{0, ..., 3\} \),
(iii) \( g_{ij,kl} \) are in \( L^\infty \) in every compact neighborhood of \( p \) where the coordinates are defined.

This condition ensures that the physical equations in curved spacetime differ from their flat counterparts by only *gravitational effects*, which are second order in the metric derivatives. By Theorem 1.1, there exist distributional second order derivatives of the metric in every neighborhood of \( p \). Therefore, locally inertial frames cannot exist at a point of shock wave interaction [9, 7].

8. Conclusion. Our results show that points of shock wave interaction give rise to a new kind of (mild) singularity which is different from the well known singularities of General Relativity. The famous examples of singularities are either non-removable singularities beyond physical spacetime, (for example the center of the Schwarzschild and Kerr metrics, and the Big Bang singularity in cosmology where the curvature cannot be bounded), or else they are removable in the sense that they can be transformed to locally inertial points of a regular spacetime under coordinate transformation, (for example, the apparent singularity at the Schwarzschild radius and any apparent singularity at smooth shock surfaces that become regularized by Israel’s Theorem, [4, 12, 13]). In contrast, points of shock wave interaction are non-removable \( C^{0,1} \) singularities that propagate in physically meaningful spacetimes, such that the curvature is uniformly bounded, but the spacetime is essentially *not* locally inertial at the singularity and second order metric derivatives are distributional in every coordinate system. We name these *regularity singularities*. We believe that such singularities in perfect fluids are fundamental to the mathematical theory of GR shock waves.

Since the gravitational metric tensor is not locally inertial at points of shock wave interaction, it begs the question as to whether there are general relativistic gravitational effects at points of shock wave interaction that cannot be predicted from the compressible Euler equations in special relativity alone. At a regularity singularity, the unbounded second derivatives in \( g \) cancel out in the Riemann curvature tensor [7], but the curvature is not the only measurable effect of the gravitational field, so one would expect there to exist measurable general relativistic effects at points of shock wave interaction that are physical. Indeed, even if there are dissipativity terms, like those of the Navier Stokes equations, which regularize the gravitational metric at points of shock wave interaction, our results assert that the steep gradients in the second derivatives of the metric tensor at small viscosity cannot be removed uniformly while keeping the metric determinant uniformly bounded away from zero.
We thus wonder whether shock wave interactions might provide a physical regime where new general relativistic effects might be observed. In fact, we currently work on the question if gravitational waves crossing a regularity singularity pick up some (detectable) effect due to the singularity and, so far, our results look quite promising that this is the case [10].
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Abstract. The Gray-Hassanizadeh model, for flow in a porous medium of two immiscible fluids such as oil and water, is a scalar equation for the evolution of the saturation of one of the fluids. The model is based on Darcy’s law, coupled with a constitutive equation for the capillary pressure that incorporates a rate-dependence to capture the relaxation of interfacial energy towards equilibrium. The model has interesting properties, including the structure of traveling waves explored in this paper. In particular, we find that for certain forms of relative permeability, there are undercompressive shocks that are degenerate in that the corresponding smooth traveling wave drops to zero saturation in finite time, due to the singularity in the PDE at zero saturation. In the second half of the paper, we report on a two-dimensional stability result for the shock wave, regarded as a plane wave in two dimensions. We find a criterion for linearized stability that predicts that some Lax shocks are stable, while others are unstable. This analysis relates to the Saffman-Taylor instability [9] and is a version of a result of Yortsos and Hickernell [15] for stability of smooth traveling waves of the full system including capillary pressure. Whereas matched asymptotics are used in [15], at the hyperbolic level of this paper the analysis of stability and instability is much more transparent.

1. Introduction. The flow of two immiscible fluids in a homogeneous porous medium is relevant for a variety of applications, including oil recovery, groundwater flow with contaminants, and carbon sequestration. It is widely acknowledged that simple models of such flow omit important features of the flow, such as the strong heterogeneity of typical subsurface geology, including the presence of fissures, and the stochastic nature of the pore distribution. Nonetheless, simple models can capture gross macroscopic features of the propagation of a front separating the two fluids. Two features are of primary interest, namely (i) the structure and speed of the interface between the fluids, and (ii) the stability of the front.

In this paper, I summarize and refine recent results concerning plane wave solutions of the model of Gray and Hassanizadeh [4, 5], and present a result that characterizes when the plane waves are stable or unstable according to linear analysis. The stability result, slightly generalizing an earlier version [13], mimics the classical calculation of Saffman and Taylor [9]. Of particular interest is the fact that although plane shocks are determined from a scalar conservation law (the Buckley-Leverett equation [2]), the multidimensional stability analysis involves a system of equations.
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The main result is that there is a stability boundary that separates pairs of left and right states that correspond to stable shocks from those that are subject to a fingering instability analogous to the Saffman-Taylor instability.

In Section 2, I formulate the model system, based on Darcy’s law for conservation of momentum. Darcy’s law expresses the proportionality of fluid velocity and pressure gradient. The extension to two-phase flow is generally taken to be of the same form in each of the two fluids, but with constants of proportionality that depend on the local volume fraction (saturation) of the fluids as well as their viscosities. The pressures in the two fluids are consequently different in general, and should be related through the effect of surface tension at fluid interfaces. It is not settled in the literature how to do this in a mixture theory of flow in porous media, so the pressure difference, known as the capillary pressure is typically related to the saturations in an ad hoc way, guided by experimental evidence.

In Section 3 results on planar traveling waves are presented. In [14] an interesting traveling wave was identified numerically, dubbed a sharp shock by the authors. Here, we explain how sharp shocks appear as orbits for a vector field, and demonstrate their presence in a numerical simulation of an initial value problem that generates a pair of plane wave solutions, one of which is a sharp shock. The main stability results are derived in Section 4. The foundation of the linearized stability argument has been improved from the treatment in [12], and we consider more general relative permeability functions.

2. Darcy’s Law and Capillary Pressure. We consider horizontal flow of two immiscible fluids in a homogenous isotropic porous medium. Each fluid has its own saturation, the volume fraction of pore space occupied by that fluid. For definiteness, consider the fluids to be water and oil. If we let \(u(x, y, t)\) denote the saturation of water, then the saturation of oil is \(1 - u\). Similarly, each fluid has its own pressure \(p\) and velocity \(v\). To begin with, we distinguish between the two fluids with superscripts \(w, o\) for water, oil respectively. Darcy’s law was originally formulated as an empirical law relating the flow rate of a single fluid through a porous medium to spatial changes in pressure. The generalization to two-fluid flow is used widely to replace the law of conservation of momentum:

\[
v^w = -\lambda^w(u)\nabla p^w; \quad v^o = -\lambda^o(u)\nabla p^o.
\]

This law states that the velocity of each fluid is proportional to its pressure gradient, with a constant of proportionality, the mobility \(\lambda\) depending on the local saturation. The mobilities are related to saturations through the relative permeabilities \(k^{w,o}\), with positive constants \(K\), the permeability of the medium, and \(\mu^{w,o}\), the viscosities:

\[
\lambda^w(u) = K\frac{k^w(u)}{\mu^w}; \quad \lambda^o(u) = K\frac{k^o(1 - u)}{\mu^o}.
\]

The following notation is convenient to simplify the statement of the governing equations:

\[
v^T = v^w + v^o; \quad \Lambda = \lambda^w + \lambda^o.
\]

We will also focus on the saturation and pressure of water as the unknowns. For this reason, we write

\[
\lambda = \lambda^w, \quad p = p^w, \quad p^c = p^o - p.
\]

The pressure difference \(p^c\) is the capillary pressure that results from capillary forces at the interface between the two fluids at the microscopic pore level. The resulting
pressure jump is proportional to mean curvature and surface tension. Then it is natural for the capillary pressure, representing this pressure jump averaged locally within the porous medium, to depend on the local saturation \( u \).

Mass conservation of the water phase balances the rate of change of the saturation against the volume flux:

\[
\varphi \frac{\partial u}{\partial t} + \nabla \cdot \mathbf{v}^w = 0.
\]  

(3)

The porosity \( \varphi \) of the medium, the ratio of pore volume to total volume, is taken to be constant. Mass conservation of oil leads to a similar equation for the evolution of the oil saturation \( 1-u \). Consequently, the aggregate fluid is incompressible:

\[
\nabla \cdot \mathbf{v}^T = 0,
\]  

(4)

We use Darcy’s law (1) to reduce the system of equations to two equations for the unknowns \( u, p, p^c \):

\[
\varphi \frac{\partial u}{\partial t} - \nabla \cdot (\lambda(u) \nabla p) = 0,
\]  

(5a)

\[
\nabla \cdot (\Lambda(u) \nabla p + (\Lambda(u) - \lambda(u)) \nabla p^c) = 0.
\]  

(5b)

In equation (5)(b), the variable \( p^c \) needs to be specified with a constitutive law. The classic formulation lets \( p^c \) be a decreasing function of saturation:

\[
p^c = p_e(u),
\]  

where \( p_e(u) \) is the equilibrium pressure at a particular saturation \( u \). The Gray-Hassanizadeh model introduces a rate-dependence in the capillary pressure, which in it’s simplest form is

\[
p^c = p^c(u) - \tau u_t.
\]  

(6)

In this model, \( \tau > 0 \) is a relaxation time for the capillary pressure to relax to equilibrium (for which \( u_t = 0 \)).

The relative permeabilities \( k^w(u) \) and \( k^o(1-u) \) are typically specified as powers of their respective saturations:

\[
k^w(u) = \kappa^w u^m; \quad k^o(1-u) = \kappa^o (1-u)^n.
\]  

(7)

Here, the exponents can be fractional, with \( m \geq 1, n \geq 1 \). For \( m, n > 1 \), \( f(u) \) has a classical ‘S’ shape; a common choice is \( m = n = 2 \), but this value turns out to separate different behavior in traveling wave solutions for the Gray-Hassanizadeh model [14], as we discuss in the next section.

3. Traveling Waves. We consider one-dimensional traveling waves, in which the flow is entirely in one direction, which we can take as parallel to the \( x \)-axis. Then the fluid velocities are parallel to the axis, and from (4) we see that \( \mathbf{v}^T = (V, 0) \) is a function of \( t \), which we assume is constant in order to realize traveling waves. Correspondingly, from (5)(b) we have

\[
\Lambda(u) p_x + (\Lambda(u) - \lambda(u)) p^c_x = V.
\]  

We eliminate \( p_x \) in favor of \( p^c_x \):

\[
p_x = \frac{\Lambda(u) - \lambda(u)}{\Lambda(u)} p^c_x + \frac{1}{\Lambda(u)} V
\]  

Then equation (5)(a) becomes

\[
u_t + f(u)_x = -(H(u)p^c_x)_x,
\]  

(8)
in which\[
f(u) = \frac{\lambda(u)}{\Lambda(u)} V, \quad H(u) = (\Lambda(u) - \lambda(u)) \frac{\lambda(u)}{\varphi \Lambda(u)}.
\] (9)

Traveling wave solutions of (8) with speed \( s > 0 \) correspond to saturations \( u(x, t) = \overline{\Pi}(x - st) \). Let \( \xi = x - st \), with \( d_\xi = \frac{dx}{dt} \). Then \( \overline{\Pi} \) satisfies the ODE
\[
-d\xi \overline{\Pi} + d_\xi f(\overline{\Pi}) = -d_\xi (H(\overline{\Pi}) d_\xi p^c).
\]

We can integrate this equation once, and use far-field conditions at infinity: \( \overline{\Pi}(\pm \infty) = u_{\pm} \):
\[
-s(\overline{\Pi} - u_-) + f(\overline{\Pi}) - f(u_-) = -H(\overline{\Pi}) d_\xi p^c, \quad \text{and} \quad s = (f(u_+) - f(u_-))/(u_+ - u_-), \quad (10)
\]
assuming \( d_\xi p^c \to 0 \) at infinity.

If we neglect capillary pressure by setting \( p^c \equiv 0 \), then equation (8) is a scalar conservation law
\[
u_t + f(u)_x = 0,
\]
with a flux \( f(u) \) that is typically S-shaped (if \( m > 1, n > 1 \) in (7)), hence concave-convex. Shock wave solutions
\[
u(x, t) = \overline{\Pi}(\xi) = \begin{cases} u_-, & x < st \\ u_+, & x > st \end{cases}
\]
(12)
with \( s = (f(u_+) - f(u_-))/(u_+ - u_-) \) are discontinuous traveling wave solutions of (11).

We are interested in understanding when shock waves correspond to traveling wave solutions of the enhanced equation (8). As indicated in the introduction, this depends on the dependence of \( p^c \) on \( u \) and it’s derivatives. In the simplest non-trivial case, \( p^c = p^c(u) \) is a strictly decreasing function of \( u : g(u) = \frac{d}{du} p^c(u) < 0 \). Then (10) is a first order ODE, and solutions must connect adjacent equilibria. In this case, we recover the (generalized) Lax entropy condition as a necessary and sufficient condition for a shock wave to have a corresponding traveling wave [7]:
\[
f'(u_+) \leq s \leq f'(u_-).
\] (13)
Note that the boundary cases in which \( s = f'(u_+) \) or \( s = f'(u_-) \) are included, so that the shock is characteristic on one side. In fact a boundary case is included in the original construction of Buckley and Leverett [2], in which a solution of (11) includes a rarefaction wave connected to a shock wave to represent a water injection displacing oil, i.e., from \( u = 1 \) upstream to \( u = 0 \) ahead of the shock.

For the Gray-Hassanizadeh model, the situation is more complicated. We have \( p^c = p^c(u) - \tau u_t \), so that the PDE reads
\[
u_t + f(u)_x = -(H(u)g(u)u_x)_x + \tau (H(u)u_{xx})_x.
\] (14)

Correspondingly, the ODE (10) becomes the second order equation
\[
-s(\overline{\Pi} - u_-) + f(\overline{\Pi}) - f(u_-) = -H(\overline{\Pi}) g(\overline{\Pi}) \overline{\Pi}' - s\tau H(\overline{\Pi}) \overline{\Pi}'' \quad \text{where} \quad \tau' = d_\xi.
\] (15)

We rewrite this equation as a first order system, change variables from \( \xi \) to \( \eta = \xi/\sqrt{s\tau} \), and drop the bar from \( u \). Thus, \( u(\eta) = \overline{\Pi}(\xi) \):
\[
u' = v
\]
\[
v' = -\frac{1}{\sqrt{s\tau}} g(u)v + \frac{1}{H(u)} [s(u - u_-) - f(u) + f(u_-)].
\] (16)
We say a shock wave (12) is an admissible solution of (11) if system (16) has a solution \((u, v)\) satisfying
\[
(u, v)(\pm\infty) = u_{\pm}.
\] (17)

To describe which shocks are admissible, we need to specify the relative permeabilities (7) and the equilibrium pressure \(p^r(u)\). For simplicity, we take \(p^r(u) = -u\), so that \(g(u) = -1\). There are also various positive parameters in the model. However, nondimensionalization greatly reduces the number of parameters. We introduce length and time scales \(L, T\) related to the total velocity \(V\) and a scale \(P\) for the pressure:
\[
\frac{L}{T} = \frac{V}{\varphi}, \quad P = LV\frac{\varphi mu}{Knw}.
\]

Since there are free scales here, we take \(\varphi = 1\) in what follows. With mobilities given by (2) and relative permeabilities given by (7),
\[
f(u) = \frac{um}{um + M(1 - u)^n}, \quad H(u) = \frac{um(1 - u)^n}{um + M(1 - u)^n},
\] (18)

where \(M = \frac{\kappa^{\omega^w}}{\kappa^{\omega^w}} < 1\) is the mobility ratio. Typically, the \(\kappa^{\omega^u} \sim 1\), so this ratio is essentially the ratio of viscosities. When a specific value of \(M\) is needed for numerical simulations, we take \(M = 0.2\).

From Rolle’s Theorem we deduce that for \(m, n > 1\), \(f(u)\) has an inflection point at some \(u_I \in (0, 1)\). We shall assume that \(f''(u)(u_I - u) > 0\) for \(u \neq u_I\).

We need two other key values \(\alpha, \beta\) of \(u\), defined by
\[
f'(\alpha) = (f'(\alpha) - 1)/(\alpha - 1), \quad f'(\beta) = f'(\beta)/\beta, \quad 0 < \alpha < \beta < 1.
\]

3.1. Equilibria of (16). For specified values of the parameters \(u_-\), \(s\), system (16) has between one and three equilibria, in which \(v = 0\) and \(u\) satisfies \(s(u - u_-) - f(u) + f(u_-) = 0\). Two equilibria coincide when \(s = f'(u)\).

For \(0 < u < 1\) there is \(u^*(u) \in (\alpha, \beta)\) such that \(f'(u^*) = (f(u) - f(u^*)/(u - u^*)\), and \(u^*(u_I) = u_I\). From the convex-concave property of \(f\), we calculate easily that \((u^*)'(u) < 0\), and in \((u^*)'(u_I) = -1/\sqrt{2}\). The inverse function \(u_*(u)\) is also significant. In fact, for each pair \((u_-, u_+)\) between the curves \(u_+ = u^*(u_-), u_- = u_*(u_-)\), there are three equilibria \(u_-^*, u_+, u_m\), with \(u_m\) between \(u_-\) and \(u_+\), and \(s = (f(u_+) - f(u_-))/((u_+ - u_-))\). As indicated in Fig. 1, values of \(u_-\), \(u_+\) corresponding to shocks satisfying the Lax entropy condition are bounded by the diagonal and the curve \(u_+ = u_+(u_-)\). These properties are spelt out in more detail in [11].

For \((u_-, u_+)\) corresponding to Lax shocks, \((u, 0)\) is an unstable node or spiral and \((u_+, 0)\) is a saddle. However, there is no guarantee that there will be a trajectory from \(u_-\) to \(u_+\) as the stable manifold entering \((u_+, 0)\) may be kept away from \((u_-, 0)\) by a third saddle point equilibrium whose unstable manifold surrounds \((u_-, 0)\).

If \((u_-, u_+)\) is in either region labeled 3 in Fig. 1, then \((u_\pm, 0)\) are saddle points, and there is the possibility of a trajectory satisfying the boundary conditions (17). Such a saddle-saddle trajectory is not stable to perturbations (by changing \(u_+\) for example), but has codimension one, so these trajectories can be found using a shooting method with a single parameter. We choose to fix \(\tau > 0\) and \(u_-\), and vary \(u_+\).

When there is such a trajectory, we say the corresponding shock wave (12) is undercompressive, because it fails to satisfy the Lax entropy condition for “compressive” shocks. Nonetheless, undercompressive shocks are admissible, and in fact,
they render some compressive shocks inadmissible, as indicated above. Saddle-saddle connections necessarily have $v = u'$ of a single sign, so that they can be parameterized by $u : v = v(u)$. Let $γ = \frac{1}{\sqrt{sτ}}$. Then the ODE system can be written

$$\frac{dv}{du} = γv + \frac{s(u - u_-) - f(u) + f(u_-)}{H(u)}.$$  \hspace{1cm} (19)

Consequently, for a saddle-to-saddle trajectory, since $v(u_±) = 0$,

$$\int_{u_-}^{u_+} G(y; u_-, u_+) \, dy = -γ \int_{u_-}^{u_+} v(y) \, dy,$$

where $G(y; u_-, u_+) = \{s(u-u_-)-f(u)+f(u_-)/H(u)\}$, and $s = (f(u_+)-f(u_-))/(u_+ - u_-)$.

Let $(u, v_+(u))$ be the locus of the stable manifold entering $(u_+, 0)$, on the side of $(u_-, 0)$, and let $(u, v_-(u))$ denote points on the unstable manifold leaving $(u_-, 0)$ towards $(u_+, 0)$. We can form a useful separation function by evaluating $v_±$ at the middle equilibrium $u_m$. Since $γ$ depends on the shock speed, and hence on $u_-, u_+$, we remove this dependence by setting $δ = \frac{1}{\sqrt{sτ}}$. Now define the separation function $R$ by

$$R(u_-, u_+, δ) = v_+(u_m) - v_-(u_m).$$ \hspace{1cm} (21)

It takes a bit of checking that $v_±$ are both defined at $u_m$, but this is a simple analysis of the phase portraits. Then for $(u_-, u_+)$ in region 3, there is a traveling wave from $u_-$ to $u_+$ precisely when

$$R(u_-, u_+, δ) = 0.$$ \hspace{1cm} (22)

Such a simple separation function has been used successfully for numerical calculations in many contexts [6], although a more useful version allows for greater analytic simplicity [12, 10]. For each fixed $δ$, equation (22) defines a curve $Σ_δ$ in each of the two region 3’s of the $(u_-, u_+)$ diagram.
Let’s first consider the case \( \tau = \infty \), i.e., \( \delta = 0 \). Then the existence of a trajectory joining saddle points at \( u_\pm \) reduces to the equation

\[
\int_{u_-}^{u_+} G(y; u_-, u_+) \, dy = 0. \tag{23}
\]

For \( m = n = 2 \) we showed in [12] that there is a curve in the \( u_-, u_+ \) diagram through the inflection point \( \Lambda \) and ending in the corners \((0,1),(1,0)\). In fact, the behavior near the corners can be quantified in terms of the mobility ratio \( M \). The asymptotics are somewhat delicate as \( G(y; u_-, u_+) \) is singular at \( y = 0 \) and at \( y = 1 \). However, the logarithmic singularities in the integrals cancel and the curve \( \Sigma_0 \) of values satisfying (23) is well defined as described. For \( \delta > 0 \), the curves \( \Sigma_\delta \) fill up portions of each region 3 between \( \Sigma_0 \) on the side of the boundaries \( u_+ = 0,1 \), as shown in Fig 1 (right).

If either exponent \( m \) or \( n \) in the relative permeability functions is less than 2, then the picture changes. In this case, the function \( G \) is integrable at \( u = 0,1 \), with the consequence that the \( \Sigma_0 \) curve reaches the boundaries \( u_+ = 1, u_- = 1 \) away from the corners of the \( u_-, u_+ \) square. This is shown in Fig. 2. As pointed out by van Duin et al [14], if \( \tau \) is sufficiently large, there may be no traveling waves corresponding to undercompressive shocks if \((u_-, u_+)\) is close to one of the corners \((0,1),(1,0) \). Instead, there are sharp shocks, identified in [14, 3].

To explain this, we focus on a particular case, in which \( m = n = \frac{3}{2} \). Then, setting \( u_- = 0, u_+ = 1 \), we have \( s = 1 \), and

\[
G(y,0,1) = \frac{y - f(y)}{H(y)} = (1 - y)^{\frac{3}{2}} y^2 \left( \frac{1}{2} - \frac{y^2}{2} + My(1 - y)^{\frac{3}{2}} \right).
\]

Thus, for \( M = 0 \), \( \int_0^1 G(y,0,1) \, dy = 2 \), and \( \frac{d}{dy} \int_0^1 G(y,0,1) \, dy = 2 \). Consequently, \( \int_0^1 G(y,0,1) \, dy > 0 \) for all \( M > 0 \). By continuity, for any fixed \( M > 0 \), for \( u_- \) near \( u_- = 0 \), and \( u_+ \) near \( u_+ = 1 \), \( \int_{u_-}^{u_+} G(y,u_-, u_+) \, dy > 0 \). However, if we keep \( u_- \) fixed near zero and decrease \( u_+ \), it is easy to see that the positive contribution to \( \int_{u_-}^{u_+} G(y,u_-, u_+) \, dy \) increases while the negative part decreases. Consequently, \( \int_{u_-}^{u_+} G(y,u_-, u_+) \, dy \) can never reach zero and there are no traveling waves from \( u_- \) near zero to \( u_+ > u_+(u_-) \), for \( \delta = 0 \). Moreover, since the \( \Sigma_\delta \) curves lie above the \( \Sigma_0 \) curve in the \( u_-, u_+ \) diagram, for \( u_- < u_L \), there are no traveling wave solutions for any value of \( \delta > 0 \) for this same range of \( u_- \). A corresponding argument for \((u_-, u_+)\) near \((1,0)\) helps to justify the intersection of \( \Sigma_\delta \) curves with the line \( u_- = 1 \) shown in Fig. 2.

In [14, 3] traveling waves are found numerically in this forbidden range that have a corner at \( u_- = 1 \), at a finite value of \( \xi \), and then run smoothly to a small value of \( u_+ \). The speed of these waves is \( s = (f(u_+) - 1)/(u_+ - 1) \), which corresponds to a shock from \( u_- = 1 \) to \( u_+ \). However, although \( (u,v) = (1,0) \) is an equilibrium for this value of \( s \), the stable manifold from \((u_+, 0)\) intersects the line \( u = 1 \) at a point \( v = v' < 0 \), as shown in Fig. 2 (Right). This is related to the separation function not changing sign for \( u_+ \sim 0 \) and \( u_- \sim 1 \) as explained above. Consequently, there is a traveling wave as predicted with a finite negative slope at \( u = 1 \). An unexplained aspect of these observations is how the speed \( s \) is selected, since the same behavior of the stable manifold is present in the phase portrait for any nearby value of \( s \).

To verify the occurrence of sharp shocks in the PDE, we ran numerical PDE simulations for the full Gray-Hassanizadeh PDE, in which initial data are chosen
corresponding to a jump from \( u_- < 1 \) but near 1, to \( u_+ \) near zero, specifically a smoothed jump from \( u = 0.9 \) to \( u = 0.025 \):

\[
u(x, 0) = \frac{1}{2}(0.925 - 0.875 \tanh(10x))
\]

The resulting solutions are shown at a series of times in Fig. 3. After an initial transient, the solution quickly finds the level \( u = 1 \), and evolves into a combination of traveling waves. The slower wave corresponds to a Lax shock from \( u = 0.9 \) to \( u = 1 \), with oscillations corresponding to the spiral equilibrium at \( u = 0.9 \). This is preceded by a faster sharp shock, with monotonic traveling wave that has a corner at \( u = 1 \), and approaches \( u = 0.025 \) exponentially, as suggested by the phase portrait in Fig. 2(left).

4. **Stability of Plane Waves.** The shock waves (12) of the previous section are plane wave solutions of system (5) in which \( p_c = 0 \). This reduced system is hyperbolic-elliptic:

\[
\begin{align*}
\frac{\partial u}{\partial t} - \nabla \cdot (\lambda(u) \nabla p) &= 0, \\
\nabla \cdot (\Lambda(u) \nabla p) &= 0.
\end{align*}
\]

In this section, I discuss linearized stability of planar shocks to two-dimensional perturbations.

A shock wave solution of (25) is a weak solution \((u(x, y, t), p(x, y, t))\) of the system in which \( u \) has a discontinuity along a curve \( x = \hat{x}(y, t) \), \( p \) is continuous there, but \( \nabla p \) is discontinuous. The normal to the discontinuity surface \( x = \hat{x}(y, t) \) in \( t, x, y \) is \((-\hat{x}_t, 1, -\hat{x}_y)\). With the notation \( u_{\pm}(y, t) = u(\hat{x}(y, t)_{\pm}, y, t) \), and similarly for \( p_x, p_y \), we have jump conditions:

\[
\begin{align*}
-\hat{x}_t[u] - [\lambda(u)p_x] + \hat{x}_y[\lambda(u)p_y] &= 0, \\
-\hat{x}_t[p_x] + \hat{x}_y[\Lambda(u)p_y] &= 0,
\end{align*}
\]

where \([\cdots]\) denotes the jump.

Consider a planar Lax shock related to the piecewise constant saturation function (12), in which the shock is located for fixed \( t \) on the line \( x = st \), with velocities

**Figure 2.** Left: Sigma curves showing undercompressive shocks for \( p = q = 3/2 \). Right: Phase portrait for a sharp shock TW
Figure 3. PDE simulations of equation (14) showing a sharp shock emerging from monotonic initial data.

\[ v_\pm = -\lambda_\pm \partial_x p_\pm \text{ constant on either side of the shock.} \]

The mobilities \( \lambda_\pm = Kk(\bar{u}_\pm)/\mu \) depend on the constant saturations \( u = \bar{u}_\pm \). The pressure \( p \) is continuous; thus (up to a constant):

\[ p_\pm = \bar{p}_\pm \cdot (x - st) = -\frac{v_\pm}{\lambda_\pm} z = -\frac{V}{\Lambda_\pm} z, \quad z = x - st. \]

It is convenient to work in the frame moving with speed \( s \), for which the shock location is \( z = \bar{z} = \bar{x} - st = 0 \).

We seek solutions of the linearized system. To this end, we perturb the variables \( u, p \) and the shock location.

\[ u = \bar{u}_\pm + U_\pm(x, y, t), \quad p = \bar{p}_\pm \cdot (x - st) + P_\pm(x, y, t), \quad x = st + \bar{z}(y, t). \]

Equations (25) are linearized about the shock on each side, giving linearized equations (dropping the subscripts \( \pm \)):

\[ U_t - \lambda'(\bar{u})\bar{p}U_x - \lambda(\bar{u}) \Delta P = 0, \]

\[ \lambda'(\bar{u})\bar{p}U_x + \Lambda(\bar{u}) \Delta P = 0. \]  

(27)

Thus, \( \Delta P = -\frac{\lambda'(\bar{u})}{\Lambda(\bar{u})} \bar{p}U_x \). Substituting back into the first equation, we eliminate \( P \):

\[ U_t - \bar{p} \left( \lambda'(\bar{u}) - \lambda(\bar{u}) \frac{\lambda'(\bar{u})}{\Lambda(\bar{u})} \right) U_x = 0. \]

This is a linear equation for \( U = U_\pm \), with constant coefficients. Moreover, although dependence on \( y \) has been eliminated, we need to consider perturbations that are dependent on \( y \) as they can affect \( P \). Solutions have the form \( U(x, y, t) = w(x - st)e^{iy\alpha}e^{\sigma t} \). Here, \( \alpha \in \mathbb{R} \) is the wave number, \( \sigma \in \mathbb{C} \) gives the time response: \( \text{Re} \sigma > 0 \).
corresponds to an unstable wave, and $Re \sigma < 0$ is needed for stability. The traveling wave $w$ is required to be bounded. With $z = x - st$, $w' = \frac{dw}{dz}$, we obtain

$$
\sigma w - sw' - \bar{p} \lambda (\bar{u}) \left( \frac{\lambda'(\bar{u})}{\lambda(\bar{u})} - \frac{\lambda'(\bar{u})}{\lambda(\bar{u})} \right) w' = 0.
$$

But $f(u) = V \lambda(u)/\Lambda(u)$, $\bar{p} \lambda(\bar{u}) = -f(\bar{u})$ so after some calculation we find

$$
\sigma w = (s - f'(\bar{u})) w'.
$$

This ODE has solutions $w(z) = a_{\pm} e^{\beta_{\pm} z}$, with

$$
\sigma = \beta_{\pm} (s - f'(\bar{u}_{\pm})).
$$

The Lax entropy condition reads $f'(\bar{u}_{\pm}) < s < f'(\bar{u}_{-})$. Consequently, for a Lax shock, $\pm Re \beta_{\pm} > 0$, if $Re \sigma > 0$. Therefore, $w(z)$ does not decay at $z = \pm \infty$ unless $w \equiv 0$. If $Re \sigma < 0$, then the perturbation decays in time, at least to leading order.

We proceed to consider perturbations with $U \equiv 0$. We still have the equation for the perturbation $P = P_{\pm}$ of the base pressure. We seek solutions of the form $u = \bar{u}_{\pm}, p = \bar{p}_{\pm} z + P_{\pm}, \ P_{\pm}(z,y,t) = q_{\pm}(z)e^{i\alpha y + \sigma t}$, with sharp interface at $\hat{z} = \hat{x} - st = a e^{i\alpha y + \sigma t}$, $z = x - st$. By scale invariance, we have $\sigma = \sigma_1 \alpha$, $\alpha > 0$, and we wish to determine the sign of $\sigma_1$ when there are non-trivial solutions of the linearized equations.

Since $U \equiv 0$, equations (27) reduce to $\Delta P = 0$, leading to

$$
q''_{\pm} - \alpha^2 q_{\pm} = 0. \quad (28)
$$

Thus, $q_{\pm} = b_{\pm} e^{\mp \alpha z}$, $\pm z > 0$, are the solutions that decay as $|z| \to \infty$. It remains to write three linear equations for the three constants $a, b_{\pm}$. Then there are non-trivial solutions if and only if the determinant of coefficients is singular, thus leading to an expression for $\sigma_1$, which appears in the coefficient matrix. The analysis is an explicit version of the derivation of the Lopatinski determinant condition for stability of a shock wave solution of a system of hyperbolic conservation laws. (See [1], for example.) Two of the three conditions come from linearizing the jump conditions (26), and the third condition ensures that the pressure $p(x, y, t)$ is continuous.

The linearized jump conditions, after setting $U \equiv 0$, become

$$
\hat{z}(\bar{u}) + [\lambda(\bar{u}) P_\pm] = 0 \quad (29)
$$

$$
[\Lambda(\bar{u}) P_\pm] = 0. \quad (30)
$$

Substituting in the forms for $\hat{z}$ and $P_\pm$, we get

$$
\sigma_1 \alpha a [\bar{u}] + [\lambda(\bar{u}) q'] = 0 \quad (31)
$$

$$
[\Lambda(\bar{u}) q'] = 0 \quad (32)
$$

Equation (32) relates $b_{\pm} :$

$$
\Lambda(\bar{u}_+) b_+ = -\Lambda(\bar{u}_-) b_- \quad (33)
$$

from which (31) implies

$$
b_- \Lambda(\bar{u}_-)(f(\bar{u}_+) - f(\bar{u}_-)) = -\sigma_1 a (\bar{u}_+ - \bar{u}_-) V.
$$

But $(f(\bar{u}_+) - f(\bar{u}_-))/(\bar{u}_+ - \bar{u}_-) = s$, the shock speed, so we get a second equation,

$$
b_- \Lambda(\bar{u}_-) s = -a \sigma_1 V. \quad (34)
$$
The third equation comes from continuity of pressure at \( z = \hat{z}(y,t) \) = \( ae^{i\alpha y + \sigma t} \), recalling that \( p = \bar{p}_\pm z + q_\pm(\hat{z})e^{i\alpha y + \sigma t} \), \( q_\pm = b_\pm e^{i\alpha z} (\pm z > 0) \) :

\[
\bar{p}_+ a + b_+ = \bar{p}_- a + b_-
\]

Thus, \((\bar{p}_+ - \bar{p}_-) a = -\sigma_1 V a \left( \frac{1}{\Lambda(u_+)} + \frac{1}{\Lambda(u_-)} \right)\), from (33), (34). Since \( \bar{p}_\pm = -\frac{V}{\Lambda(u_\pm)} \), we obtain, for \( a \neq 0 \) :

\[
\sigma_1 = s \frac{\Lambda(u_-) - \Lambda(u_+)}{\Lambda(u_-) + \Lambda(u_+)}.
\]

Since \( s > 0 \), and \( \Lambda(u_\pm) > 0 \), we conclude that the planar shock (12) is linearly stable to transverse perturbations if \( \Lambda(u_-) < \Lambda(u_+) \), and is linearly unstable if \( \Lambda(u_-) > \Lambda(u_+) \). Thus, the curve

\[
\Lambda(u_-) = \Lambda(u_+)
\]

separates regions in the \( u_-, u_+ \) plane where the shock is stable from regions where the shock is unstable. Moreover, although the analysis used the Lax entropy condition, which also defines regions within the \( u_-, u_+ \) plane, the condition for instability is valid for shocks that fail to satisfy the Lax condition, since the eigenfunctions with \( U \equiv 0 \) are still present.

With quadratic relative permeabilities, the stability boundary (36) simplifies to a straight line \( u_+ = -u_- + \frac{2M}{M+1} \), which necessarily cuts through the region of Lax shocks. Thus, some Lax shocks are stable and others are unstable. Somewhat surprisingly, there are arbitrarily weak Lax shocks that are stable and others that are unstable, since the stability boundary crosses the diagonal \( u_- = u_+ \) transversally. The stability boundary was tested numerically for a pair of cases in [13]. More detailed simulations have been performed elsewhere [8], but based on the detailed stability analysis of traveling waves of Yortsos and Hickernell [15] rather than the comparatively simple analysis here.

A further consequence in the case of quadratic relative permeabilities is that undercompressive shocks are necessarily unstable. It would be interesting to know whether there are relative permeability functions for which at least some undercompressive shocks are stable. This is more complicated than it might appear however, since for undercompressive shocks there can be eigenfunctions with \( U \) non-zero on the left of the shock (the side on which characteristics leave the shock). Then the generalization of the Lopatinski determinant condition involves quantifying the kinetic relation, an additional condition that determines which shocks are admissible. In the previous section, this was \( u_+ = \hat{u}_+(u_-) \), and was derived numerically from computations of traveling waves.
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Abstract. We address the issue of numerical simulation of a three-phase flow model in a two-dimensional heterogeneous porous media with an isolated umbilic point inside the three-phase domain and taking into account gravity effects and explicit spatially varying flux functions in the both hyperbolic and parabolic operators in the differential three-phase governing equations. Our computational approach is based on an operator-splitting procedure for decoupling the nonlinear three-phase flow system with mixed discretization methods, leading to purely hyperbolic, parabolic and elliptic subproblems. We were able to numerically reproduce semi-analytical nonclassical results for three-phase flow calculations for one-dimensional homogeneous media. Several numerical experiments were performed in order to show evidence of stable nonclassical waves for the three-phase flow system with gravity effects at hand based on flux functions with explicit spatial variation.

1. Introduction. We discuss a computational approach for solving and simulation of a immiscible and incompressible three-phase flow model which in turn includes the gravity effects in inhomogeneous porous medium in two space dimensions taking into account hyperbolic-parabolic flux functions with explicit spatial variation. We consider a fluid composed of phases gas, oil and water, mixed at macroscopic level, and indicated by the subscripts $g$, $o$, and $w$. Furthermore, there are no sources or sinks and compressibility and thermal effects are considered to be negligible. We also assume that the whole pore space is occupied by the fluid phases. As a consequence [11, 4], any pair of saturations inside the saturation triangle (three-phase domain) defined by $\triangle := \{(S_w, S_o) | 0 \leq S_i \leq 1; S_w + S_g + S_o = 1\}$, can be chosen to describe the state of the fluid phases $(S_o, S_w, S_g)$ in the porous medium. Therefore, following [2, 1], we choose $S_w$, $S_g$ and $p_o$ as the three independent variables of the differential problem. Thus, the system of conservation laws governing immiscible
and incompressible three-phase flow in porous media reads,
\[
\begin{align*}
\frac{\partial}{\partial t}(\phi(x)S_w) + \nabla \cdot (F_w(S, x)) &= \nabla \cdot (D_w(S, x)), \\
\frac{\partial}{\partial t}(\phi(x)S_g) + \nabla \cdot (F_g(S, x)) &= \nabla \cdot (D_g(S, x)), \\
\nabla \cdot v &= 0, \quad v = -K(x)\lambda(S)\nabla p_o + \epsilon_o(v_{w_o} + v_{g_o}) + \epsilon_gv_G,
\end{align*}
\]
where \( S = (S_w, S_g) \) and the spatially varying hyperbolic terms are denoted by,
\[
\begin{align*}
F_w(S, x) &= v_{fw}(S, x) + \epsilon_oK(x)\left[\lambda_w(1 - f_w)\rho_{w_o} - \lambda_w f_g\rho_{g_o}\right]g\nabla Z, \\
F_g(S, x) &= v_{fg}(S, x) + \epsilon_oK(x)\left[\lambda_g(1 - f_g)\rho_{g_o} - \lambda_g f_w\rho_{w_o}\right]g\nabla Z.
\end{align*}
\]
The diffusive terms of the three-phase model are represented by the right-hand side of the system (1) incorporating capillary pressure effects (that in principle are experimentally measured functions of all saturations), which in turn are given by,
\[
[D_w, D_g]^T = \epsilon_c G(S, x) [\nabla S_w, \nabla S_g]^T.
\]
Matrix \( G(S, x) \) can be rewritten conveniently into the product of the uniformly positive scalar permeability field \( K(x) \) along with the following two \( 2 \times 2 \) matrices,
\[
\Theta = \begin{bmatrix}
\lambda_w(1 - f_w) & -\lambda_w f_g \\
-\lambda_g f_w & \lambda_g(1 - f_g)
\end{bmatrix}
\] \quad and \quad \Psi = \begin{bmatrix}
\partial p_{w_o}/\partial S_w & \partial p_{w_o}/\partial S_g \\
\partial p_{g_o}/\partial S_w & \partial p_{g_o}/\partial S_g
\end{bmatrix}.
\]
Since experimental data are hardly available we use physical arguments of Aziz and Settari (see, e.g., [11, 2, 1]) that the capillary pressure functions for three-phase flow can be taken to have the form \( p_{w_o} = -P_{w_o}(S_w) \) and \( p_{g_o} = -P_{g_o}(S_g) \), where \( P_{w_o} \) and \( P_{g_o} \) are certain monotone decreasing functions (as described below). Thus in this approach, three-phase capillary pressures can be expressed in terms of well-known two-phase capillary pressures [11, 2, 1]. So, assumptions on capillary pressures lead to conditions on \( G(S, x) \). In short, for our choice of \( P_{w_o} \) and \( P_{g_o} \) we have an operator \( \nabla \cdot [D_i(S, x)] \), \( i = w, g \), associated with (1) that is strictly parabolic in the interior of the saturation triangle \( \Delta \) and system (1)-(4) is well-posed in the three-phase domain [11]. To take the qualitative behavior of the effect of heterogeneity (imposed by the permeability \( K(x) \) and the porosity \( \phi(x) \)) we use a Leverett J-function to scale the capillary pressure curve for each grid block in the porous media (see [1] for details):
\[
p_{io}(S_w, S_g, S_o) = \frac{-P_{io}}{\sigma_{io} \cos \psi_{io}} \sqrt{\frac{K(x)}{\phi(x)}}, \quad i = w, g, \quad \text{where} \quad \sigma_{io} \text{ is the interfacial tension and} \psi_{io} \text{ is the contact angle, the wetting preference of a solid surface in contact with two fluids, along with the following models} \quad P_{w_o} = 5(S_w^2 - (1 - S_w)^{-2}) \quad \text{and} \quad P_{g_o} = (S_g^2 - (1 - S_g)^{-2}).
\]
For the three-phase flow system (1)-(4), \( K(x) > 0 \) and \( \phi(x) > 0 \) are the absolute permeability and porosity of the porous medium; \( K_i, \rho_i \) and \( \mu_i \) are, respectively, the relative permeability, density and viscosity of phase \( i \); \( p_o \) is the oil pressure; the correction velocities \( v_{w_o} \) and \( v_{g_o} \) are defined by \( v_{ij} = -K(x)\lambda_i(S_w, S_g)\nabla p_{ij}, \quad i \neq j \) and \( v_{G}(S_w, S_g) = K(x)\lambda_g g\nabla Z \) is the velocity correction due to gravity, where \( \lambda_i(S_w, S_g) = \lambda_w \rho_w + \lambda_o \rho_o + \lambda_g \rho_g; \quad \rho_i \) is the density of phase \( i \). The magnitude of the gravity is \( g \) and \( Z \) is the depth. In the above definitions \( \lambda_i = K_i/\mu_i \) denotes the mobility of phase \( i \), the ratio between relative permeability and viscosity; \( \lambda(S_w, S_g) = \sum_i \lambda_i \) is the total mobility and \( f_i(S_w, S_g) = \lambda_i/\lambda \) is the fractional flow function of phase \( i \). We use the model by Corey [11] for relative permeabilities: \( K_u = S_w^2, \quad K_o = S_o^2 \) and \( K_g = S_g^2 \). For other models of three-phase flow used in petroleum engineering, such as certain models of Stone [11], the
umbilic point in the Corey model is generally replaced by an elliptic region, which in turn the characteristic speeds are not real. After nondimensionalizing the three-phase equations (1)-(4) two dimensionless groups appears: \( \epsilon_{g} \) quantifies the ratio between the gravity effects to convective effects and \( \epsilon_{v} \) quantifies the ratio between convective to diffusive effects. In the numerical experiments, to be reported later on, we will specify the corresponding values of the dimensionless groups.

2. The Numerical Method. We limit ourselves to a very short description of the numerical method. The interested reader is referred to [1, 2] for further information. Following [2], our computational method is an operator-splitting procedure [10, 8, 6] for decoupling the nonlinear three-phase flow system (1)-(4). The splitting allows the characteristic speeds are not real. After nondimensionalizing the three-phase system (1)-(4) two dimensionless groups appears:

\[
\nabla \cdot \mathbf{v} = 0, \quad \mathbf{v} = -K(x)\lambda(S)\nabla p_o + \epsilon_p (\mathbf{v}_{wo} + \mathbf{v}_g) + \epsilon_v \mathbf{v}_G,
\]

(5)

that are longer than those for the purely diffusive calculation,

\[
\frac{\partial}{\partial t}(\phi(x)S_w) = \nabla \cdot (D_w(S,x)), \quad \frac{\partial}{\partial t}(\phi(x)S_g) = \nabla \cdot (D_g(S,x)),
\]

(6)

which in turn are longer than those for purely convection calculation,

\[
\frac{\partial}{\partial t}(\phi(x)S_w) + \nabla \cdot (\mathbf{F}_w(S,x)) = 0, \quad \frac{\partial}{\partial t}(\phi(x)S_g) + \nabla \cdot (\mathbf{F}_g(S,x)) = 0.
\]

(7)

Of course, appropriate boundary and initial conditions [1, 2] must be specified to solve system (1)-(4), or (5)-(7). A mixture of water and gas is injected at a uniform and constant rate along the left boundary \((x, y) \in \{0\} \times [0, Y]\) for temporally constant boundary conditions with production of a three-phase fluid mixture at \((x, y) \in \{X\} \times [0, Y]\). No flow is allowed across the boundaries with \((x, y) \in [0, X] \times \{0, Y\}\). In order to capture viscous fingering effects keep a constant reference pressure \(p_o\) at \((x, y) \in \{X\} \times [0, Y]\). Therefore, we have a solvable elliptic problem [1, 2]. The oil pressure \(p_o\) and the Darcy velocity \(\mathbf{v}\) in (5) are approximated at times \(t^m = m\Delta t_p, m = 0, 1, 2, \ldots\). Locally conservative mixed finite elements [1, 2] are used to discretize the pertinent elliptic equation (5) and the spatial operators in the diffusion system (6). In the diffusion step, the saturations \(S_w\) and \(S_g\) are approximated at times \(t_n = n\Delta t_d, n = 1, 2, \ldots\); the time discretization of the latter is performed by means of the implicit backward Euler method [1, 2]. In practice, the convective transport (7) might be computed at intermediate times \(t_{n,K} = t_n + k\Delta t_c\) for \(t_n < t_{n,K} \leq t_{n+1}\), which in turn the time steps \(\Delta t_c\) are subject dynamically to a CFL condition [1]. Indeed, our main goal in the current study is the accurate numerical simulation of the three-phase system (1)-(4) in discontinuous porous. Therefore, in order to avoid an overestimation of the shock layer, we take \(\Delta t_c = \Delta t_d = \Delta t_p\) since the time step \(\Delta t_c\) should not be considerably larger than \(O(\epsilon_P)\) (see [8, 1] for details). This choice is an attempt to perform an accurate computation of the nonlinear self-sharpening mechanism between convection and diffusion.

3. A central scheme formulation for variable porosity and flux functions with spatial variation. We discuss very briefly a possible implementation of a central differencing scheme for the numerical approximation of the hyperbolic system (7) taking into account heterogeneous permeability \(K(x)\) and porosity \(\phi(x)\) fields. First, we notice that Karlsen and Towers [9] gave a convergence proof for the Lax-Friedrichs finite difference scheme for non-convex genuinely nonlinear scalar conservation laws of the form \(u_t + f(u,k(x,t))_x = 0\), with \(u = u(x,t)\), where
the coefficient \( k(x,t) \) is allowed to be discontinuous along curves in the \((x,t)\) plane. Karlsen and Towers also proved stability, and uniqueness, for an extended Kruzhkov entropy solution, provided that the flux function satisfies a so-called crossing condition, and that strong traces of the solution exist along the curves where \( k(x,t) \) is discontinuous. In this way they were able to show that a convergent subsequence of approximations produced by the Lax-Friedrichs scheme to the above equation converges to such an entropy solution [9]. On the other hand, we recall that the celebrated central scheme, introduced by Nessyahu and Tadmor [13], is also based on the Lax-Friedrichs scheme in a staggered grid. Nessyahu and Tadmor proved that the resulting scalar scheme satisfies both the Total Variation Diminishing property and a local cell entropy inequality in order to get convergence to the unique entropy solution, at least in the genuinely non-linear scalar case.

Thus, the idea here is to build a locally conservative central approximation scheme for system (7) respecting the local equilibria linked to the capillary pressure discontinuities associated with the parabolic system (6). Following Nessyahu-Tadmor [13] and Karlsen-Towers [9] we performed a consistent discretization of the flux functions \( F_i(S, x) \), \( i = w, g \) for the hyperbolic system (7) in a staggered grid. This is the same locally conservative approach as performed by Karlsen-Towers [9] and Nessyahu-Tadmor [13]. For more details we refer the reader to [1, 2].

We remark that the spatial integration of the discontinuous flux functions is performed over the entire Riemann fan [13]. This is the distinctive feature of the central scheme approach. Indeed, this integration eliminates the need of any detailed knowledge about the exact (or approximate) Riemann problem. Furthermore, it facilitates more accurate computation of the numerical flux \( \int_{t}^{t+\Delta t} F_i(S, K(x)) d\tau \), whose values are extracted from the smooth interface of two noninteracting (local) Riemann problems taking into account discontinuous quantities \( S \), \( \phi(x) \) and \( K(x) \). In other words, such values share the benefit of the location of the “well-defined” integration points due to the staggered solution strategy to take into account hyperbolic-parabolic flux functions with explicit spatial variation on \( K(x) \) and \( \phi(x) \) associated with the system (1)-(4). To avoid the error incurred in the calculation of cell averages associated with \( \partial(\phi(x)S)/\partial t \) in system (7), we use a projection by means of a locally conservative definition of the porosity \( \phi(x) \) on the same staggered grid. This numerical approach seems to be appropriate to resolve the discontinuous coefficients \( K(x) \) and \( \phi(x) \) without spurious oscillation in the numerical approximations to equation (5)-(7).

The nonlinear parabolic subsystem (6) associated to the system (1)-(4) is handled by a mixed finite element approach [2, 1]. In particular, it has been shown in [5] that discontinuous capillary pressure field yield undercompressive discontinuities, in opposition to what was commonly accepted in the literature [3, 12]. This effect seems to be of great importance on the behavior of the solution, even when the capillary pressure seemed to be neglected. In our formulation the discontinuous capillary pressure appears in the hyperbolic-parabolic fluxes (5)-(7). Furthermore, our numerical procedure combines a domain decomposition technique with an implicit time backward Euler method (see [2, 1]) in the construction of a local iterative method for system (6), which in turn allows for variable porosity \( \phi(x) \).

In the above algorithm, we first assume that the saturations \( \{S_w, S_g\} \) and their fluxes \( \{D_w, D_g\} \) are known. Then, the phase velocity corrections \( v_{wo} \) and \( v_{go} \) can be calculated using \( \{D_w, D_g\} \) [2, 1]. Finally, the total velocity \( v \) can be recovered from the elliptic subsystem (5).
4. Numerical Experiments. Several 1D and 2D numerical experiments are performed to exhibit the relevance of the simulation of three-phase flow in discontinuous porous media. For the one-directional injection problem depicted here, the spatial domain for (1)-(4) is an idealized semi-infinite core for \( x > 0 \). In this setting, we are interested in solutions for initial conditions at \( t = 0 \), corresponding to the Riemann data: left state equal to \((S_w, S_g) = (0.15, 0.05)\) and for temporally constant boundary conditions at \( x = 0 \), representing a steady injection rate with left state \((S_w, S_g) = (0.721, 0.279)\).

It is also worth mentioning that the presence of an umbilic point or an elliptic region almost always prohibits the existence of Riemann invariants. This fact is at the root of the complexity of solutions when strict hyperbolicity fails, as it does for the model of immiscible three-phase flow (1)-(4). Only viscosity ratios are relevant, but for the purpose to generate representative solutions related to nonclassical structure for three-phase flow model (5)-(7), we will choose the following dimensionless viscosities \( \mu_w = 0.5 \), \( \mu_o = 1.0 \), and \( \mu_g = 0.3 \). In conjunction with the capillary pressures functions, we take interfacial tension values \( \sigma_{go} = 23 \) and \( \sigma_{wo} = 51 \) and contact angle with limit values of \( \psi_{wo} \approx 90^\circ \) and \( \psi_{go} \approx 90^\circ \). For the experiments with gravity we consider: \( \rho_o = 0.7 \), \( \rho_w = 1.0 \), and \( \rho_g = 5.76 \times 10^{-2} \).

The one-dimensional numerical results reported in Figure 1 were computed with a grid having 512 uniform cells. In these frames are shown saturation profiles for gas (top) and oil (bottom) as a function of distance. We compare simulations with (solid profiles) and without gravity (dashed profiles). For the numerical experiments we take \( \epsilon_P = 10^{-3} \) and two values for the dimensionless group \( \epsilon_G \) are used: \( 5 \times 10^{-3} \) (top solid profiles) and \( 8.5 \times 10^{-2} \) (bottom solid profiles).

Notice in the frames of Figure 1 left column computed with gravity that the oil saturation front (solid line from \( S^* \) to \( 2CS \), from \( 2CS \) to \( 1CS \) and from \( 1CS \) to \( SR \)) are slightly slower than the solution computed without gravity (dashed line). We point out that in the top picture of Figure 1 the wave front in the gas saturation profile computed with gravity (solid line) also move very slightly ahead when compared with the case without gravity. These results are in agreement with the action of gravity on the flow, as it is in the opposite direction with respect to the injection. In addition, we remark that a stable nonclassical structure is simulated in the numerical results with gravity for a small value of \( \epsilon_G \) (see Figure 1).

We now turn to the discussion of the numerical experiments displayed on the right column of Figure 1 with \( \epsilon_G = 8.5 \times 10^{-2} \). The relative importance of gravity in this simulation is stronger. We point out that the oil saturation fronts move considerably slower (top-solid) and while the gas saturation profile moves faster (top-solid). In addition, the separate identity of the stable nonclassical wave from \( 1CS \) to \( 2CS \) and the Buckley-Leverett front from \( SR \) to \( 1CS \) seems to be lost (dashed curves in Figure 1). The findings in this numerical experiment address the issue of the effect of gravity on three-phase flow with structurally stable wave group solutions. Similar results were obtained for other capillary pressure functions [1].

4.1. Two dimensional numerical computations. The current study looks to the question of simultaneous propagation of multiple stable waves in discontinuous porous media using numerical simulation for system (5)-(7). We point out that the propagation of nonclassical undercompressive waves have a strong dependency upon the parabolic-diffusion mechanism being modeled [7, 11, 2]; such waves have been observed only in one-dimensional for three-phase flow problems (see, e.g., [7, 14, 11, 4]). The understanding of the interplay between rock heterogeneity and
nonlinearities (viscous forces with or without gravity) is an open issue for three-phase flow; see references [2, 1] for an attempt on this question in the same lines of the current study.

As a model for multi-length scale rock heterogeneity we consider scalar, log-normal permeability fields, so that $\xi(x) = \log K(x)$ is Gaussian and its distribution is determined by its mean and covariance function. We use the same multiscale field $\xi(x)$ to construct a correlated variable porosity field $\phi(x)$. This model is based on a random field model for anomalous diffusion in heterogeneous porous media (see, e.g., [2, 1] and references therein). The spatially variable permeability $K(x)$ and porosity $\phi(x)$ fields are defined on $512 \times 128$ grids with three values for the coefficient of variation $CV$ (standard deviation/mean): $CV$ is used as a dimensionless measure on the relative strength of heterogeneity of the porous medium. In this study, a mixture of water and gas is injected at a uniform and constant rate of 0.2 pore volume per year along the left boundary $(x, y) \in \{0\} \times [0, Y]$, $Y = 128$ for temporally constant boundary conditions for system (5)-(7), with production of the three-phase

Figure 1. From top to bottom are shown Gas and Oil saturation profiles. On the left column, under influence of gravity $(\epsilon_G = 5.5 \times 10^{-3})$, we have a nonclassical structure: the slow wave group comprises a strong slow rarefaction fan from $SL$ to $S^*$ and an adjoining slow front wave from $S^*$ to the constant state $2CS$. The fast wave group is a Buckley-Leverett front from the second constant state $1CS$ to $SR$. Between the slow and fast wave groups is a nonclassical front with left state $2CS$ and right state $1CS$ [11].
fluid mixture on the right boundary, in the same setting as in the one-dimensional numerical experiments.

**Figure 2.** Gas (resp. Oil) phase solutions are shown at the left (resp. right) column as a function of distance for values $CV_k = 1.0$ and $CV_\phi = 0.25$. The one dimensional solutions (bottom frames) are $x-$direction longitudinal cross-sections for gas (left) and oil (right). We notice the occurrence of a nonclassical wave [1, 2].

4.1.1. **Evidence of stable nonclassical wave in three-phase flow with gravity.** In order to better explain the numerical experiments, we consider “$x$-directional longitudinal cross-sections” at positions $y = 32m$, $y = 64m$ and $y = 96m$ (see Figure 2) of two-dimensional simulations for the three-phase system (5)-(7) in conjunction with superimposed one-dimensional numerical solutions obtained on grids having 512 cells. In Figure 2 oil and gas saturation surface plots are shown as a function of distance and gravity is present in all numerical experiments with $\epsilon_G = 4.75 \times 10^{-2}$ and $\epsilon_P = 10^{-3}$. For completeness we describe the nonclassical solution [11]: the slow wave group comprises a strong slow rarefaction fan from $SL$ to $S^*$ and an adjoining slow front wave from $S^*$ to the constant state $2CS$. The fast wave group is a Buckley-Leverett front wave from the second constant state $1CS$ to $SR$. Between the slow and fast wave groups is a nonclassical front wave (located at 320m-384m along the $x-$direction in the two-dimensional solutions) with left state $2CS$ and right state $1CS$. The numerical simulations with gravity effects reported in Figure 2 indicate that the nonclassical wave group is stable under the presence of heterogeneities imposed for long-range correlations and stronger heterogeneity induced
by the variability of the permeability $K(x)$ and the porosity $\phi(x)$ fields (for both $CV_k = 0.5$ and $CV_k = 1.0$) with $CV_\phi = 0.25$. In addition, the nonclassical solution with left state $2CS$ and right state $1CS$ persist and it is accurately captured by our computational method, as shown by comparisons with reliable one-dimensional simulations and calculations for discontinuous media (Figure 2). This behavior with respect to the structurally stable wave group solutions is also observed in the one-dimensional experiments (see Figure 1) for homogeneous media with and without gravity, where there is not coupling between the transport equations (6)-(7) and the velocity field $v$ dictated by the pressure system (5). This nonlinear behavior have not been reported on rigorous mathematical grounds in the literature (see, e.g., [11, 14, 7, 2, 1]). Although not exhaustive, the numerical simulations of the three-phase flow equations (5)-(7) show some evidence of stable nonclassical waves for two-dimensional problems taking into account gravity and hyperbolic-parabolic flux functions with explicit spatial variation. This important nonlinear mechanism between heterogeneity and viscous forces with gravity for three-phase flows is not yet understood. Therefore, a distinct study might be required to determine the dynamic behavior of three-phase flow solutions in discontinuous porous media.
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Abstract. Scalar one-dimensional conservation laws with nonlocal diffusion term are considered. The wellposedness result of the initial-value problem with essentially bounded initial data for scalar one-dimensional conservation laws with fractional Laplacian is extended to a family of Riesz-Feller operators.

The main interest of this work is the investigation of smooth traveling wave solutions. In case of a genuinely nonlinear smooth flux function we prove the existence of such traveling waves, which are monotone and satisfy the standard entropy condition. Moreover, the dynamic nonlinear stability of the traveling waves under small perturbations is proven, similarly to the case of the standard diffusive regularization, by constructing a Lyapunov functional.

Apart from summarizing our results in the article Achleitner et al. (2011), we provide the wellposedness of the initial-value problem for a larger class of Riesz-Feller operators.

1. Introduction. We consider one-dimensional conservation laws with nonlocal diffusion term

$$\partial_t u + \partial_x f(u) = \partial_x D^\alpha u$$

(1)

for a scalar quantity $u : \mathbb{R}_+ \times \mathbb{R}, (t, x) \mapsto u(t, x)$, a smooth flux function $f : \mathbb{R} \to \mathbb{R}$ and a non-local operator

$$(D^\alpha u)(x) = \frac{1}{\Gamma(1-\alpha)} \int_{-\infty}^{x} \frac{u'(y)}{(x-y)^\alpha} dy,$$

(2)

with $0 < \alpha < 1$.

1.1. Motivation. Conservation laws with nonlocal diffusion term of the form (1) appear in viscoelasticity - modeling the far-field behavior of uni-directional viscoelastic waves [11] - as well as in fluid mechanics - modeling the internal structure of hydraulic jumps in near-critical single-layer flows [9]. Moreover the nonlocal operator $D^{1/3}$ appears in Fowler’s equation

$$\partial_t u + \partial_x u^2 = \partial_x^2 u - \partial_x D^{1/3} u,$$

(3)
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which models the uni-directional evolution of sand dune profiles [7].

Equation (1) is closely related to
\[ \partial_t u + \partial_x f(u) = D^\alpha u \]  
with a fractional Laplacian \( D^{\alpha+1} = (-\partial_x^2)^{(\alpha+1)/2}, 0 < \alpha < 1 \). This kind of nonlinear conservation law with nonlocal regularization has been studied e.g. in [3, 5].

**Remark 1.** The nonlocal operators \( \partial_x D^\alpha, 0 < \alpha < 1 \), and the fractional Laplacian \( D^{\alpha+1}, 0 < \alpha < 1 \), are Fourier multiplier operators, i.e.
\[ \mathcal{F}(\partial_x D^\alpha u)(\xi) = -(\sin(\alpha \pi/2) - i \cos(\alpha \pi/2) \text{sgn}(\xi))|\xi|^{\alpha+1} \mathcal{F}u(\xi) \]
and
\[ \mathcal{F}(D^{\alpha+1} u)(\xi) = -|\xi|^{\alpha+1} \mathcal{F}u(\xi), \]
whereat the Fourier transform \( \mathcal{F} \) is defined as
\[ \mathcal{F} \varphi(\xi) = \hat{\varphi}(\xi) = \frac{1}{\sqrt{2\pi}} \int e^{-ix\xi} \varphi(x) dx. \]

1.2. **Riesz-Feller operators.** Riesz-Feller operators [6, 13, 8] are Fourier multiplier operators
\[ (\mathcal{F} D_{a,\theta} f)(\xi) = -\psi_{a,\theta}(-\xi)(\mathcal{F} f)(\xi) \]
whose multiplier \( \psi_{a,\theta}(\xi) = |\xi|^a e^{i\text{sgn}(\xi)\theta \pi/2} \) is the logarithm of the characteristic function of a general Lévy strictly stable probability density with index of stability \( 0 < \alpha < 2 \) and asymmetry parameter \( |\theta| \leq \min(a, 2-a) \). The nonlocal operators \( \partial_x D^\alpha, 0 < \alpha < 1 \), and the fractional Laplacian \( D^{\alpha+1}, 0 < \alpha < 1 \), are Riesz-Feller operators, see also Remark 1 and Figure 1.

**Theorem 1.1.** For \( 1 < a \leq 2 \) and \( |\theta| \leq \min\{a, 2-a\} \), the Riesz-Feller operator \( D_{a,\theta} \) generates a strongly continuous, convolution semigroup
\[ T(t) : L^p(\mathbb{R}) \to L^p(\mathbb{R}), \quad u_0 \mapsto T(t)u_0 = K(t,\cdot) * u_0, \]
with \( 1 \leq p < \infty \) and a convolution kernel \( K(t,x) = \mathcal{F}^{-1} \exp(-t\psi(-\cdot))(x) \) satisfying - for all \( x \in \mathbb{R}, t > 0 \) and \( m \in \mathbb{N} \) - the properties
\[ \begin{aligned}
\bullet & \quad (\text{non-negative}) \quad K(t,x) \geq 0, \\
\bullet & \quad (\text{integrable}) \quad \|K(t,\cdot)\|_{L^1(\mathbb{R})} = 1, \\
\bullet & \quad (\text{scaling}) \quad K(t,x) = t^{-\frac{1}{2}} K(1, tx^{-\frac{1}{2}}), \\
\bullet & \quad (\text{smooth}) \quad K(t,x) \text{ is } C^\infty \text{ smooth,} \\
\bullet & \quad (\text{bounded}) \quad \text{there exists } B_m \in \mathbb{R}_+ \text{ such that} \\
& \quad \left| \frac{\partial^m K}{\partial x^m} \right|(t,x) \leq t^{-\frac{1+m}{2}} \frac{B_m}{1 + t^{-\frac{m}{2}}|x|^2}. \\
\end{aligned} \]
The initial-value problem
\[ \partial_t u + \partial_x f(u) = D_{a,\theta} u, \quad u(0,x) = u_0(x), \]  
for Riesz-Feller operators \( D_{a,\theta} \) with index of stability \( 1 < a \leq 2 \) and asymmetry parameter \( a - 2 \leq \theta \leq 2 - a \) covers the special cases (1) and (4).
The family of Fourier multipliers $\psi_{a,\theta}(\xi) = |\xi|^a e^{(i \text{sgn}(\xi) \theta \pi/2)}$ has two parameters $a$ and $\theta$. Some associated Fourier multiplier operators $(FTf)(\xi) = -\psi_{a,\theta}(-\xi)(Ff)(\xi)$ are displayed in the parameter space $(a, \theta)$. The Riesz-Feller operators $D_{a,\theta}$ are those operators, that take their parameters in the blue set, also known as Feller-Takayasu diamond. The family of operators $\partial_x D_a^\alpha$, $0 < \alpha < 1$, interpolates formally between the first derivative $\partial_x$ and second derivative $\partial_x^2$. Thus the limiting cases of equation (1) are a hyperbolic conservation law (for $\alpha = 0$) and a viscous conservation law (for $\alpha = 1$) [11].

**Theorem 1.2.** Suppose $1 < a \leq 2$ and $a - 2 \leq \theta \leq 2 - a$. If $u_0 \in L^\infty$, then there exists a unique solution $u \in L^\infty((0, \infty) \times \mathbb{R})$ of (5) satisfying the mild formulation

$$u(t, x) = K(t, .) * u_0(x) - \int_0^t \left[ \frac{\partial K}{\partial x}(t - \tau, .) * f(u(\tau, .)) \right](x) \, d\tau$$

almost everywhere. In particular

$$\|u(t, .)\|_\infty \leq \|u_0\|_\infty, \quad \text{for } t > 0,$$

and, in fact, $u$ takes its values between the essential lower and upper bounds of $u_0$.

Moreover, the solution has the following properties:

(i) $u \in C^\infty((0, \infty) \times \mathbb{R})$ and $u \in C_b^\infty((t_0, \infty) \times \mathbb{R})$ for all $t_0 > 0$.

(ii) $u$ satisfies equation (5) in the classical sense.

(iii) $u(t) \to u_0$, as $t \to 0$, in $L^\infty(\mathbb{R})$ weak-$*$ and in $L^p_{\text{loc}}(\mathbb{R})$ for all $p \in [1, \infty)$.

**Sketch of proof.** The analysis of the initial-value problem for (4) by Droniou, Gallouët and Vovelle [5] depends on the properties in Theorem 1.1 of the semigroup (and its convolution kernel $K(t, x)$) generated by the fractional Laplacian $D^{\alpha+1}$ for $0 < \alpha < 1$. However all Riesz-Feller operators $D_{a,\theta}$ with index of stability $1 < a \leq 2$
and asymmetry parameter $a - 2 \leq \theta \leq 2 - a$ share these properties. Thus the analysis in [5] carries over to the initial-value problem (5).

2. Traveling wave solutions.

**Definition 2.1.** Suppose $(u_-, u_+, s) \in \mathbb{R}^3$. A traveling wave solution of (1) is a solution of the form $u(t, x) = \bar{u}(\xi)$ with $\xi := x - st$ and some function $\bar{u} : \mathbb{R} \to \mathbb{R}$ that connects the distinct endstates $\lim_{\xi \to \pm \infty} \bar{u}(\xi) = u_{\pm}$.

Inserting a traveling wave ansatz in (1) and integrating with respect to $\xi$ yields the traveling wave equation

$$h(u) := f(u) - su - (f(u_-) - su_-) = D^\alpha u = \frac{1}{\Gamma(1 - \alpha)} \int_{-\infty}^{\xi} \frac{u'(y)}{(x - y)^\alpha} \, dy,$$  

(7)

which is translation invariant.

If a smooth profile $\bar{u}$ approaches the endstates sufficiently fast, then the formal limit $\xi \to \infty$ in (7) leads to the Rankine-Hugoniot condition $f(u_+) - f(u_-) = s(u_+ - u_-)$.

If $f$ is a convex flux function, then the vector field $\bar{h}$ is non-positive for values between $u_-$ and $u_+$. Thus and due to the right-hand side of (7), a monotone traveling wave solution has to be monotone decreasing and the standard entropy condition $u_- > u_+$ has to hold.

The profile $\bar{u}$ of a traveling wave solution is governed by (7), whence its value at $\xi \in \mathbb{R}$ depends (only) on its values on the interval $(-\infty, \xi)$. Therefore, first the existence of a profile on an interval $(-\infty, \xi]$ is established, subsequently its monotonicity and boundedness are verified and finally its global existence is deduced from an continuation argument.

The integral operator

$$D^\alpha u(\xi) = \frac{1}{\Gamma(1 - \alpha)} \int_{-\infty}^{\xi} \frac{u'(y)}{(\xi - y)^\alpha} \, dy$$

is of Abel type and can be inverted by multiplying it with $(z - \xi)^{-(1 - \alpha)}$ and integrating with respect to $\xi$ from $-\infty$ to $z$. Thus the traveling wave problem

$$h(u) = D^\alpha u, \quad \lim_{\xi \to -\infty} \bar{u}(\xi) = u_-, \quad \lim_{\xi \to +\infty} \bar{u}(\xi) = u_+,$$  

(8)

and

$$u(\xi) - u_- = D^{-\alpha}(h(u))(\xi) := \frac{1}{\Gamma(\alpha)} \int_{-\infty}^{\xi} \frac{h(u(y))}{(\xi - y)^{1-\alpha}} \, dy$$  

(9)

are equivalent if $u \in C^1_b(\mathbb{R})$ and $u' \in L^1(\mathbb{R}_-)$, and in particular if $u \in C^1_b(\mathbb{R})$ is monotone. Equation (9) is a nonlinear Volterra integral equation with a locally integrable kernel, where a well developed theory exists for problems on bounded intervals.

The linearizations of (8) and (9) at $\xi = -\infty$ (or, equivalently, at $u = u_-$) are

$$h'(u_-) v = D^\alpha v \quad \text{and} \quad v = h'(u_-) D^{-\alpha} v,$$  

(10)

respectively. Both linearizations have solutions of the form $v(\xi) = b e^{\lambda \xi}$ with $\lambda = h'(u_-)^{1/\alpha}$ and arbitrary $b \in \mathbb{R}$, see also [4]. We will need that these are the only non-trivial solutions of (10) in the space $H^2((-\infty, \xi_0]$ for some $\xi_0 \leq 0$. In particular, we assume that

$$\mathcal{N}(id - h'(u_-) D^{-\alpha}) = \text{span}\{\exp(\lambda \xi)\} \quad \text{with} \quad \lambda = h'(u_-)^{1/\alpha},$$  

(11)
which is reasonable due to our analysis in [1, Appendix A].

In the existence result both formulations (8) and (9) will be used.

**Theorem 2.2** ([1, Theorem 2]). Suppose \( f \in C^\infty(\mathbb{R}) \) is a convex flux function, the shock triple \((u_-, u_+, s)\) satisfies the Rankine-Hugoniot condition \( f(u_+) - f(u_-) = s(u_+ - u_-) \) as well as the entropy condition \( u_- > u_+ \), and condition (11) holds. Then there exists a decreasing solution \( u \in C^\gamma_b(\mathbb{R}) \) of the traveling wave problem (8). It is unique (up to a shift) among all \( u \in u_- + H^2((\mathbb{R}), 0) \cap C^\gamma_b(\mathbb{R}) \).

**Remark 2** (Extensions). In [1] we prove the result assuming only

\[
h \in C^\infty([u_+, u_-]) , \quad h(u_+) = h(u_-) = 0 , \quad h < 0 \text{ in } (u_+, u_-) ,
\]

\[
\exists u_m \in (u_+, u_-) \text{ such that } h' < 0 \text{ in } (u_+, u_m) \text{ and } h' > 0 \text{ in } (u_m, u_-). \tag{12}
\]

This is a little less than asking for convexity of \( f \) and the Lax entropy condition, since it covers the case \( f'(u_+) \leq s < f'(u_-) \).

The case of an concave flux function \( f \) can be analyzed in a similar way.

**Idea of proof.** The nonlinear problem has, up to translations, only two nontrivial solutions \( u_{\text{down}} \) and \( u_{\text{up}} \), which can be approximated for large negative \( \xi \) by \( u_- - e^{\lambda \xi} \) and \( u_- + e^{\lambda \xi} \), respectively. The choice 1 of the modulus of the coefficient of the exponential is irrelevant due to the translation invariance of the traveling wave equations (7) and (9).

The traveling wave equation (7) involves a causal integral operator, i.e. to evaluate \( \mathcal{D}\bar{u}(\xi) \) at a point \( \xi \) the profile \( \bar{u} \) on the interval \( (-\infty, \xi) \) is needed. Thus, for \( \varepsilon > 0 \) and \( \xi_\varepsilon := \log \varepsilon/\lambda \), we investigate the existence of solution \( u_{\text{down}} : I_\varepsilon \to \mathbb{R} \) of (7) on the interval \( I_\varepsilon = (-\infty, \xi_\varepsilon) \)

\[
\lim_{\xi \to -\infty} u_{\text{down}}(\xi) = u_- \quad \text{and} \quad u_{\text{down}}(\xi_\varepsilon) = u_- - \varepsilon . \tag{13}
\]

Due to the analysis of the linearized equation (10) and assumption (11), the solution is written as \( u_{\text{down}}(\xi) = u_- - \exp(\lambda \xi) + v \). Thus the perturbation \( v \) satisfies a boundary value problem (BVP)

\[
(\mathcal{D} - h'(u_-)) v = h(u_- - \exp(\lambda \xi) + v) + h'(u_-)(\exp(\lambda \xi) - v), \quad v(\xi_\varepsilon) = 0 .
\]

This can be formulated as a fixed point problem for a given right-hand side in \( H^2(I_\varepsilon) \) and an application of Banach’s fixed point theorem yields the existence of \( u_{\text{down}} \) which is unique among all functions \( u \) satisfying (13) and \( \|u - u_-\|_{H^2(I_\varepsilon)} \leq \delta \) for some sufficiently small \( \delta \), which is independent of \( \varepsilon \). Moreover

\[
\|u_{\text{down}} - u_- + e^{\lambda \xi}\|_{H^2(I_\varepsilon)} \leq C\varepsilon^2 \tag{14}
\]

for some \( \varepsilon \)-independent constant \( C \). The boundedness and monotonicity of \( u_{\text{down}} \),

\[
u_{\text{down}}(\xi) < u_- \quad \text{and} \quad u'_{\text{down}}(\xi) < 0 \quad \forall \xi \in I_\varepsilon \,
\]

follows from (14), a Sobolev embedding \( H^2(\mathbb{R}) \hookrightarrow C^1(\mathbb{R}) \) and the properties of \( u_- - \exp(\lambda \xi) \).

Next, the continuation of the solution \( u_{\text{down}} : (-\infty, \xi_\varepsilon) \to \mathbb{R} \) is proven. The boundedness and monotonicity of \( u_{\text{down}} \) imply that \( u_{\text{down}} \) is also a solution of (9).

Due to the causality of the integral operator, (9) can be written as a Volterra integral equation on a bounded interval \( [\xi_\varepsilon, \xi_\varepsilon + \delta] \) for some \( \delta > 0 \)

\[
u(\xi) = f(\xi) + \frac{1}{\Gamma(\alpha)} \int_{\xi_\varepsilon}^{\xi} \frac{h(u(y))}{(\xi - y)^{1-\alpha}} \, dy .
\]
with a well-defined inhomogeneity \( f(\xi) = u_+ + \frac{1}{\Gamma(\alpha)} \int_{-\infty}^{\xi} \frac{h(u(y))}{(\xi-y)^{1-\alpha}} \, dy \). The (local) existence of a smooth solution for sufficiently small \( \delta \) is a standard result in the theory of Volterra integral equations on bounded intervals, see e.g. Linz [10].

Then, the boundedness and monotonicity of these continued solutions is proven, such that the argument for local existence can be iterated to imply the existence of a solution \( u_{\text{down}} \in C^1_b(\mathbb{R}) \) with \( \lim_{\xi \to \infty} u_{\text{down}}(\xi) = u_- \).

Finally, the proof of Theorem 2.2 is completed by proving \( \lim_{\xi \to \infty} h(u(\xi)) < 0 \). Then, however, \(-D^{-\alpha}h(u) = u_- - u\) would increase above all bounds, which is impossible by the boundedness of the solution.

\[ \square \]

**Remark 3** (Discussion of previous results). Sugimoto and Kakutani [11, 12] studied the existence of traveling wave solutions of (1). They prove that bounded continuous traveling wave solution may exist, but give no analytical proof of existence, instead they construct numerical solutions and study the asymptotic behavior analytically.

In case of Burgers’ equation with fractional Laplacian (4), Biler et al. [3] showed that no continuous traveling wave solutions can exist for \( \alpha \in (-1,0] \), however they provide no existence result for the case \( \alpha \in (0,1) \).

Alvarez-Samaniego and Azerad [2] proved the existence of traveling wave solutions of (3) with perturbation methods.

**Remark 4** (Comparison with previous results). The dynamical systems approach to prove the existence of traveling wave solutions in [1, Theorem 2], parallels the one in case of viscous conservation laws. This approach is possible due to the causality of the operator \( D^\alpha \) in (7) and the monotonicity of the profiles.

In contrast in case of a conservation law with fractional Laplacian (4) the traveling wave equation for traveling wave solutions \( u(t,x) = \bar{u}(\xi) \) with \( \bar{u} \in C^2_b(\mathbb{R}) \) can be written as

\[
h(u) := f(u) - su - (f(u_-) - su_-) = \frac{1}{\Gamma(1-\alpha)} \int_{-\infty}^{\infty} \frac{u'(y)}{|x-y|^{1-\alpha}} \, dy.
\]

Thus the value of a profile \( \bar{u} \) at \( \xi \in \mathbb{R} \) depends on the entire profile \( \bar{u} \), such that a different approach is needed.

Whereas in case of Fowler’s equation (3) the profile of a traveling wave solution is not necessarily monotone, such that the boundedness of a profile is difficult to establish.

### 2.1. Asymptotic stability of traveling wave solutions.

To study the asymptotic stability of traveling wave solutions \( \phi \) of (1), equation (1) is cast in a moving coordinate frame \((t,x) \rightarrow (t,\xi = x - st)\),

\[
\partial_t u + \partial_\xi (f(u) - su) = \partial_\xi D^\alpha u,
\]

such that a traveling wave solution becomes a stationary solution of (15). Analogous to viscous conservation laws asymptotic stability of \( \phi \) is only to be expected for integrable zero-mass perturbations \( U_0 := u_0 - \phi \), i.e.

\[
\int_{\mathbb{R}} U_0(\xi) \, d\xi = 0.
\]

The evolution of a perturbation \( U := u - \phi \) is governed by

\[
\partial_t U + \partial_\xi (f(\phi + U) - f(\phi) - sU) = \partial_\xi D^\alpha U.
\]
However the $L^2$-norms of the perturbation $U$ and its derivative are not enough to construct a Lyapunov functional. Therefore the primitive

$$W(t, \xi) = \int_{-\infty}^{\xi} U(t, \eta) \, d\eta$$

of the perturbation $U$ has to be considered.

The flux function will be assumed to be convex between the far-field values $u_{\pm}$ of the traveling wave solution $\phi$, i.e.

$$f''(\phi(\xi)) \geq 0 \quad \text{for all} \quad \xi \in \mathbb{R}. \quad (18)$$

**Theorem 2.3 ([1, Theorem 4]).** Suppose $f \in C^\infty(\mathbb{R})$, the conditions (12) and (18) hold and $\phi$ is a traveling wave solution of (1) as in Theorem 2.2. Let $u_0$ be such that $W_0(\xi) = \int_{-\infty}^{\xi} (u_0(\eta) - \phi(\eta)) \, d\eta$ satisfies $W_0 \in H^2(\mathbb{R})$. If $\|W_0\|_{H^2}$ is small enough, then the initial-value problem for equation (15) with initial datum $u_0$ has a unique global solution converging to the traveling wave solution $\phi$ in the sense that

$$\lim_{t \to \infty} \int_t^{\infty} \|u(\tau, \cdot) - \phi\|^2_{H^1} \, d\tau = 0. \quad (19)$$

**Proof.** First, the local-in-time wellposedness of the initial-value problem

$$\partial_t W + (f(U + \phi) - f(\phi) - sU) = \partial_\xi D^s W, \quad W(0, x) = W_0(x), \quad (20)$$

is established by an fixed point argument [1, Proposition 2].

Then a (Lyapunov) functional

$$J(t) = \frac{1}{2} \left( \|W\|^2_{L^2} + \gamma_1 \|U\|^2_{L^2} + \gamma_2 \|\partial_\xi U\|^2_{L^2} \right)$$

is defined with positive constants $\gamma_1, \gamma_2 > 0$. The functional $J : H^2(\mathbb{R}) \to \mathbb{R}$, $W(t) \mapsto J(t)$, is equivalent to $\|W(t)\|^2_{H^2}$, since $\gamma_2 \|W(t)\|^2_{H^2} \leq 2J(t) \leq \gamma^* \|W(t)\|^2_{H^2}$ with $\gamma^* = \max\{1, \gamma_1, \gamma_2\}$. Combining the energy estimates of the perturbation $U$, its primitive $W$ and its derivative $\partial_\xi U$, and using a Gagliardo-Nirenberg inequality yields

$$\frac{d}{dt} J + a_\alpha \left( \|W\|^2_{H^{(1+s)/2}} + \gamma_1 \|W\|^2_{H^{(3+s)/2}} + \gamma_2 \|W\|^2_{H^{(5+s)/2}} \right)$$

$$- \gamma_1 C_0 \|U\|^2_{L^2} - \gamma_2 C_1 \|U\|^2_{H^1} - L(\|W\|_{H^s}) \|W\|_{H^2} \|U\|^2_{H^{(5+s)/4}} \leq 0,$$

where $a_\alpha = \sin(\alpha \pi/2) > 0$ and $H^s$ denotes the homogeneous Sobolev space of order $s$. Finally, the constants $\gamma_1, \gamma_2 > 0$ are chosen such that

$$\gamma_1 C_0 \|U\|^2_{L^2} + \gamma_2 C_1 \|U\|^2_{H^1}$$

$$\leq \frac{a_\alpha}{2} \left( \|W\|^2_{H^{(1+s)/2}} + \gamma_1 \|W\|^2_{H^{(3+s)/2}} + \gamma_2 \|W\|^2_{H^{(5+s)/2}} \right),$$

which implies the final estimate

$$\frac{d}{dt} J + \left( \frac{a_\alpha}{2} \frac{1}{\gamma^*} L(\|W\|_{H^s}) \|W\|_{H^2} \right) \left( \|W\|^2_{H^{(1+s)/2}} + \gamma_1 \|W\|^2_{H^{(3+s)/2}} \right)$$

$$+ \gamma_2 \left( \frac{a_\alpha}{2} \frac{1}{\gamma^*} L(\|W\|_{H^s}) \|W\|_{H^2} \right) \|W\|^2_{H^{(5+s)/2}} \leq 0.$$

For initial data such that $J(0)$ is sufficiently small, the functional $J(t)$ - being equivalent to $\|W(t)\|^2_{H^2}$ - is non-increasing for all times. This implies the global-in-time existence of $W(t)$ as a solution of (20) and moreover (19).
Remark 5. In case of Burgers’ flux $f(u) = u^2$ and $\alpha > 1/2$, asymptotic stability of a traveling wave solution $\phi$ is established in case of $W_0 \in H^1(\mathbb{R})$, see also [1, Theorem 3].

Due to a Sobolev embedding $H^1(\mathbb{R}) \hookrightarrow C_b(\mathbb{R})$, the asymptotic stability result $\lim_{t \to \infty} \|U(t)\|_{H^1} = 0$ implies also $\lim_{t \to \infty} \|U(t)\|_{L^\infty} = 0$.
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Abstract. We are concerned with the compactness in $L^1_{\text{loc}}$ of the semigroup $(S_t)_{t\geq 0}$ of entropy weak solutions generated by hyperbolic conservation laws in one space dimension. This note provides a survey of recent results establishing upper and lower estimates for the Kolmogorov $\varepsilon$-entropy of the image through the mapping $S_t$ of bounded sets in $L^1 \cap L^\infty$, both in the case of scalar and of systems of conservation laws. As suggested by Lax [16], these quantitative compactness estimates could provide a measure of the order of “resolution” of the numerical methods implemented for these equations.

1. Introduction. Consider a system of conservation laws in one space dimension

$$u_t + f(u)_x = 0,$$

where $u : [0, +\infty) \times \mathbb{R} \to \mathbb{R}^N$ is the state variable, $f : \Omega \to \mathbb{R}^N$ is a twice continuously differentiable map, and $\Omega$ is an open set of $\mathbb{R}^N$. Assume that the above system is strictly hyperbolic, i.e., that the Jacobian matrix $Df(u)$ has $N$ real, distinct eigenvalues $\lambda_1(u) < \ldots < \lambda_N(u)$ for all $u \in \Omega$. The fundamental paper of Bianchini and Bressan [5] shows that (1) generates a unique (up to the domain) Lipschitz continuous semigroup $\{S_t : D_0 \to D_0\}_{t\geq 0}$, defined on a closed domain $D_0 \subset L^1(\mathbb{R}, \mathbb{R}^N)$, with the properties:
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\begin{align}
\left\{ u \in L^1(\mathbb{R}, \Omega) \mid \text{Tot.Var.}(u) \leq \delta_0 \right\} \subset D_0 \subset \left\{ u \in L^1(\mathbb{R}, \Omega) \mid \text{Tot.Var.}(u) \leq 2\delta_0 \right\},
\end{align}

for some suitable constant \(\delta_0 > 0\).

(ii) For every \(\pi \in D\), the semigroup trajectory \(t \mapsto S_t u_0 \equiv u(t, \cdot)\) provides an entropy admissible weak solution of the Cauchy problem for (1), with initial data \(u(0, \cdot) = \pi\), that satisfy the following admissibility criterion proposed by T.P. Liu in [17], which generalizes the classical stability conditions introduced by Lax [15].

**Liu stability condition.** A shock discontinuity of the \(k\)-th family \((u^L, u^R)\), traveling with speed \(\sigma_k[u^L, u^R]\), is **Liu admissible** if, for any state \(u\) lying on the \(k\)-th Hugoniot curve between \(u^L\) and \(u^R\), the shock speed \(\sigma_k[u^L, u]\) of the discontinuity \((u^L, u)\) satisfies

\begin{align}
\sigma_k[u^L, u] \geq \sigma_k[u^L, u^R].
\end{align}

The uniform BV-bound on the elements of the domain \(D_0\) in (2) yield the compactness of the semigroup map \(S_t\), for every \(t > 0\). Actually, in the scalar case, when \(f : \Omega \to \mathbb{R}, \Omega \subset \mathbb{R}\), the semigroup map \(\{S_t\}_{t \geq 0}\) generated by the equation (1) is defined on the whole space \(L^1(\mathbb{R})\) (cfr. [9], [13]). This is in general not true for general hyperbolic systems. However, in the case of hyperbolic systems of conservation laws of Temple class [19, 20] with all characteristic family genuinely nonlinear or linearly degenerate, one can construct a continuous semigroup of solutions \(\{S_t : D \to D\}_{t \geq 0}\), defined on domains \(D\) of \(L^\infty\)-functions with possibly unbounded variation (see [7], [4]). Relying on Oleinik-type inequalities on the decay of positive waves, one can still recover the compactness of the semigroup map \(S_t\) on domains of functions with unbounded variation in the case of scalar conservation laws with convex flux or of Temple systems with genuinely nonlinear characteristic families. Aim of this note is to discuss some recent results which have provided quantitative estimates of these compactness properties that reflect the irreversibility feature of these equations. Namely, following a suggestion of Lax [14], De Lellis and Golse have analyzed the Kolmogorov \(\varepsilon\)-entropy in \(L^1\) of the image set \(S_t(\mathcal{L})\) for bounded subsets \(\mathcal{L}\) of the domain of \(S_t\), and they have provided an upper bound on such a quantity in the case of scalar, convex, conservation laws [10]. We have next supplemented this estimate with a lower bound on the \(\varepsilon\)-entropy of \(S_t(\mathcal{L})\), both in the case of scalar conservation laws [1] and in the case of systems [2], and we have established an upper bound on this quantity for Temple systems with genuinely nonlinear characteristic families [2]. We recall the following

**Definition 1.1.** Let \((X, d)\) be a metric space and \(K\) a totally bounded subset of \(X\). For \(\varepsilon > 0\), let \(N_\varepsilon(K)\) be the minimal number of sets in a cover of \(K\) by subsets of \(X\) having diameter no larger than \(2\varepsilon\). Then the \(\varepsilon\)-entropy of \(K\) is defined as

\[ H_\varepsilon(K \mid X) \equiv \log_2 N_\varepsilon(K). \]

We remark that entropy numbers play a central roles in various areas of information theory and statistics as well as of learning theory. In the present setting, this concept could provide a measure of the order of “resolution” of a numerical method for (1), as suggested in [16].
2. **Scalar conservation laws.** In this section we assume that $N = 1$, $\Omega = \mathbb{R}$, and that $f : \mathbb{R} \to \mathbb{R}$ is a twice continuously differentiable, (uniformly) strictly convex function:

$$f''(u) \geq c > 0 \quad \forall \ u \in \mathbb{R}. \quad (4)$$

Without loss of generality, by possibly performing a space and flux transformation, we may suppose that

$$f'(0) = 0. \quad (5)$$

The scalar equation (1) generates an $L^1$-contractive semigroup $S_t : L^1(\mathbb{R}) \to L^1(\mathbb{R})$ that associates to every initial data $\pi \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$, the unique entropy solution $u(t, \cdot) = S_t\pi$ of (1), with initial data $u(0, \cdot) = \pi$. Now, given any $L, m, M > 0$, consider the set of bounded, compactly supported, initial data

$$\mathcal{L}_{[L,m,M]} = \left\{ \pi \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}) \mid \text{Supp} (\pi) \subset [-L, L], \|\pi\|_{L^1} \leq m, \|\pi\|_{L^\infty} \leq M \right\}. \quad (6)$$

Since an entropy solution $u(t,x)$ of (1) satisfies the Oleknik estimate

$$u(t,y) - u(t,x) \leq \frac{1}{ct}, \quad \forall \ x < y, \ t > 0, \quad (7)$$

it follows that every map $x \mapsto S_t\pi(x) - \frac{x}{ct}, \pi \in \mathcal{L}_{[L,m,M]}$, is a nonincreasing function. Relying on this observation, and providing an estimates on the $\varepsilon$-entropy for class of bounded, nonincreasing functions with compact support, De Lellis and Golse have established in [10] the following

**Theorem 2.1** ([10]). *Let $f : \mathbb{R} \to \mathbb{R}$ be a twice continuously differentiable map, satisfying (4), (5). Then, given any $L, m, M, T > 0$, for $\varepsilon > 0$ sufficiently small, one has*

$$H_\varepsilon(S_T(\mathcal{L}_{[L,m,M]})) \mid L^1(\mathbb{R}) \leq \frac{\Gamma^+}{cT} \cdot \frac{1}{\varepsilon}, \quad (8)$$

*where $\Gamma^+ = 24(L + 2 \sup_{|z| \leq M} |f''(z)| \sqrt{2M/c})^2$. In fact, we have shown in [1] that the upper bound on the $\varepsilon$-entropy of $S_T(\mathcal{L}_{[L,m,M]})$ provided by (8) is actually optimal (w.r.t. the $\varepsilon$-dependence) as stated in the following*

**Theorem 2.2** ([1]). *Under the same assumptions of Theorem 2.1, given any $L, m, M, T > 0$, for $\varepsilon > 0$ sufficiently small, one has*

$$H_\varepsilon(S_T(\mathcal{L}_{[L,m,M]})) \mid L^1(\mathbb{R}) \geq \frac{\Gamma^-}{|f''(0)|T} \cdot \frac{1}{\varepsilon}, \quad (9)$$

*where $\Gamma^- = L^2/(48 \cdot \ln(2))$. The main steps of the proof of the lower bound (9) are the following:*

1. *We introduce a two-parameter class $\mathcal{F}_{n,h}$ of piecewise affine functions and show that any element of such a class can be obtained, at any given time $t$, as the value $u(t, \cdot)$ of an entropy admissible weak solution of (1), with initial data in $\mathcal{L}_{[L,m,M]}$.*

2. *We provide an optimal estimate (w.r.t. the parameters $n, h$) of the maximum number of functions of $\mathcal{F}_{n,h}$ contained in a subset of $S_T(\mathcal{L}_{[L,m,M]})$ having diameter $\leq 2\varepsilon$. This estimate is established with a similar combinatorial argument as the one used in [3].*
Similiar upper and lower bounds as the ones stated in Theorem 2.1 and Theorem 2.2 have been derived in [1] also for solutions of scalar balance laws
\[ u_t + f(u)_x = g(t, x, u), \] (10)
with flux function \( f(u) \) satisfying the assumptions (4), (5).

3. General hyperbolic systems of conservation laws. In this section we assume that \( f : \Omega \to \mathbb{R}^N \) is a twice continuously differentiable vector valued map, defined on an open, connected domain \( \Omega \subset \mathbb{R}^N \) containing the origin, and that the system (1) is strictly hyperbolic. Then, given any \( L, m, M > 0 \), consider the set of bounded, compactly supported, initial data
\[
\mathcal{L}_{[L,m,M]} = \left\{ \mathbf{v} \in \mathcal{D}_0 \mid \text{Supp}(\mathbf{v}) \subset [-L, L], \|\mathbf{v}\|_{L^1} \leq m, \|\mathbf{v}\|_{L^\infty} \leq M \right\},
\] (11)
where \( \mathcal{D}_0 \) denotes a domain of the semigroup \( \{S_t\}_{t \geq 0} \) generated by (1), satisfying (2). For the set \( \mathcal{D}_0 \left( \mathcal{L}_{[L,m,M]} \right) \) of such a class we have established in [2] the following extension to general hyperbolic systems of the upper and lower bounds provided by Theorem 2.1 and Theorem 2.2 for scalar conservation laws.

**Theorem 3.1** ([2]). Let \( f : \Omega \to \mathbb{R}^N \) be a map satisfying the above assumptions, and suppose that the system (1) is strictly hyperbolic. Then, given any \( L, m, M, T > 0 \), for \( \varepsilon > 0 \) sufficiently small, the following estimates hold.

(i) \[
H_\varepsilon \left( S_T \mathcal{L}_{[L,m,M]} \right) \cap L^1(\mathbb{R}, \Omega) \geq \frac{N^2 L^2}{T} \cdot \frac{\left( \min \{ c_1, c_2 T \} \right)^2}{\max \{ c_3, c_4 \frac{N^2 L}{T} \}} \cdot \frac{1}{\varepsilon},
\] (12)
where \( c_l, l = 1, \ldots, 5, \) are nonnegative constants which depend only on the eigenvalues \( \lambda_i(u) \) of the Jacobian matrix \( Df(u) \), on the corresponding right and left eigenvectors \( r_i(u), l_i(u) \), and on their derivatives, in a neighbourhood of the origin.

(ii) \[
H_\varepsilon \left( S_T \mathcal{L}_{[L,m,M]} \right) \cap L^1(\mathbb{R}, \Omega) \leq 48 N \delta_0 \cdot L_T \cdot \frac{1}{\varepsilon},
\] (13)
where
\[
L_T = L + \frac{\Delta \nu \lambda}{2} \cdot T, \quad \Delta \nu \lambda = \sup \left\{ \lambda_N(u) - \lambda_1(v) \mid u, v \in \Omega \right\}.
\] (14)

**Sketch of the Proof.**
The upper bound stated in (ii) can be easily obtained relying on the upper estimates for the covering number of classes of functions with uniformly bounded total variation established in [3]. Therefore, we shall provide here only an outline of the proof of (i).

**Step 1:** (*A class of classical solutions*) We first consider a family of simple waves, i.e. piecewise \( C^1 \) solutions of (1) that take values on the integral curves of the eigenvectors of the Jacobian matrix \( Df \). Next, we construct a family of classical solutions of (1) with initial data given by the profiles of \( N \) simple waves (one for each characteristic family) supported on \( N \) disjoint sets.

For every \( k \)-th characteristic family, let \( s \mapsto R_k(s) \) denote the integral curve of the eigenvector \( r_k \), passing through the origin at \( s = 0 \). Then, given any \( d, b > 0 \), consider the class of functions
\[
\mathcal{P}C^1_{[d,b]} = \left\{ \beta : \mathbb{R} \to [-d, d] \mid \beta \text{ is piecewise } C^1 \text{ and } |\dot{\beta}(x)| \leq b \right\},
\] (15)
and, for every $\beta \in \mathcal{PC}_{[d,b]}^1$, define the map
\[ \phi^\beta_k(x) = R_k(\beta(x)) \quad x \in \mathbb{R}. \] (16)
Observe that, setting $x_k(t, y) = y + \lambda_k(\phi^\beta_k(x))$, and $\alpha_1 \doteq \sup\{|\nabla \lambda_k(u)|; |u| \leq d\}$, it follows that the map $y \mapsto x_k(t, y)$ is one-to-one in $\mathbb{R}$, for all $t \leq \frac{1}{2\alpha_1 b}$. Then, if $b \leq \frac{1}{2\alpha_1 T}$, one can show that, setting $z_k(t, \cdot) = x_k^{-1}(t, \cdot)$, the function
\[ u(t, x) = \phi^\beta_k(z_k(t, x)) \] (17)
provides a classical solution of (1) on $[0, T] \times \mathbb{R}$, with initial data $u(0, x) = \phi^\beta_k(x)$.

Next, given $T, L > 0$, assume that $T \geq L/\Delta \lambda \beta$, $\Delta \lambda \beta \doteq \min\{\lambda_{k+1}(0) - \lambda_k(0)\}$, and consider an $N$-tuple $\beta \doteq (\beta_1, \ldots, \beta_N)$ of maps $\beta_k \in \mathcal{PC}_{[d,b]}^1$ supported on the disjoint intervals $I_k \doteq [-L/2 - \lambda_i(0) T, L/2 - \lambda_i(0) T]$, of the same length $|I_k| = L$. Let $\phi^\beta : \mathbb{R} \to \Omega$ denote the map that coincides with $\phi^\beta_k$ on every $I_k$, and vanishes elsewhere. Then, relying on the above analysis and deriving standard a-priori bounds on the solution of (1) and on its spatial derivatives (e.g. see [12, Section 4.2]), one can show that, if we take $d, b$ sufficiently small, the Cauchy problem for (1) with initial data $u(0, x) = \phi^\beta(x)$ admits a classical solution $u(t, x)$ on $[0, T] \times \mathbb{R}$. Moreover, the following uniform bounds hold
\[ \text{Supp}(u(t, \cdot)) \subseteq [-\alpha_2 L, \alpha_2 L], \quad ||u(t, \cdot)||_{L^\infty(\mathbb{R}, \Omega)} \leq \alpha_3 N \cdot d, \quad ||u_x(t, \cdot)||_{L^\infty(\mathbb{R}, \Omega)} \leq \alpha_4 N \cdot b, \quad \forall \ t \in [0, T], \] (18)
for some positive constants $\alpha_2, \alpha_3, \alpha_4$ (depending on $\lambda_k, r_k, l_k$, and on their derivatives in a neighbourhood of the origin). We shall denote by $\mathcal{PC}_{[L,d,b,T]}^1$ the class of $N$-tuples $\beta \doteq (\beta_1, \ldots, \beta_N)$ of maps with the above properties.

**Step 2:** *(A controllability result)* Given any $L, m, M, T > 0$, we can show now that, setting
\[ A_{[L,d,b,T]} \doteq \left\{ \psi \in C(\mathbb{R}, \Omega) \mid \psi = \phi^\beta(-\cdot) \text{ for some } \beta = (\beta_1, \ldots, \beta_N) \in \mathcal{PC}_{[L,d,b,T]}^1 \right\}, \] (19)
there holds
\[ A_{[L,d,b,T]} \subseteq S_T(L_{[L,m,M]}), \quad \bar{L} \doteq L \cdot \min\left\{1/\alpha_2, \Delta \lambda \beta \cdot (T/L)\right\}, \] (20)
if we take $d$ sufficiently small and
\[ b \leq \frac{1}{T \cdot \max\left\{2\alpha_1, \frac{\Delta \lambda \beta L}{T}, \frac{\alpha_6 N L}{\alpha_2 M}\right\}}, \] (21)
with $\alpha_1$ as above and $\alpha_5, \alpha_6$ positive constants depending on $\lambda_k, r_k, l_k$, and on their derivatives in a neighbourhood of the origin. In fact, one can prove that for every $\psi \in A_{[L,d,b,T]}$, there exists a classical solution $u(t, x)$ of (1) with initial data $\pi \in L_{[L,m,M]}$ so that $u(T, \cdot) = \psi$. This is accomplished with the same strategy adopted in [1] by reversing the direction of time and constructing a (classical) backward solution to (1) that starts at time $T$ from $\psi$. The existence of such a solution $u(t, x)$ on $[0, T] \times \mathbb{R}$ is guaranteed by the analysis at Step 1, while the uniform bounds (18) imply that $u(0, \cdot) \in L_{[L,m,M]}$.

**Step 3:** *(A class of profiles of superposition of simple waves)* Given any integer $n \geq 2$ and any constant $h > 0$, for every $k$-th characteristic family and for any given $n$-tuple $\iota = (\iota_1, \ldots, \iota_n) \in \{0, 1\}^n$, consider the function $\beta^\iota_k : \mathbb{R} \to [-h, h]$. 
with support contained in \([\xi_k^-, \xi_k^+], \xi_k^\pm = \pm L/2 - \lambda_k(0) T\), defined by setting (see Figure 1)

\[
\beta_k^\ell(x) = (-1)^{\ell} \frac{2hn}{L} \left( \frac{L}{2n} - |x - \xi_k^{-(\ell+1)}| \right) \quad \forall x \in \left[ \xi_k^- + \frac{\ell L}{nN}, \xi_k^+ - \frac{(\ell + 1)L}{nN} \right],
\]

for all \(\ell \in \{0, \ldots, n-1\}\).

![Diagram](image)

Figure 1: The function \(\beta_k^\ell\) for \(n = 8\) and \(\ell = (1, -1, -1, 1, 1, 1, -1, -1)\).

Observe that, if we assume \(h \leq \min\{d, Lb/(2n)\}\), one has \(\beta_k^\ell \in \mathcal{PC}_{[d, b]}^1\) for every \(n\)-tuple \(\ell = (\ell_1, \ldots, \ell_n) \in \{0, 1\}^n\). Therefore, for any given \(N\)-tuple of \(n\)-tuples \((\ell_1, \ldots, \ell_N) \in \{0, 1\}^n\), letting \(\beta_k^\ell, k = 1, \ldots, N\), be maps defined as in (22), we have \((\beta_k^1, \ldots, \beta_k^N) \in \mathcal{PC}_{[L,d,b,T]}^1\). Hence, setting

\[
\mathcal{B}_{n,h} = \left\{(\beta_k^1, \ldots, \beta_k^N) \mid \beta_k^\ell : R \to [-h, h]\right\}
\]

defined as in (22) with

\[
\text{Supp}(\beta_k^\ell) \subseteq [\xi_k^-, \xi_k^+] \quad \forall k, \quad (\ell_1, \ldots, \ell_N) \in \{0, 1\}^N
\]

(23)

one finds

\[
\mathcal{B}_{n,h} \subseteq \mathcal{PC}_{[L,d,b,T]}^1
\]

(24)

Comparing the definitions (19), (23), it follows from (24) that, for all \(n \geq 2\) and \(h \leq \min\{d, Lb/(2n)\}\), there holds

\[
\mathcal{F}_{n,h} = \left\{\phi^{\ell_1 \cdots \ell_N}(-) \mid (\ell_1, \ldots, \ell_N) \in \{0, 1\}^N\right\} \subseteq \mathcal{A}_{[L,d,b,T]},
\]

(25)

where we have used the notation \(\phi^{\ell_1 \cdots \ell_N} = \phi(\beta_{k_1}^{\ell_1}, \ldots, \beta_{k_N}^{\ell_N})\) for a map defined as in Step 2 in connection with the \(N\)-tuple \((\beta_{k_1}^1, \ldots, \beta_{k_N}^N) \in \mathcal{B}_{n,h}\).

**Step 4:** (A combinatorial result) Because of (25), in order to establish a lower bound on the \(\varepsilon\)-entropy \(H_\varepsilon(\mathcal{A}_{[L,d,b,T]} \mid L^1(R, \Omega))\), it will be sufficient to provide such an estimate for \(H_\varepsilon(\mathcal{F}_{n,h} \mid L^1(R, \Omega))\). Towards this goal, one can prove that, adopting the \(L^1\)-norm \(\|\beta_1, \ldots, \beta_N\|_{L^1} \equiv \sum_k \|\beta_k\|_{L^1}\) on the set \(\mathcal{B}_{n,h}\) and the usual \(L^1\)-norm on the set \(\mathcal{F}_{n,h}\), there holds

\[
\|\beta_1, \ldots, \beta_N\|_{L^1} - \|\beta_1', \ldots, \beta_N'\|_{L^1} \leq 2\|\phi^{\ell_1 \cdots \ell_N} - \phi^{\ell_1' \cdots \ell_N'}\|_{L^1},
\]

(26)

for all \((\ell_1, \ldots, \ell_N), (\ell_1', \ldots, \ell_N') \in \{0, 1\}^N\), if we assume \(h\) sufficiently small. Next, define

\[
\mathcal{C}_n^\varepsilon(\varepsilon) = \max_{\beta \in \mathcal{B}_{n,h}} \#\left\{\beta \right\}, \quad \beta \in \mathcal{B}_{n,h} \mid \|\beta - \overline{\beta}\|_{L^1} \leq \varepsilon
\]

(27)

(with the \(L^1\)-distance on \(\mathcal{B}_{n,h}\) defined as above). Notice that, because of (26), any element of an \(\varepsilon\)-cover of \(\mathcal{F}_{n,h}\) contains at most \(\mathcal{C}_n^\varepsilon(4\varepsilon)\) functions of \(\mathcal{F}_{n,h}\). Thus, since the cardinality of \(\mathcal{F}_{n,h}\) is \(2^{nN}\), it follows that the number of sets in an \(\varepsilon\)-cover of \(\mathcal{F}_{n,h}\) is at least

\[
N_\varepsilon(\mathcal{F}_{n,h} \mid L^1(R, \Omega)) \geq \frac{2^{nN}}{\mathcal{C}_n^\varepsilon(4\varepsilon)},
\]

(28)
Observe now that
\[
\| (\beta^1_1, \ldots, \beta^N_1) - (\beta^1_1, \ldots, \beta^N_2) \|_{L^1} = \frac{Lh}n \cdot d((\iota_1, \ldots, \iota_N), (\bar{i}_1, \ldots, \bar{i}_N)),
\]
where
\[
d((\iota_1, \ldots, \iota_N), (\bar{i}_1, \ldots, \bar{i}_N)) = \# \{(k, \ell) \in \{1, \ldots, N\} \times \{1, \ldots, n\} \mid (\iota_k \ell) \neq (\bar{k}_\ell)\}.
\]
Thus, if we fix an \(nN\)-tuple \(\bar{i} = (\bar{i}_1, \ldots, \bar{i}_N) \in \{(0, 1)^n\}^N\), and define the number
\[
C_n^2(\varepsilon) = \# \{i \in \{(0, 1)^n\}^N \mid d(i, \bar{i}) \leq \varepsilon\},
\]
which is independent on the choice of \(i \in \{(0, 1)^n\}^N\), it follows from (29) that
\[
C_n^B(4\varepsilon) = C_n^2 \left( \frac{4n\varepsilon}{Lh} \right).
\]
We can now derive an upper bound on \(C_n^T(4n\varepsilon/(Lh))\) performing a standard combinatorial computation of the number of \(nN\)-tuples that differ for a given number of entries, and then invoking Hoeffding’s inequality ([11, Theorem 2]). In this way we find
\[
C_n^T \left( \frac{4n\varepsilon}{Lh} \right) \leq 2^{nN} \cdot \exp \left( -\frac{nN}{2} \left( 1 - \frac{8\varepsilon}{LhN} \right)^2 \right),
\]
which, together with (28), (31), yields
\[
N_c(F_{n,h} \mid L^1(\mathbb{R}, \Omega)) \geq \left( \frac{nN}{2} \left( 1 - \frac{8\varepsilon}{LhN} \right)^2 \right),
\]
for all \(h\) sufficiently small and \(n \geq 2\). In order to derive the largest lower bound on the right-hand side of (33) we maximize the map \(\Psi(h, n) \doteq \frac{nN}{2} \left( 1 - \frac{8\varepsilon}{LhN} \right)^2\) with respect to those \(h\) for which (33) holds. Thus, we find that the maximum of \(\Psi(h, n)\) is attained for \(\pi = NL^2b/(48\varepsilon), \bar{h} = 24\varepsilon/(NL)\). Hence, we deduce from (33) that
\[
N_c(F_{\pi,\bar{h},\pi} \mid L^1(\mathbb{R}, \Omega)) \geq \exp \left( \Psi(\bar{h},\pi, \pi) \right) = \exp \left( \frac{L^2N^2b}{216} \cdot \frac{1}{\varepsilon} \right),
\]
which, in turn, because of (25), yields
\[
H_c(A_{L,d,b,T} \mid L^1(\mathbb{R}, \Omega)) \geq \frac{L^2N^2b}{216 \log(2)} \cdot \frac{1}{\varepsilon}.
\]
Finally, recalling (20), (21), we recover from (35) the lower bound (12).

4. **Temple systems of conservation laws.** In this section we assume that (1) is a strictly hyperbolic system of Temple class, which thus enjoys the following additional properties:

- it is endowed with a coordinates system \(w = (w_1, \ldots, w_n)\) of Riemann invariants \(w_k = W_k(u)\), \(u \in \Omega\), associated to each characteristic field \(r_k\);

- the level sets \(\{u \in \Omega : w_k(u) = \text{constant}\}\) of every Riemann invariant are hyperplanes.

We shall assume that \(W(0) = 0\), and that as \(w\) ranges within the product set \(\Pi \doteq [a_1, b_1] \times \cdots \times [a_N, b_N]\), the corresponding state \(u = W^{-1}(w)\) remains inside the domain \(\Omega\) of the flux function \(f\). We also recall that a characteristic field \(r_k\) of a system (1) is said to be *genuinely nonlinear* (GNL) in the sense of Lax if \(\nabla \lambda_k(u) \cdot r_k(u) \neq 0\) for all \(u \in \Omega\), while we say that \(r_k\) is *linearly degenerate* (LD) if \(\nabla \lambda_k(u) \cdot r_k(u) \equiv 0\) for all \(u \in \Omega\). As observed in the introduction, the
results in [4], [7] show that a Temple system with GNL or LD characteristic families admits a continuous semigroup of entropy weak solutions \( \{ S_t : D \to D \}_{t \geq 0} \), defined on domains \( D \) of \( L^\infty \)-functions with possibly unbounded variation of the form

\[
D = \left\{ u \in L^1(\mathbb{R}, \Omega) \mid W_k(u(x)) \in [a_k, b_k] \text{ for all } x \in \mathbb{R}, \ k = 1, \ldots, N \right\}. \tag{36}
\]

We shall adopt the notation \( S^w_t \pi = W(u(t, \cdot)) \) for the Riemann coordinates expression of the entropy weak solution solution of (1), with initial data \( \pi = W^{-1} \circ \pi \).

When all characteristic families are genuinely nonlinear such a semigroup is Lipschitz continuous and the map \( w(t, x) = S^w_t \pi(x) \) satisfies the following Oleinik-type inequalities on the decay of positive waves:

\[
\frac{w_k(t, y) - w_k(t, x)}{y - x} \leq \frac{1}{ct} \quad \forall \ x < y, \ t > 0, \ k = 1, \ldots, N, \tag{37}
\]

for some constant \( 0 < c \leq \inf \{ |\nabla \lambda_k(u) \cdot r_k(u)| \mid u \in W^{-1}(\Pi), k = 1, \ldots, N \} \).

Relying on the analysis of the evolution of the Riemann coordinates along the characteristics and on the Oleinik-type inequalities, we have established in [2] a natural extension to this class of systems of the upper and lower bounds provided by Theorem 2.1 and Theorem 2.2 for scalar conservation laws with strictly convex (or concave) flux. Namely, adopting the norm \( \| w \|_{L^1} = \sum_i \| w_i \|_{L^1} \) on the space \( L^1(\mathbb{R}, \Pi) \), we have proved the following

**Theorem 4.1** ([2]). In the same setting of Theorem 3.1, assume that the system (1) is of Temple class, strictly hyperbolic, and that all characteristic families are genuinely nonlinear or linearly degenerate. Then, given any \( L, m, M, T > 0 \), and setting

\[
\mathcal{L}_{[L,m,M]} = \left\{ \pi \in L^1(\mathbb{R}, \Pi) \mid \text{Supp}(\pi) \subset [-L, L], \ |\pi|_{L^1} \leq m, \ |\pi|_{L^\infty} \leq M \right\}, \tag{38}
\]

for \( \varepsilon > 0 \) sufficiently small, the following hold.

(i) \[ H_\varepsilon \left( S^w_T \mathcal{L}^w_{[L,m,M]} \right) \mid L^1(\mathbb{R}, \Pi) \geq \frac{N^2 L^2}{T} \cdot \frac{1}{\max \left\{ c_6, c_7 \right\}} \cdot \frac{1}{\varepsilon}. \tag{39} \]

where \( c_6, c_7 \) are nonnegative constants which depend only on the gradient of the eigenvalues \( \lambda_i(u) \) of the Jacobian matrix \( Df(u) \) and on the corresponding right eigenvectors \( r_i(u) \), in a neighbourhood of the origin.

(ii) If all characteristic families are genuinely nonlinear, one has

\[
H_\varepsilon \left( S^w_T \mathcal{L}^w_{[L,m,M]} \right) \mid L^1(\mathbb{R}, \Pi) \leq \frac{32 N^2 L^2}{c T} \cdot \frac{1}{\varepsilon}, \tag{40}
\]

where \( L_T = L + \sqrt{2m \varepsilon} \sup \{ |\nabla \lambda_k(u) \cdot r_j(u)| \mid |W(u)| \leq M, k, j = 1, \ldots, N \} \), and \( c \) is the constant appearing in (37).
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ONE-DIMENSIONAL CONSERVATION LAW
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AND SPATIALLY INHOMOGENEOUS CASE

BORIS ANDREIANOV
Laboratoire de Mathématiques CNRS UMR 6623
Université de Franche-Comté, Besançon, France

ABSTRACT. The note presents the results of the recent work [5] of K. Sbihi and
the author on existence and uniqueness of entropy solutions for boundary-value
problem for conservation law \( u_t + \phi(u)_x = 0 \) (here, we focus on the simplified
one-dimensional setting). Then, using nonlinear semigroup theory, we extend
these well-posedness results to the case of spatially dependent flux \( \phi(x,u) \).

1. Introduction. Consider the general boundary-value problem for one-dimensio-
nal conservation law in \( Q := (0,T) \times \Omega \) where we choose \( \Omega := (-\infty,0) \):

\[
\begin{aligned}
&u_t + \phi(x,u)_x = 0 \quad \text{in } Q_T := (0,T) \times (-\infty,0) \\
&u|_{t=0} = u_0 \quad \text{in } (-\infty,0) \\
&\phi\nu(u) \in \beta(u) \quad \text{on } \Sigma := (0,T) \times \{0\}.
\end{aligned}
\]

Here \( \phi \) is a regular function of \((x,u)\); \( \phi\nu(\cdot) \) will denote \( \phi(0,\cdot) \); and \( \beta \) is a maximal
monotone graph on \( \mathbb{R} \) that encodes the boundary condition. The simplest and best
known case is \( \beta = \{u^D\} \times \mathbb{R} \), which encodes the Dirichlet condition \( u = u^D \) on \( \Sigma \).

The well-posedness theory of the Cauchy problem associated with the conserva-
tion law \( u_t + \phi(x,u)_x = f \) was achieved in the founding work of Kruzhkov [13].
Taking into account the boundary condition is a delicate matter. Indeed, already
in the Dirichlet case, the classical work of Bardos, LeRoux and Nédélec [7] states
that, for \( u_0 \) of bounded variation, there exists a unique entropy solution in \( Q \) to the
conservation law in \((E_{\phi,\beta})\) which satisfies a relaxed formulation of the boundary
condition; this relaxed formulation is justified, as in [13], by the vanishing viscos-
ity argument. We aim at explaining in which way the general boundary condition
\( \phi\nu(u) \in \beta(u) \) should be relaxed; this is of interest, e.g., for obstacle problems
(\( \beta = \partial I_{[m,M]} \) where \( \partial \) is the subdifferential and \( I \) is the indicator function) and for
the zero-flux boundary condition (\( \beta = \{0\} \times \mathbb{R} \)); the latter condition is particularly
important in practice. Notice that our setting provides a nontrivial extension of
the result of Bürger, Frid and Karlsen [9] on the zero-flux problem: we do not assume
\( \phi(0) = 0 = \phi(1) \). Thus the first objective of this note is to point out, in a
simplified setting, the meaning that can be given to the formal boundary condition
“\( \phi\nu(u) \in \beta(u) \) on \( \Sigma \)”. We highlight the ideas and results of the recent work [5]
of K. Sbihi and the author, where the multi-dimensional problem with spatially
homogeneous flux (\( \phi = \phi(u) \)) but variable graphs \((\beta(t,x))_{(t,x) \in \Sigma}\) was explored.
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The second objective of the note is to generalize some of the results of [5]. Indeed, the assumption of $x$-independence of the flux played an important role in the formulation, because it allowed to consider strong traces for $u$ on $\Sigma$ (see [3, 5] for details). In the present note, traces need not exist; the construction we use, proposed in [1], is based upon the nonlinear semigroup techniques (see [6]). It strongly relies on the assumption $N = 1$ and on the $t$-independence of both $\varphi$ and $\beta$. The semigroup approach allows to bypass as well the usual technical assumption

\[ \text{for a.e. } x \in \Omega, \varphi(x, \cdot) \text{ is non-affine on any interval } [a, b] \text{ with } a < b. \quad (\text{H1}) \]

What we prove is that there exists an entropy solution in $[0, T] \times \Omega$ which verifies well-chosen up-to-the boundary entropy inequalities (see Definition 2.2) involving $\beta$. We interpret the information contained in these up-to-the-boundary inequalities as the effective boundary condition “$\varphi_\nu(u) \in \mathcal{B}(u)$”. Here, the maximal monotone graph $\mathcal{B}$ is the projection of $\beta$ on the graph of the function $\varphi_\nu$, as shown on Fig. 1.

**Figure 1.** Construction of the projected graph $\tilde{\mathcal{B}}$ and of $\tilde{\beta}$

The main conclusion is: the graph $\beta$ in the formulation of $(E_{\varphi, \beta})$ should be interpreted as its projection $\mathcal{B}$. Indeed, the solution in the sense of Definition 2.2 can be attained as the limit of well-established approximation procedures (approximation of $\beta$ by a kind of Yosida approximation or by “truncations” $\beta^{m,n} := \beta + I_{[-m,n]}$; the vanishing viscosity approximation involving the graph $\beta$ or its approximates; and the Euler time-implicit discretization). Following Bardos, LeRoux and Nédélec [7], we see these facts as a justification of the notion of solution proposed for $(E_{\varphi, \beta})$.

2. Assumptions, definitions, results.

**Definition 2.1.** Extend $\beta$ to a maximal monotone graph from $\mathbb{R}$ to $\mathbb{R}$ and define the overshoot set $D^+$ and the undershoot set $D^-$ by

\[ D^+ := \left\{ z \in \mathbb{R} \mid \sup_\beta \beta(z) \geq \varphi_\nu(z) \right\}, \quad D^- := \left\{ z \in \mathbb{R} \mid \inf_\beta \beta(z) \leq \varphi_\nu(z) \right\}. \]

Further, define the crossing set $D^0 := D^+ \cap D^-$. Finally, define $\mathcal{B}$ on $\mathbb{R}$ as the closest to $\beta$ maximal monotone graph that contains $\{(z, \varphi_\nu(z)) \mid z \in D^0\}$; and define $\tilde{\beta}$ as the subgraph that $\mathcal{B}$ and the graph $G_{\varphi_\nu}$ of the function $\varphi_\nu$ have in common.
The “closest” to $\beta$ graph $\overline{B}$ does exist (see [5]). In fact, $\overline{B}$ is single-valued and continuous, constituted of upper (respectively, lower) increasing envelopes of $G\varphi_\nu$ over connected components of $D^+$ (resp., $D^-$), see Fig. 1. It contains portions of $G\varphi_\nu$ complemented by horizontal segments over intervals of $\mathbb{R} \setminus \text{Dom} \beta$. As to $\beta$, it is a maximal monotone subgraph of $G\varphi_\nu$. In the Dirichlet case ([7]), the graph $\tilde{\beta}$ appeared in the work [12] as a way to express the Bardos-LeRoux-Nédélec condition.

Now, write $q^\pm(x,u,k)$ for $\text{sign} \ (u-k)(\varphi(x,u)-\varphi(x,k))$ (“semi-Kruzhkov” entropy fluxes). Following [13] and adapting the boundary approach of Carrillo [10], we set

**Definition 2.2.** An $L^\infty(Q)$ function $u$ is called entropy solution of problem $(E_{\varphi,\beta})$ if $u(0,\cdot) = u_0$ and $u$ verifies the following inequalities$^2$:

$$\forall k \in \mathbb{R} \ \forall \xi \in D((0,T) \times \overline{\Omega}), \ \xi \geq 0, \ \text{such that } \xi|_\Sigma = 0 \ \text{if } k \in D^+$$

$$\int_0^T \int_\Omega \left( - (u-k)^+ \xi_t - q^+(x,u,k) \cdot \nabla \xi \right) + \int_0^T \int_\Omega \text{sign} \ (u-k) \varphi_x(x,k) \xi \leq 0 \quad (1)$$

Let us clarify the relation between the formal boundary condition “$\varphi_\nu(u) \in \beta(u)$” and the condition contained in Definition 2.2. We claim that, up to technical details

$$\varphi_\nu(u) \in \overline{B}(u) \text{ on } \Sigma \quad (2)$$

is the boundary relation entailed by inequalities (1).

**Proposition 2.3.** (see [5, Prop. 3.3]) In the case where $u$ admits a strong boundary trace$^3$ $\gamma u$ on $\Sigma$, $u$ is an entropy solution in the sense of Definition 2.2 if and only if it verifies the Kruzhkov inequalities with $\xi \in D((0,T) \times \Omega)$, $\xi \geq 0$, and

$$(\gamma u)(t) \in \text{Dom} \tilde{\beta} \text{ for a.e. } t \in (0,T). \quad (3)$$

Furthermore, in this situation (3) is equivalent to the property

$$\forall k \in D^\pm \ q^+(0, (\gamma u)(t), k) \geq 0 \text{ for a.e. } t \in (0,T). \quad (4)$$

Since $\tilde{\beta}$ is a subgraph of the graph of $\varphi_\nu$, relation (3) means that $\varphi_\nu(u) \in \tilde{B}(u)$ (so that $\varphi_\nu(u) \in \overline{B}(u)$); therefore we say that (3) (or (2)) is the effective boundary condition for problem $(E_{\varphi,\beta})$. Condition (3) was introduced by K. Sbihi in her thesis [15] (see also [3, 4]). For details on the graph $\overline{B}$, on the entropy formulation (1) and its different reformulations, a detailed study of existence and convergence of approximate procedures we refer to the recent paper [5] of Sbihi and the author.

The results of [5] for the $x$-independent flux $\varphi \in C(\mathbb{R})$ in space dimension one can be summarized as follows. Consider the assumption

$$\exists A > 0 \ \forall z \notin [-A,A] \ \text{sign} \ z \varphi_\nu(z) \leq \text{sign} \ z \beta(z). \quad (H2)$$

While (H2) is not required for well-posedness, we use it to get $L^\infty$ estimate needed to prove that the vanishing viscosity method converges to the entropy solution in the sense (1). When (H2) is dropped, in order to justify the advent of $\tilde{\beta}$ we need an additional stage of approximation of $\beta$ by rapidly growing at infinity graphs $\beta^{m,n}$.

$^1$We have $u \in C(0,T;L^1_{loc}(\Omega))$ since by (1), $u$ is a Kruzhkov solution inside $Q$ (see, e.g., [5]).

$^2$Note that admissible test functions $\xi$ in (1) are different for the “+” sign and for the “−” sign.

$^3$In different contexts, such solutions were called trace-regular in [1, 2].
Theorem 2.4. (Compilation of results of [5], one-dimensional case, $\varphi(x, u) \equiv \varphi(u)$) (i) (uniqueness, comparison, contraction) If $u, \hat{u}$ are solutions of $(E_{\varphi, \beta})$ in the sense of Definition 2.2 with initial data $u_0, \hat{u}_0$ respectively, then for a.e. $t \in (0, T)$

$$\|(u - \hat{u})(\cdot, t)\|_{L^1} \leq \|(u_0 - \hat{u}_0)(\cdot)\|_{L^1}.$$  \hspace{1cm} (5)

(ii) (existence, construction of solution) Assume (H1). Then for all $L^\infty$ datum $u_0$ there exists a (unique) solution $u$ of $(E_{\varphi, \beta})$ in the sense of Definition 2.2.

If (H2) holds, then $u = \lim_{\varepsilon \to 0} u^\varepsilon$; here $u^\varepsilon$ is a weak solution to problem $(E_{\varphi, \beta})$ regularized by the vanishing viscosity term $\varepsilon u_{xx}$ (with $\varepsilon \varphi^r(u) - \varepsilon u_x \in \beta(u)$ as boundary condition). And, if (H2) does not hold, then $u = \lim_{m,n \to \infty} u^{m,n}$ where $u^{m,n}$ is the vanishing viscosity limit for the boundary graph $\beta^{m,n} = \beta + I_{[-m,n]}$.

A crucial point of the uniqueness proof is that strong boundary traces $\gamma u, \gamma \hat{u}$ on $\Sigma$ exist (see [3]). Generalization of the uniqueness result to the multi-dimensional case and space-time dependent graphs $\beta$ is straightforward, but the boundary condition cannot always be formulated using (1) (e.g., (3) can be used instead). Existence results for this general case involve technical assumptions which main goal is to ensure uniform $L^\infty$ estimates on the approximate solutions. The assumption on nonlinearity of $\varphi$ can be relaxed if $\varphi$ is Lipschitz continuous (see [5, Th. 7.1]). Truncations $\beta^{m,n}$ can be replaced by a two-parameter Yosida approximation (see [5, Ex. 6.14]).

Now, let us look at the case where $\varphi = \varphi(x, u)$. Because we focus on understanding the boundary condition, we consider a single boundary point $x = 0$ and we avoid a few technical difficulties by taking the following (rather artificial) assumption:

$$\varphi(x, \cdot) \equiv 0 \text{ for } x \leq -1.$$  \hspace{1cm} (H3)

We also assume

both $\varphi$ and $\varphi_x$ are Lipschitz continuous on $[-1, 0] \times \mathbb{R}$, \hspace{1cm} (H4)

$$\Phi : z \mapsto \max_{x \in [-1, 1]} \varphi_x(x, z) \text{ is Lipschitz continuous on } [-1, 0] \times \mathbb{R}.$$  \hspace{1cm} (H5)

Assumptions (H4),(H5) can be relaxed; in particular, the role of (H5) is to ensure an $L^\infty$ estimate on solutions in the situation where (H2) holds.

For $x$-dependent flux $\varphi$, existence of strong boundary traces for Kruzhkov entropy solutions of $u + \varphi(x, u)_x = 0$ in $Q$ is yet not proved. Despite this obstacle, we will prove the following, which is the main new result of this note.

Theorem 2.5. Assume (H3),(H4),(H5) hold. Assume $u_0 \in L^1(-\infty, 0) \cap L^\infty(-\infty, 0)$. Then there exists a unique entropy solution of $(E_{\varphi, \beta})$ in the sense of Definition 2.2.

As in Theorem 2.4, the existence proof justifies the notion of solution (see Remark 1). The key ingredient for the proof of Theorem 2.5 is the stationary problem

$$\left\{ \begin{array}{ll}
\hat{u} + \varphi(x, \hat{u})_x = f & \text{in } (-\infty, 0) \\
\varphi^r(\hat{u}(0)) \in \beta(\hat{u}(0)). & \end{array} \right.$$  \hspace{1cm} (S_{\varphi, \beta})

Problem $(S_{\varphi, \beta})$ is used as a building brick in construction of a solution of $(E_{\varphi, \beta})$ via the time-implicit discretization, and it is essential for the uniqueness proof. To state a notion of solution, consider that $\hat{u}$ is an entropy solution of $(S_{\varphi, \beta})$ if it is a time-independent solution of $(E_{\varphi, \beta})$ with additional source term $f = g - \hat{u}$. 
3. **Uniqueness, $L^1$ contraction and comparison proof: the ideas.** Using the Kruzhkov doubling of variables inside $[0, T] \times \Omega$, one gets\(^4\) the Kato inequality

\[
\int _\Omega \xi (u - \hat{u})^+ (\cdot , t) \leq \int _\Omega \xi (u_0 - \hat{u}_0)^+ - \int _0^T \nabla \xi \cdot q^+ (x, u, \hat{u})
\]

(6)

with $\xi \in D'(\Omega)$, $\xi \geq 0$, and for a.e. $t$. Here, we wish to let $\xi \to 1$ on $\Omega$. If strong traces $\gamma u, \gamma \hat{u}$ on $\Sigma$ exist, the last term passes to the limit and it yields the integral of sign $^+ (\gamma u - \gamma \hat{u}) (\varphi_\nu (\gamma u) - \varphi_\nu (\gamma \hat{u}))$ over a part of $\Sigma$. Then, due to the characterization (3) and the monotonicity of $\beta$, this term can be dropped and inequality (5) follows.

Now, in the situation where $\gamma \hat{u}$ exists but $\gamma u$ may not exist, we are still able to make the above arguments work. We use the following hint. Provided the strong trace $\gamma \hat{u}$ exists, the weak trace $\gamma_w q^+ (\cdot, u(\cdot), \hat{u}(\cdot))$ on $\Sigma$ (see [11]) verifies

\[
(\gamma_w q^+ (\cdot, u(\cdot), \hat{u}(\cdot))) (t) = (\gamma_w q^+ (\cdot, u(\cdot), k)) (t)|_{k = (\gamma \hat{u})(t)}, \text{ for a.e. } t \in (0, T).
\]

(7)

Furthermore, for a.e. $t, k = (\gamma \hat{u})(t) \in \text{Dom } \tilde{\beta}$ by Proposition 2.3. We also have

**Lemma 3.1.** Assume $u$ is an entropy solution of $(E_{\varphi, \beta})$ in the sense of Definition 2.2. Then for all $k \in D^\pm$, we have (respectively)

\[
(\gamma_w q^\pm (\cdot, u(\cdot), k)) (t) \geq 0 \text{ for a.e. } t \in (0, T),
\]

(8)

where $\gamma_w$ denotes the weak boundary trace in the sense of Chen and Frid [11], further the two inequalities in (8) hold simultaneously for all $k \in \text{Dom } \tilde{\beta}$.

**Proof.** The first claim is straightforward. For the second one consider, e.g., $k \in D^+ \cap \text{Dom } \tilde{\beta}$. Then it is enough to prove $\gamma_w q^-(\cdot , u(\cdot)), k) \geq 0$. To this end, take $k_0 \in [-\infty, k]$ such that $k_0$ is the closest to $k$ point in $D^-$. By definition of $D^\pm$, we have $\varphi_\nu (\kappa) \leq \varphi_\nu (k)$ for all $\kappa \in [k_0, k]$; hence $\varphi (x, \kappa) \leq \varphi (x, k) + \bar{v}_{x} - \bar{v}_{x} (1)$. Developing the formula for $\varphi (x, u(x), k)$, writing sign $^- (u(x) - k) = \|u(x) - k\|_{L^1_{[k_0 < u(x) < k]}} + \bar{v}_{x} - \bar{v}_{x} (1)$. We find $q^- (\cdot, u(x), k) = q^- (\cdot, u(x), k_0) + \bar{v}_{x} - \bar{v}_{x} (1)$. Hence we can apply (8) with $k_0 \in D^-$ and deduce that $\gamma_w q^- (\cdot, u(\cdot), k) \geq 0$. Details can be found in [5, Prop. 7.4(i)].

Finally, combining (7) and Lemma 3.1, passing to the limit as $\xi \to 1$ in Kato inequality (6) we get the desired result (5) whenever $\hat{u}$ is trace-regular, i.e., $\gamma \hat{u}$ exists.

In order to put ourselves in the situation where $\hat{u}$ is trace-regular, we will consider $\hat{u} = \hat{u}(x)$ entropy solution of $(S_{\varphi, \beta})$. Actually, in the preceding argument we only need that the trace of the function $V \varphi_\nu (\hat{u})$ exist, where $V \varphi_\nu : z \mapsto \int _0^1 \lvert \varphi'_\nu (s) \rvert ds$ is the variation function of $\varphi_\nu$ (also known as the singular mapping). We refer to [3, 5] for the use of $V \varphi_\nu$ within the arguments involving the traces of $q^\pm (\cdot, u(\cdot), \hat{u}(\cdot))$. Existence of traces for solutions of $(S_{\varphi, \beta})$ follows, roughly speaking, from the fact that $q(\cdot, u(\cdot), k) \in W^{1,1} (-\infty, 0)$ for all $k \in \mathbb{R}$. We refer to [1, Lemma 3.1] for the proof in the case where $\varphi_\nu$ has finitely many extrema; the general case is similar.

Fortunately, comparison results concerning two solutions $u$ and $\hat{u}$ of $(E_{\varphi, \beta})$ can be deduced from those concerning one solution $u \in L^1 (Q) \cap L^\infty (Q)$ and all possible stationary solutions $v \in L^1 (\Omega) \cap L^\infty (\Omega)$: to do this, one exploits the theory of nonlinear semigroups governed by $m$-accretive operators (details of this approach

---

\(^4\)If $\varphi$ is $x$-dependent, this result is not entirely contained in [13]: see [1, Th. 5.1] for the full argument that relies on the fact that a local entropy solution is a vanishing viscosity limit.
can be found in [8, 1, 2]). Roughly speaking, the above arguments prove that an
entropy solution \( u \) of \( (E_{\varphi, \beta}) \) is an integral solution of the abstract evolution problem
\[
\frac{d}{dt} u + \mathcal{A} u \ni 0, \quad u(0) = u_0
\]  
(9)
where \( \mathcal{A} \) is the operator associated with the formal expression \( u(\cdot) \mapsto \varphi(\cdot, u(\cdot)) \xrightarrow{\mathcal{A}} \) in
the entropy sense, as defined in (11) below. Then we apply the general result of
uniqueness of an integral solution (see [6, 8] and Theorem 4.2 below).

4. Study of the stationary problem and use of the semigroup theory.
In the space \( L^1 = L^1((-\infty, 0)) \), consider the following definitions.

Definition 4.1 (elements of the nonlinear semigroup theory, see [6]).

\begin{itemize}
  \item The bracket on \( L^1 \) is given by \( [v, w] = \int w \text{sign } v + \int w \mathbb{I}_{|v| = 0} \).
  \item A multi-valued nonlinear operator \( \mathcal{A} \) on \( L^1 \) is accretive if for all \((v, w), (\tilde{v}, \tilde{w}) \in \mathcal{A}\)
    one has \( [v - \tilde{v}, w - \tilde{w}]_{L^1} \geq 0 \). It is called \( m \)-accretive if, in
    addition, the domain \( \text{Dom}(I + \lambda \mathcal{A})^{-1} \) of the resolvent of \( \mathcal{A} \)
    equals \( L^1 \) for all sufficiently small \( \lambda > 0 \).
  \item A function \( u \in C([0, T]; L^1) \) is an integral solution of problem (9) if
    \[
    \forall (v, w) \in \mathcal{A} \quad \frac{d}{dt} \|u(t) - v\|_{L^1} \leq [u(t) - v, 0 - w]_{L^1} \quad \text{in } D'((0, T)).
    \]  
(10)
\end{itemize}

The main result associated with these notions is the following (see, e.g., [6]).

Theorem 4.2. Assume that \( \mathcal{A} \) is accretive and its closure, \( m \)-accretive; assume
\( \text{Dom} \mathcal{A} = L^1 \). Then for all \( u_0 \in L^1 \) there exists a unique integral solution to (9);
further, two solutions with different data verify (5). Moreover, the integral solution
is obtained by time-explicit discretization method (the Crandall-Liggett formula).

Now, we apply the result to the operator \( \mathcal{A} \) defined by its graph:
\[
\mathcal{A} := \{(\hat{u}, g) \in L^1 \times L^1 \mid \hat{u} \text{ is an entropy solution of } (S_{\varphi, \beta}) \text{ with } \hat{f} = \hat{u} + g,
\quad \text{in particular, } V_{\varphi, \nu}(\hat{u}(\cdot)) \text{ is continuous at } x = 0^{-} \}. 
\] 
(11)

Proposition 4.3 (properties of the stationary problem \((S_{\varphi, \beta})\)).

(i) The operator \( \mathcal{A} \) is accretive on \( L^1 \), moreover, its closure is \( m \)-accretive on \( L^1 \).
(ii) The domain \( \text{Dom} \mathcal{A} \) is dense in \( L^1 \).

Proof. The accretivity in (i) follows by rewriting the arguments of the beginning of
this section for stationary solutions with strong traces (to be precise, with those of
\( V_{\varphi, \nu}(u) \)). In the place of (5) we find the refined contraction property
\[
\|u - \hat{u}\|_{L^1} \leq \int_{\Omega} \text{sign } (u - \hat{u})(f - \hat{f}) + \int_{\Omega} \mathbb{I}_{|u| \geq \hat{u}(x)} |f - \hat{f}|
\] 
(12)
which, together with the definition of \( \mathcal{A} \), implies its accretivity in \( L^1 \).

Further, the \( m \)-accretivity of the closure of \( \mathcal{A} \) is an existence claim for \((S_{\varphi, \beta})\)
(with flux \( \lambda \varphi \) and \( \lambda \) small enough) for some \( L^1 \)-dense set of specific data. E.g., it
is enough to prove that the set \( C^1 \) of compactly supported in \((-\infty, 0]\) functions of
class \( C^1 \) is included in the domain \( \text{Dom}(I + \lambda \mathcal{A})^{-1} \) of the resolvent of \( \mathcal{A} \), for all
\( \lambda > 0 \) small enough. This claim is proved using vanishing viscosity approximation.

First, we solve \( u^\varepsilon + \lambda \varphi(x, u^\varepsilon)_x = \varepsilon u^\varepsilon_x + f \) subject to the boundary condition
\( \varphi_{\nu}(u^\varepsilon) + \varepsilon u^\varepsilon_x \in \beta(u^\varepsilon) \) at \( x = 0 \). Existence of a weak (variational) solution \( u^\varepsilon \) follows
by adapting classical arguments (\( \beta \) can be regularized, then the problem is reduced
to a coercive nonlinear elliptic problem in \( H^1(-\infty, 0) \) for which a solution can be
constructed by a Leray-Schauder argument). Following Carrillo [10], we can get the comparison result analogous to (5), with \( \varepsilon > 0 \).

Then compactness of the sequence \( (u^\varepsilon)_\varepsilon \) should be obtained, and for this we need firstly a uniform \( L^\infty \) estimate on the solution. This estimate follows from the comparison of \( u^\varepsilon \) with constant functions. To see this, observe that \( k \in \mathbb{R}^+ \) is a solution of \( k + \lambda \varphi(x,k)x = k + \lambda \varphi_x(x,k) \geq 0 = \varepsilon k_{xx} \) for \( \lambda \) small enough (here, assumption (H5) is used). Thus the constant \( k \) is a super-solution of the equation inside \((-\infty,0)\); the delicate point is to ensure that \( k \) is a super-solution of our viscosity regularized boundary-value problem with graph \( \beta \). This is true for \( k > A \) provided assumption (H2) holds; thus we temporarily assume (H2). In a similar way, we prove that \( k < -A \) is a sub-solution, and by the comparison argument we find a uniform in \( \varepsilon \) bound in \( L^\infty \) on \( u^\varepsilon \) in terms of \( A \) and the right-hand side \( f \).

Following [7], let us get a uniform \( BV \) estimate on \( (u^\varepsilon)_\varepsilon \). For \( u^\varepsilon := u^\varepsilon_k \) we have

\[
(1 + \lambda \varphi_{xx}(x, u^\varepsilon))u^\varepsilon + (\lambda \varphi_u(x, u^\varepsilon)u^\varepsilon - \varepsilon u^\varepsilon_u)_x = f_x - \lambda \varphi_{xx}(x, u^\varepsilon).
\]

By (H3) and because \( f \) is compactly supported, \( u^\varepsilon - \varepsilon u^\varepsilon_u = 0 \) for \( x < -1 \); since \( \|u^\varepsilon\|_{\infty} \leq const \), we get \( \|u^\varepsilon(x)\| \leq const e^{-|x|} \) for all \( x \). Now, the flux of (13) is

\[
F^\varepsilon := \lambda \varphi_u(x, u^\varepsilon)u^\varepsilon - \varepsilon u^\varepsilon_u; \text{ it verifies } F^\varepsilon(0) = \lambda \varphi_x(0, u^\varepsilon(0)) - \int_{-\infty}^0 (f - u^\varepsilon)(y) \, dy.
\]

By (H4), \( |F^\varepsilon(0)| \leq const \) is bounded. Further, \( 1 + \lambda \varphi_{xx}(\cdot, u^\varepsilon(\cdot)) \geq \frac{1}{2} \) for small enough \( \lambda \), due to (H4). Now we take a Lipschitz approximation of sign \( u^\varepsilon \) as a test function; a uniform estimate of \( \int_{\infty}^{-\infty} |u^\varepsilon| = \|u^\varepsilon\|_{L^1} \) follows. Due to the exponential decay of \( u^\varepsilon \) at \(-\infty \), we see that \( (u^\varepsilon)_\varepsilon \) admits an accumulation point \( u \in L^1 \).

Now, it remains to write entropy inequalities for \( u^\varepsilon \) and pass to the limit. From the weak formulation, using Lipschitz approximations of sign \( + (u^\varepsilon - k) \) as test functions (see, e.g., [10] and [1, Appendix]), for all \( k \in \mathbb{R} \) we get

\[
\int_\Omega \left( (u^\varepsilon - k)^+ \xi - q^\pm(x, u^\varepsilon, k) \cdot \nabla \xi \right) + \int_\Omega \text{sign}^+(u^\varepsilon - k) \varphi_x(x, k) \xi \geq \int_{\Omega} \varepsilon |u^\varepsilon - k|_{L^1} \xi_x - \text{sign}^+(u^\varepsilon(0) - k)(b^\varepsilon - \varphi(x))(0) \quad (14)
\]

where \( b^\varepsilon \in \beta(u^\varepsilon(0)) \) (the last term is a boundary term). Convergence of \( u^\varepsilon \) and the classical uniform estimate of \( \|u^\varepsilon\|^2_{L^1} \) permit to pass to the limit in all terms except for the last one, which we will bound from above. Consider, e.g., \( k \in D^\varepsilon \).

In the “sign +” inequality (14), the monotonicity of \( \beta \) and the choice of \( k \) yield

\[
- \text{sign}^+(u^\varepsilon(0) - k)(b^\varepsilon - \varphi(x))(0) \leq (b(k) - \varphi(x))^+ = 0.
\]

Further, we simply impose \( \xi(0) = 0 \) in the “sign −” inequality (14) and the boundary term vanishes. Thus we arrive to the stationary analogue of inequalities (1) with the adequate choice of \( \xi \). This proves that \( u \) is an entropy solution of \( (S_{\varphi,\beta}) \).

It remains to bypass (H2). This is done by working firstly with truncated graphs \( \beta^{m,n} \) that do satisfy (H2). Convergence of the associated solutions \( u^{m,n} \) to a limit \( u \) is ensured by monotonicity (see [4, 5]). Then, as in [4], one observes that the boundary conditions for graphs \( \beta^{m,n} \) pass to the limit (e.g., if \( \varphi \) is monotone near \( \pm \infty \), then \( \vec{B}^{m,n} \) coincide with \( \vec{B} \) for large enough \( n, m \)). To be specific, if \( k \in D^{\pm,m,n} \) (the overshoot or undershoot set defined for graph \( \beta^{m,n} \)) then \( k \in D^{\pm} \) for \( n, m \) large enough. Thus entropy inequalities for \( u^{m,n} \) yield analogous inequalities for \( u \).

As to the claim (ii), it can be proved by showing that as \( \lambda \to 0 \), the solution of \( u + \lambda A = f \) converges to \( f \) in \( L^1 \); see [1] for details corresponding to our case. \( \square \)

With Theorem 4.2 and Prop. 4.3, we get the uniqueness claim of Theorem 2.5:
Proposition 4.4. An entropy solution of \((E_{\varphi,\beta})\) is an integral solution of (9) with \(\mathcal{A}\) defined by (11). In particular, there exists at most one entropy solution for given datum, and we have (5) for entropy solutions \(u, \hat{u}\) with data \(u_0, \hat{u}_0\).

5. Existence of solution, justification of the effective boundary condition. In order to prove existence of an entropy solution, we can restrict our attention to \(L^1 \cap L^\infty\) data due to assumptions (H3),(H4). Let us give two existence arguments.

Under the genuine nonlinearity assumption (H1) on \(\varphi(x,\cdot)\), one can follow closely the existence proof of Proposition 4.3(i), substituting the stationary problem by the evolution problem. Indeed, (H5) (along with (H2)) allows to construct super- and sub-solutions of \((E_{\varphi,\beta})\) under the form \(\hat{u}(t,x) = k(t)\). The uniform \(L^\infty\) bound along with assumption (H1) ensures compactness of \((u^\varepsilon)\) in \(L^1_{loc}(\Omega)\) (see Panov [14]). In this argument, we do not need Lipschitz regularity of \(\varphi_x\) in (H4).

In general we do not assume (H1); we exploit the existence result for \((S_{\varphi,\beta})\) and the Crandall-Liggett construction of Theorem 4.2. Indeed, in this case the time compactness comes for gratis; one only has to show that the integral solution (also known as the mild solution) coming from Crandall-Liggett formula is also an entropy solution (cf. [6]). This itinerary was taken in the work of K. Sbihi ([15], see also [3]). In the setting of the present note, the proof is much simpler than in [15,3] since the stability of the entropy formulation (1) by \(L^1\) convergence is evident.

Thus we achieve the following result and complete the proof of Theorem 2.5:

Proposition 5.1. For all \(u_0 \in L^1((-\infty,0)) \cap L^\infty((-\infty,0))\) there exists the integral solution to (9) which is also the unique entropy solution of \((E_{\varphi,\beta})\). For general \(L^\infty\) datum \(u_0\), there exists a unique entropy solution of \((E_{\varphi,\beta})\) obtained as the limit of solutions \(u_n\) with \(L^1 \cap L^\infty\) data \(u_{0,n}(\cdot) := u_0(\cdot)\Pi_{[-n,0]}(\cdot)\).

Remark 1. To conclude the note, let us stress that the entropy formulation (1) and the projected graph \(\overline{\mathcal{B}}\) naturally appeared from the vanishing viscosity approximation of \((E_{\varphi,\beta})\) or \((S_{\varphi,\beta})\): the main arguments here were (14), (15), and Prop. 2.3.
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Abstract. We solve the Riemann problem for a nonlinear full wave Maxwell
system arising in nonlinear optics. This system is hyperbolic, some eigenvalues
have non-constant multiplicity and are neither genuinely nonlinear, nor linearly
degenerate. In a particular 2×2 reduced case, we are able to exhibit two distinct
selfsimilar entropy solutions. We compute the amounts of entropy dissipation
and compare them.

1. Introduction. In nonlinear optics, the propagation of electromagnetic waves in
a crystal can be modelized by the so-called Kerr model, which consists of Maxwell’s
equations
\[
\begin{align*}
\partial_t D - \text{curl} H &= 0, \\
\partial_t B + \text{curl} E &= 0,
\end{align*}
\]
with \( \text{div} D = \text{div} B = 0 \) and the constitutive relations
\[
\begin{align*}
B &= \mu_0 H, \\
D &= \mathbf{D}(E) = \varepsilon_0 (1 + \varepsilon \varepsilon_r |E|^2) E.
\end{align*}
\]
Here \( \mu_0, \varepsilon_0 \) are the free space permeability and permittivity and \( \varepsilon \varepsilon_r \) is the relative
permittivity, see [12] for further details.

The model is a 6×6 system of conservation laws in the unknown \( u = (D,H) \):
\[
\begin{align*}
\partial_t D - \text{curl} H &= 0, \\
\partial_t H + \mu_0^{-1} \text{curl}(\mathbf{D}(D)) &= 0
\end{align*}
\]
(1)
where \( \mathbf{P} \) is the reciprocal function of \( \mathbf{D} \). Denoting
\[
q(e) = \varepsilon_0 (e + \varepsilon \varepsilon_r e^3), \quad e \in \mathbb{R}, \quad p = q^{-1},
\]
we have
\[
E = \mathbf{P}(D) = \frac{D}{\varepsilon_0 (1 + \varepsilon \varepsilon_r p^2(|D|))}.
\]
As proposed in [6] we also introduce the one dimensional model satisfied by solutions
\( D(x,t) = (0,d(x,t),0), \quad H(x,t) = (0,0,h(x,t)) \) and \( x = x_1 \in \mathbb{R} \). In that framework
the solutions of Kerr model 1 satisfy the following p-system:
\[
\begin{align*}
\partial_t d + \partial_x h &= 0, \\
\partial_t h + \mu_0^{-1} \partial_x p(d) &= 0.
\end{align*}
\]
(2)
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As \( p' > 0 \) it is strictly hyperbolic but the properties of the function \( p \) differ from the ones which appear in the general framework of gas dynamics or viscoelasticity. Here:

\[
p(0) = 0, \quad p' > 0,
\]

and \( p \) is strictly convex on \( ]-\infty, 0] \), strictly concave on \([0, +\infty[\).

Known existence results for system 1 are related to strong solutions, see [10], [7] and references therein. A first insight into weak solutions, which is also useful in the aim of designing numerical schemes, is the study of the Riemann problem: a direction \( \omega \in \mathbb{R}^3 \), \(|\omega| = 1\), and \( u_\pm \in \mathbb{R}^6 \) being fixed, one looks for the solution of system 1 with initial data

\[
u(x, 0) = \begin{cases} u_- & \text{if } x \cdot \omega < 0, \\ u_+ & \text{if } x \cdot \omega > 0. \end{cases}
\]

(3)

This work is devoted to the resolution of this problem and to the link between the solutions for the full model 1 and the ones for the reduced system 2. We point out the fact that we do not suppose that the initial data are divergence free (i.e., \((D_+ - D_-) \cdot \omega = 0\) and \((H_+ - H_-) \cdot \omega = 0\)) because in numerical applications, this condition is not exactly satisfied in general.

The electromagnetic energy is a mathematical entropy [6]. In the reduced 2 × 2 case it reduces to the classical entropy of the p-system.

The characteristic fields of system 1 have been described in [3], the following proposition summarizes the results:

**Proposition 1.** [3] The Kerr system 1 is hyperbolic diagonalizable: for all \( \omega \in \mathbb{R}^3 \), \(|\omega| = 1\), the eigenvalues are given by

\[
\lambda_1 \leq \lambda_2 = -\lambda < \lambda_3 = \lambda_4 = 0 < \lambda_5 = \lambda_6 = -\lambda_1
\]

where, denoting \( c = (\varepsilon_0 \mu_0)^{-\frac{1}{2}} \) the light velocity:

\[
\lambda^2_2 = \frac{c^2}{1 + \varepsilon_r |E|^2}, \quad \lambda^2_3 = c^2 \frac{1 + \varepsilon_r (|E|^2 + 2(E \cdot \omega)^2)}{(1 + \varepsilon_r |E|^2)(1 + 3\varepsilon_r |E|^2)}.
\]

(5)

and the inequalities in 4 are strict if and only if \( \omega \times D \neq 0 \).

The characteristic fields 1,3,4,6 are linearly degenerate.

The characteristic fields 2 and 5 are genuinely nonlinear in the open set

\[
\Omega(\omega) = \{(D, H) \in \mathbb{R}^6 ; \omega \times D \neq 0\}.
\]

The system is not strictly hyperbolic and the second and fifth characteristic fields are neither genuinely nonlinear, nor linearly degenerate. Hence, Lax’ well-known result [8] does not apply. Here for \(|u_+ - u_-|\) small enough, we construct a “Lax’ solution” and prove that such a construction is unique.

In the 2 × 2 case, the system 2 is strictly hyperbolic but similarly to the 6 × 6 case, the characteristic fields are genuinely nonlinear only in the domain \( \Omega_1 = \{(d, h) \in \mathbb{R}^2 ; d \neq 0\} \). Nevertheless in that case we can construct the solution by using multiple waves, following Wendroff [13] and Liu [9].

System 2 being a particular case of 1, we find Lax’ solutions of 1 which are also weak solutions of 2, but they are different from the “Liu’s solutions”. Moreover, we shall prove that the electromagnetic energy is dissipated by both solutions, so that there exists (at least) two selfsimilar entropy solutions of the Riemann problem for system 2.
A first study of the Riemann problem can be found in [4]: the problem is solved for a reduced 4×4 system and it is assumed that $D \cdot \omega$ is identically zero. Related numerical schemes are constructed in 1D and 2D transverse electric configurations.

In [3] we studied Kerr shocks and related shock profiles provided by the Kerr-Debye model, which is a hyperbolic quasilinear relaxation approximation of Kerr model. We studied Lax and Liu’s admissibility criteria and proved that only Lax shocks give rise to Kerr-Debye shock profiles.

In [7], Godunov’s scheme, which requires the solution of the Riemann problem, was implemented for a two-dimensional transverse electric configuration. Actually this case reduces to the one of the p-system 2. Liu’s solution was implemented. The results were found to coincide with the ones obtained by a Kerr-Debye relaxation scheme.

The plan of the paper is the following. In section 2 we determine the simple waves and the wave functions. In section 3 we construct the solution of the Riemann problem. Section 4 is devoted to the 2×2 case.

2. Wave functions. If $u_\neq u_+$ are connected by a $k$-Lax shock or a $k$-rarefaction wave or a $k$-contact discontinuity, $u_-$ and $u_+$ are said to be connected by a $k$-wave. A plane discontinuity $\sigma, u_+, u_-$ is a weak solution of 1 such that $u(x,t) = u_-$ if $x \cdot \omega < \sigma t$, $u(x,t) = u_+$ else. All the plane discontinuities have been studied in [3].

The centred rarefaction waves are computed in [1]. The results are the following.

**Proposition 2. Contact discontinuities.** Stationary contact discontinuities are characterized by

$$\omega \times [H] = 0, \quad \omega \times [E] = 0.
(6)$$

The divergence free ones are constant.

A discontinuity $\sigma, u_+, u_-$ is a contact discontinuity associated to $\lambda_1$ or $\lambda_6$ if and only if

$$\begin{cases}
|E_+| = |E_-| \\
\sigma^2 = c^2(1 + \epsilon_r|E_+|^2)^{-1} = c^2(1 + \epsilon_r|E_-|^2)^{-1}
\end{cases}
$$

and

$$\begin{cases}
\omega \cdot [D] = 0 \\
[H] = \sigma \omega \times [D].
\end{cases}
$$

Moreover the only discontinuities satisfying Rankine-Hugoniot conditions and such that $|E_-| = |E_+|$ are the above contact discontinuities.

The shocks and rarefactions are related to the second and sixth characteristic fields. We recall that a discontinuity $\sigma, u_-, u_+$ is a Lax’ $k$-shock if

$$\lambda_k(u_+) < \sigma < \lambda_{k+1}(u_+), \quad \lambda_{k-1}(u_-) < \sigma < \lambda_k(u_-).$$

Those inequalities are entropy conditions and also ensure that one can construct the solution of the Riemann problem as a superposition of simple waves. In our case, defining

$$f(d, d_0) = \frac{c^2 d}{1 + \epsilon_r p^2 \left(\sqrt{d_0^2 + d^2}\right)}, \quad (d, d_0) \in \mathbb{R}^2,$$

we express the shocks by using the function $S$ defined as

$$S(d_1, d_2, d_0) = ((f(d_2, d_0) - f(d_1, d_0))(d_2 - d_1))^\frac{1}{2}.$$
The rarefaction waves are obtained via the integral curves of the eigenvectors of the system. \( \zeta \) being a unitary vector orthogonal to \( \omega \), we use the function \( R_{\zeta} \) defined by
\[
R_{\zeta}(d_1, d_2, d_0) = \int_{d_1}^{d_2} \lambda(d_0 \omega + s \zeta) ds, \quad d_1 \leq d_2, \quad d_0 \in \mathbb{R}.
\]
Finally let \( \phi_{\zeta} \) be the function defined for \( d_1 \geq 0, \ d_2 \geq 0 \) and \( d_0 \in \mathbb{R} \) by
\[
\phi_{\zeta}(d_1, d_2, d_0) = \begin{cases} S(d_2, d_1, d_0) & \text{if } d_1 \geq d_2, \\ -R_{\zeta}(d_1, d_2, d_0) & \text{if } d_1 < d_2. \end{cases}
\]

**Proposition 3.** \( \phi_{\zeta} \) is a decreasing \( C^1 \) function with respect to \( d_2 \) and for all \( d \geq 0, d_0 \in \mathbb{R} \):
\[
\phi_{\zeta}(d, 0, d_0) = \frac{cd}{\sqrt{1 + \epsilon r p^2 (\sqrt{d_0^2 + d^2})}}, \quad \lim_{d_2 \to +\infty} \phi_{\zeta}(d, d_2, d_0) = -\infty.
\]

The 2 and 5 waves are characterized as follows, see [1], [3] for the proof:

**Proposition 4.** If \( u_- \neq u_+ \) are connected by a 2 or a 5 wave, then \( D_- \neq D_+ \) and \( D_- \cdot \omega = D_+ \cdot \omega \). Moreover \( \omega \times (\omega \times D_-) \) and \( \omega \times (\omega \times D_+) \) are colinear.

Reciprocally, let us consider \( u_- \) and \( u_+ \) such that \( D_- \neq D_+ \) and \( D_- \cdot \omega = D_+ \cdot \omega = d_0 \). If \( \omega \times D_+ \neq 0 \), we set \( \overline{D} = D_+ \). Else, \( \omega \times D_- \neq 0 \) and we set \( \overline{D} = D_- \). We define \( \zeta \) by
\[
\zeta = -\frac{\omega \times (\omega \times \overline{D})}{|\omega \times (\omega \times \overline{D})|}.
\]

\( u_- \) and \( u_+ \) are connected by a 2-wave if there exist two distinct nonnegative real numbers \( d_- \), \( d_+ \) such that
\[
D_\pm = d_0 \omega + d_\pm \zeta, \quad H_+ = H_- + \phi_{\zeta}(d_-, d_+, d_0) \omega \times \zeta.
\]

\( u_- \) and \( u_+ \) are connected by a 5-wave if there exist two distinct nonnegative real numbers \( d_- \), \( d_+ \) such that
\[
D_\pm = d_0 \omega + d_\pm \zeta, \quad H_+ = H_- + \phi_{\zeta}(d_-, d_+, d_0) \omega \times \zeta.
\]

3. **Solution of the full wave Riemann problem.** Suppose that \( u_\pm = (D_\pm, H_\pm) \) and \( \omega \in \mathbb{R}^3, |\omega| = 1 \), are given. We look for intermediate states \( u_1, u_*, u_*, u_2 \) such that:

- \( u_- \) and \( u_1 \) are connected by a 1-contact discontinuity,
- \( u_1 \) and \( u_* \) are connected by a 2-wave,
- \( u_* \) and \( u_* \) are connected by a stationary contact discontinuity,
- \( u_* \) and \( u_2 \) are connected by a 5-wave,
- \( u_2 \) and \( u_+ \) are connected by a 6-contact discontinuity.

In the following we shall denote \( d_0^\pm = D_\pm \cdot \omega \).

Suppose that a solution exists. For the 1 and 6 contact discontinuities, the following conditions have to be fulfilled:
\[
\begin{align*}
\left\{ \begin{array}{ll}
D_1 \cdot \omega = D_- \cdot \omega = d_0^-, & |D_1| = |D_-|, \\
D_2 \cdot \omega = D_+ \cdot \omega = d_0^+, & |D_2| = |D_+|,
\end{array} \right.
\end{align*}
\]
\[
\begin{align*}
\left\{ \begin{array}{ll}
H_1 - H_- = \sigma_- \omega \times (D_1 - D_-), \\
H_+ - H_2 = \sigma_+ \omega \times (D_+ - D_2),
\end{array} \right.
\end{align*}
\]
where
\[
\sigma_\pm = \pm c (1 + \epsilon r |E_\pm|)^{-\frac{1}{2}}.
\]
For the 2 and 5 waves we know that $D_1, D_*, \omega$ are coplanar and $D_2, D_{**}, \omega$ are coplanar. Moreover $|D| \cdot \omega = 0$. There exist unitary vectors $\zeta_1, \zeta_2$, orthogonal to $\omega$ such that

$$D_1 = d_0^- \omega + d_1^\perp \zeta_1, \quad D_* = d_0^+ \omega + d_\perp^+ \zeta_1$$

and

$$D_2 = d_0^- \omega + d_2^\perp \zeta_2, \quad D_{**} = d_0^+ \omega + d_{**}^\perp \zeta_2$$

and $d_1, d_*, d_{**}, d_2$ are non negative.

The stationary contact discontinuity is defined by conditions 6. One has

$$E_* = e_0^\perp \omega + e_\perp^\perp \zeta_1, \quad E_{**} = e_0^\perp \omega + e_{**}^\perp \zeta_2,$$

where

$$e_* = \frac{d_*}{\epsilon_0(1 + \epsilon_r p^2(|D_*|))}, \quad e_{**} = \frac{d_{**}}{\epsilon_0(1 + \epsilon_r p^2(|D_{**}|))}.$$ 

Therefore $e_* \omega \times \zeta_1 = e_{**} \omega \times \zeta_2$. Hence either $e_* = e_{**} = 0$ or those quantities are both positive and $\zeta_1 = \zeta_2$. The first case occurs if and only if $\omega \times D_* = \omega \times D_{**} = 0$.

In the second case we have $e_* = e_{**}$, which also reads as

$$f(d_*, d_0^--) = f(d_{**}, d_0^+). \quad (9)$$

**First case:** $\omega \times D_* = \omega \times D_{**} = 0$. In that case, $D_* = d_0^+ \omega, D_{**} = d_0^+ \omega$. $u_1$ and $u_*$ are the left and right states of a 2-shock propagating with speed

$$\sigma_2 = -\sqrt{\frac{f(d_1, d_0^-) - f(0, d_0^-)}{d_1^2}} = \sigma_-. \quad (10)$$

In the same way, $u_{**}$ and $u_2$ are the left and right states of a 5-shock propagating with speed $\sigma_+$. Consequently the contact discontinuities merge with the shocks.

Let us denote

$$V = \omega \times (H_+ - H_- - \omega \times (\sigma_+ D_+ - \sigma_- D_-)). \quad (10)$$

Conditions 6, 8 and Rankine-Hugoniot conditions on the shocks imply that $V = 0$ and

$$H_* = H_- - \omega \times \sigma_- D_-, \quad H_{**} = H_+ - \omega \times \sigma_+ D_+. \quad (11)$$

If $D_\perp \omega = 0$ then $u_- = u_*$. Else $u_-$ and $u_*$ are connected by a 2-Lax shock.

In the same way, if $D_+ \omega = 0$ then $u_+ = u_{**}$, else $u_+$ and $u_{**}$ are connected by a 5-Lax shock.

**Second case:** $D_* \omega \neq 0$ and $D_{**} \omega \neq 0$. In this case, $\zeta_1 = \zeta_2 = \zeta$ and

$$D_1 = d_0^- \omega + d_1^\perp \zeta, \quad D_2 = d_0^+ \omega + d_2^\perp \zeta, \quad (12)$$

$$D_* = d_0^\perp \omega + d_*^\perp \zeta, \quad D_{**} = d_0^\perp \omega + d_{**}^\perp \zeta, \quad (13)$$

with $d_1 \geq 0, d_* > 0, d_{**} > 0, d_2 \geq 0$. Let us denote

$$d = D \cdot \zeta, \quad h = H \cdot (\omega \times \zeta).$$

By 7-8:

$$\begin{cases}
    d_1 = |\omega \times (\omega \times D_-)|, & d_2 = |\omega \times (\omega \times D_+)|, \\
    h_1 = h_- + \sigma_- (d_1 - d_-) & h_2 = h_+ + \sigma_+ (d_2 - d_+).
\end{cases} \quad (14)$$

As $u_* u_{**} \in \Omega(\omega)$, one can define the 2 and 5-wave curves:

$$H_1 - h_1 = \phi_{\zeta}(d_1, d_*, d_0^\perp) \omega \times \zeta, \quad H_2 - h_2 = \phi_{\zeta}(d_2, d_{**}, d_0^\perp) \omega \times \zeta. \quad (15)$$
By 6, $h_* = h_{**}$ and

$$h_* = h_1 + \phi_\zeta(d_1, d_*, d_0^-) = h_2 - \phi_\zeta(d_2, d_*, d_0^+) .$$

Therefore, using 9, we see that $d_*$ and $d_{**}$ are solution of the two by two system

$$\begin{cases} f(d_*, d_0^-) = f(d_{**}, d_0^+), \\ h_1 + \phi_\zeta(d_1, d_*, d_0^-) = h_2 - \phi_\zeta(d_2, d_*, d_0^+) . \end{cases}$$

(16)

As $\phi_\zeta$ is decreasing and $d_*$, $d_{**}$ are positive:

$$\phi_\zeta(d_1, d_*, d_0) + \phi_\zeta(d_2, d_{**}, d_0) < \phi_\zeta(d_1, 0, d_0^-) + \phi_\zeta(d_2, 0, d_0^+) = \sigma_+ d_2 - \sigma_- d_1 .$$

This inequality is useful to determine $\zeta$. As a matter of fact, using 8, we have also

$$\begin{cases} H_* = H_- + \sigma_- \omega \times (D_1 - D_-) + \phi_\zeta(d_1, d_*, d_0^-) \omega \times \zeta , \\ H_{**} = H_+ - \sigma_+ \omega \times (D_+ - D_2) - \phi_\zeta(d_2, d_{**}, d_0^+) \omega \times \zeta . \end{cases}$$

Again by 6:

$$V = (\sigma_+ d_2 - \sigma_- d_1 - \phi_\zeta(d_1, d_*, d_0^-) - \phi_\zeta(d_2, d_{**}, d_0^+)) \zeta .$$

Therefore $V \neq 0$ and

$$\zeta = \frac{V}{|V|} .$$

(17)

Those results can be summarized as follows.

**Proposition 5.** Consider $u_-$, $u_+$ such that the Riemann problem for system 1 has a solution which is a superposition of simple waves. Let $V$ be the vector defined in 10. Only the following two cases occur:

1) $V = 0$, $u_-$ and $u_*$ are connected by a 2-Lax shock propagating with velocity $\sigma_-, u_+$ and $u_{**}$ are connected by a 5-Lax shock propagating with velocity $\sigma_+, D_+ = (D_- \cdot \omega) \omega, D_{**} = (D_+ \cdot \omega) \omega, H_*$ and $H_{**}$ are given by 11.

2) $V \neq 0$, $\zeta$ is defined by 17, $u_1$ and $u_2$ are determined by conditions 12, 14 and $u_*, u_{**}$ are determined by 13, 15 and the solution of system 16.

Sufficient conditions are as follows.

**Theorem 3.1.** Let $u_-$, $u_+$ be a Riemann data for system 1 in the direction $\omega$. There exists $\eta > 0$ such that if $|(D_- - D_+) \cdot \omega| < \eta$ then the Riemann problem has a unique solution in the class of the functions which are superpositions of simple waves. Let $V$ be the vector defined in 10.

If $V = 0$, then the solution is the superposition of a 2-Lax’ shock, a stationary contact discontinuity and a 5-Lax’ shock.

If $V \neq 0$, then the solution is the superposition of a 1-contact discontinuity, a 2-wave (Lax’ shock or rarefaction), a stationary contact discontinuity, a 5-wave (Lax’ shock or rarefaction) and a 6-contact discontinuity.

Moreover we can construct the solution in every case.

To prove this theorem, we remark that if $d_0^+ = d_0^-$, then system 16 can be solved. For the general case we use the implicit function theorem. We refer to [1] for the detailed proof.
4. Non-uniqueness of selfsimilar entropy solutions. Here we consider the Riemann problem 1-3 with \( \omega = (1, 0, 0)^T \), \( D_\pm = (0, D_{2, \pm}, 0) \), \( H_\pm = (0, 0, H_{3, \pm}) \). As \( (D_+ - D_-) \cdot \omega = (H_+ - H_-) \cdot \omega = 0 \), the stationary contact discontinuity is trivial. We have \( V = (0, v, 0) \) and if \( v \neq 0 \) then \( \zeta = (0, \text{sgn}(v), 0) \). Hence Lax’ solution is of the form \((0, D_2, 0), (0, 0, H_3)\) and \((D_2, H_3)\) is a weak solution of the Riemann problem for the p-system 2.

Reciprocally, weak solutions \((d, h)\) of 2 give solutions \((0, d, 0), (0, 0, h)\) of 1. Following [9] (see also [13]) one can compute a weak solution of the Riemann problem for the p-system by using multiple waves. In that case the shocks satisfy Liu’s (E) condition, which generalize Lax’ conditions when \( p \) has inflexion points. This solution differs from the first one.

As an example, we computed both solutions in a particular case. The results for a fixed time \( t \) are depicted in Figure 1. The Lax’ solution of 1-3 consists of a 1-contact discontinuity, a 2-shock, a 5-shock and a 6-contact discontinuity. Liu’s solution consists of a shock propagating to the left and a shock propagating to the right. Observe that in that case the sign of \( d \) can change through the shock, while Lax’ shock condition applied to 1 imply that the sign of \( d = D_2 \) is constant.

To be more precise, we denote \(-\mu_1 = \mu_2 = \sqrt{\mu_0^{-1} p'(d)}\) the eigenvalues of 2. Let \((d_-, h_-)\) a fixed left state. The set of right states \((d_+, h_+)\) connected to \((d_-, h_-)\) by a Liu’s one-shock is parametrized by \( d \in [d_-, d_+(d_-)] \) if \( d_- < 0 \), by \( d \in [d_+(d_-), d_-] \) if \( d_+ > 0 \), where \( d_+ \) is defined by

\[
d_+(d) = q(-1)^{d_0}(d).
\]

Symmetrically, the set of left states \((d_-, h_-)\) connected to a given right state \((d_+, h_+)\) by a Liu’s two-shock is parametrized by \( d \in [d_+, d_+(d_+)] \) if \( d_+ < 0 \), and by \( d \in [d_+(d_+), d_+] \) if \( d_+ > 0 \).

---

**Figure 1.** Two solutions of the p-system for the same initial data.
Left: \( d \), right: \( h \).

At this point, we have two distinct solutions of the Riemann problem for 2, or equivalently for 1. Moreover, we can prove that both dissipate the physical entropy, namely the electromagnetic energy. For those solutions, this entropy is just the wellknown entropy of the p-system:

\[
\eta(d, h) = E(d) + \frac{1}{2} \mu_0 h^2, \quad E(d) = \frac{1}{2} \epsilon_0 (e^2 + \frac{3 \epsilon_r}{2} e^4), \quad e = p(d)
\]
with entropy flux \( Q(d,h) = eh \). Contact discontinuities and rarefactions conserve the entropy. For the shocks a straightforward calculation leads to the following, see [1] for details.

**Proposition 6. Entropy dissipation for the \( 2 \times 2 \) system**

- Lax’ and Liu’s shocks satisfy the entropy dissipation property:
  \[
  Q(d,h) - \sigma \eta(d,h) = -\frac{\epsilon_0 \epsilon_r}{4} \sigma [e^2 c^2] \leq 0.
  \]

- Let \((d_-,h_-)\) be a fixed left state for a Liu’s 1-shock. The entropy dissipation rate is a decreasing function of \(|d_+ - d_-|\) over the interval \([0, |d^*(d_-) - d_-]|\).

- Let \((d_+,h_+)\) be a fixed right state for a Liu’s 2-shock. The entropy dissipation rate is a decreasing function of \(|d_+ - d_-|\) over the interval \([0, |d^*(d_+) - d_+]|\).

We have solved the Riemann problem for the full wave Kerr system and we have proved the non-uniqueness of selfsimilar entropy solutions. Which is the physical solution? Liu’s solution is more dissipative than the other one. 1D and 2D numerical experiments with a physically relevant relaxation model, the Kerr-Debye system, lead to Liu’s solutions see [2], [7], but this is possibly due to numerical viscosity: it is wellknown that contact discontinuities are not easy to catch numerically. On another hand the full wave model should be the more realistic one. Further investigations are in progress.

**REFERENCES**


E-mail address: aregba@math.u-bordeaux1.fr
PENALTY METHODS FOR EDGE PLASMA TRANSPORT IN A TOKAMAK

THOMAS AUPHAN, PHILIPPE ANGOT AND OLIVIER GUÉS
Aix Marseille Université, CNRS, Centrale Marseille, LATP
UMR 7353, 13453 Marseille, France

ABSTRACT. The volume penalty method belongs to the immersed boundary methods, which is used for the numerical simulation of boundaries in PDE problems. This paper focuses on the mathematical aspect of penalization for quasilinear hyperbolic problems with non characteristic boundary. A penalty method which does not generate any boundary layer is proposed, with an application to edge plasma transport for a tokamak.

1. Introduction. The solution of partial differential equation using approximate numerical scheme is now a very common game for scientists, useful for a wide range of areas such as fluid mechanics. One issue is the treatment of the boundary conditions. The usual way to deal with the boundary conditions is to use a body-fitted mesh. The volume penalization methods give another approach: the physical domain, also called the original domain, is included in a larger domain with a simple shape. The system of equations is then extended to the fictitious domain so that, at the boundary of the original domain, the conditions are approximately recovered.

The main advantages of penalty methods is the possibility to use non body-fitted meshes and efficient solvers such as pseudo spectral methods [8]. One problem is the error added by the penalization and, in some case, the generation of a boundary layer next to the interface [4, 5]. In previous works [1, 2], a numerical comparison between two numerical methods has been provided. This paper proposes a more theoretical study of the penalization for more general quasilinear hyperbolic problems.

This is the first theoretical result about the penalization of a general quasilinear hyperbolic problem with non characteristic and maximally strictly dissipative boundary conditions. The second section gives an example of application of this penalization, whereas the third one contains the theoretical result. The last section proposes an idea of extension in the case of an obstacle with two opposites sides in contact with the original domain.

2. An example from plasma fusion. This section shows quickly how a penalty method can be applied for the numerical simulation of the edge plasma transport in a tokamak, for more details see [2]. A tokamak is an apparatus to study plasma and the fusion reaction. The goal is to perform the nuclear fusion reaction by magnetic confinement. For this civil application, the fusion by magnetic confinement is the
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most advanced technology, compared to inertial fusion. The wall of the tokamak can have a complicated shape, with obstacles such as the limiter.

The plasma next to the wall, is called edge plasma, can be modeled by the fluid approximation. Due to the strong magnetic field, the plasma transport occurs essentially along the magnetic field lines (here, the curvilinear coordinate \( x \)). The area next to the wall of the tokamak where the magnetic field lines are interrupted by the limiter is called the *scrape-off* layer: this is the main interest of this section. The boundary condition are given by the Bohm criterion. The toy model considered is composed of two equations: the mass conservation and the momentum conservation. \( N \) stands for the plasma density, \( \Gamma \) the plasma momentum and \( M = \Gamma / N \) the Mach number and all the quantities are dimensionless. The system writes (\( M_0 = 1 - \eta \), with \( \eta << 1 \)):

\[
\begin{align*}
\partial_t N + \partial_x \Gamma &= S_N \\
\partial_t \Gamma + \partial_x \left( \frac{\Gamma^2}{N} + N \right) &= S_\Gamma \\
\left( M_0 - 1 \right) \left( \frac{N(t,0)}{\Gamma(t,0)} \right) &= 0
\end{align*}
\]

Notice that the system is very similar to shallow water equations. The penalization appears naturally with the new unknowns expressed below, because the Dirichlet boundary condition becomes homogeneous:

\[
\begin{align*}
\tilde{u}(t,x) &= \ln \left( N(t,x) \right) \\
\tilde{v}(t,x) &= \frac{\Gamma(t,x)}{N(t,x)} - M_0
\end{align*}
\]

Hence, only \( \tilde{v} \) is affected by the boundary condition.

Finally, the penalization obtained thanks to the results presented in the section 3 is:

\[
\begin{align*}
\partial_t N + \partial_x \Gamma &= S_N \\
\partial_t \Gamma + \partial_x \left( \frac{\Gamma^2}{N} + N \right) + \frac{\chi}{\varepsilon} \left( \frac{\Gamma}{M_0} - N \right) &= S_\Gamma,
\end{align*}
\]

Where \( \chi \) is the characteristic function of the limiter, *i.e.* \( \chi = 1 \) in the limiter and \( \chi = 0 \) elsewhere. According to the Figure 2, the main advantage of this method is the absence of spurious boundary layer: the error due to the penalization decreases with an optimal rate when the penalization parameter \( \varepsilon \) tends to 0. The main drawback is due to the fact that only the incoming fields of the hyperbolic system are penalized. So, at the boundary of the computational domain, it is necessary to
Figure 2. Errors for $N$ and $\partial_x N$ in $L^1$ and $L^2$ norms with the boundary layer free penalization. The dashed lines represent the curves $\varepsilon^{1/4}, \varepsilon^{1/2}$ and $\varepsilon$. The computations were made using a VF Roe scheme with non conservative variables with extensions up to the second order (see [6]). The mesh step is $\delta x = 10^{-5}$ and the computational domain is described in the Figure 1. For more details, see [1, 2].

provide transparent boundary condition, which is not easy. Besides, non compatible initial boundary condition may generates artifact, see for instance, the $L^2$ error of the Figure 2 and the numerical results of [2]. The manufactured solution used for this example was (with $M_0 = 0.9$):

$$N(t, x) = \exp \left( \frac{-x^2}{0.16(t + 1)} \right) \quad \Gamma(t, x) = M_0 \sin \left( \frac{\pi x}{0.8} \right) \exp \left( \frac{-x^2}{0.16(t + 1)} \right)$$
3. The penalty method for a quasilinear non characteristic hyperbolic problem. This section provides a penalty method for general quasilinear non characteristic hyperbolic problem in a $d$-dimensional space. The issues of singularities and of the compatibility of the initial condition are not the point of this paper: so, the solution $u$ of the problem considered is supposed to be null in the past and local in time. Let us now write the hyperbolic boundary value problem that is studied in this section:

$$
\begin{align*}
\partial_t u(t, x) + \sum_{j=1}^d A_j(a(t, x), u(t, x))\partial_j u(t, x) &= f(a(t, x), u(t, x)) \\
\Theta(a(t, x'), 0, u(t, x', 0)) &= 0 \\
\end{align*}
$$

(1)

In this paper, $x = (x_1, \ldots, x_d) = (x', x_d)$ stands for the space variable. The space domain is represented in the Figure 3.

To ensure the well posedness of the hyperbolic problem, the coefficients of (1) satisfies the following hypotheses:

1. $a : [-T_0, T] \times \mathbb{R}^d \to \mathbb{R}^N$ is in $H^\infty([-T_0, T] \times \mathbb{R}^d)$.
2. $f : \mathbb{R}^{N'} \times \mathbb{R}^N \to \mathbb{R}^N$ is indefinitely differentiable and, for all $t < 0, x \in \mathbb{R}^d, f(a(t, x), 0) = 0$.
3. $\Theta : \mathbb{R}^{N'} \times \mathbb{R}^N \to \mathbb{R}^p$ is indefinitely differentiable and for all $(y, U) \in \mathbb{R}^{N'} \times \mathbb{R}^N, \nabla_y \Theta(y, U)$ has a constant rank $p$.
4. For all $j \in \{1, \ldots, d\}, A_j : \mathbb{R}^{N'} \times \mathbb{R}^N \to \mathcal{M}_N(\mathbb{R})$ is indefinitely differentiable.
5. There exists a symmetrizer $S(y, U)$ such that, for all $(y, U) \in \mathbb{R}^{N'} \times \mathbb{R}^N$:
   - $S(y, U)$ symmetric and positive definite, uniformly in $(y, U)$ when $U$ is in a neighborhood $U \subset \mathbb{R}^N$ of $0$ and $y$ in a neighborhood $Z \subset \mathbb{R}^{N'}$ of $0$. This means that there exists $\varepsilon > 0$ such that, for all $(y, U) \in Z \times U$, and for all $W \in \mathbb{R}^N$, $\langle S(y, U)W, W \rangle \geq \varepsilon \|W\|^2$, where $\langle \cdot, \cdot \rangle$ and $\|\cdot\|$ are respectively the euclidean scalar product and norm on $\mathbb{R}^N$.
   - For all $j \in \{1, \ldots, d\}, S(y, U)A_j(y, U)$ is symmetric.

The problem is supposed to be non characteristic, i.e. for all $(y, U) \in Z \times U$ such that $\Theta(y, U) = 0$, the matrix $A_d(y, U)$ is invertible. The boundary conditions are maximally strictly dissipative: For all $y \in Z$, if there exists $U \in \mathbb{R}^N$ such that $\Theta(y, U) = 0$, the quadratic form have the following properties:

- $\exists \bar{\mu} > 0, \forall y \in \mathbb{R}^{N'}, \forall W \in \ker \nabla_y \Theta(y, 0), \langle S(y, U)A_d(y, U)W, W \rangle \leq -\bar{\mu} \|W\|^2$.
- Besides dim $\ker \nabla_y \Theta(y, 0)$ is maximal for the property above.

One can assert there exists a finite time $\theta > 0$ such that the original problem (cf. equation (1)) admits a solution $u$ in $H^\infty([-T_0, T] \times \mathbb{R}^d)$. For a proof, see [7, 9].
To provide the penalty method, it is simpler to reformulate the problem in order to have an homogeneous Dirichlet boundary condition for the $p$ first unknowns of the problem, and avoid the issue of the nonlinear boundary condition $\Theta(a, u) = 0$.

The following lemma shows that such a suitable change of unknown exists.

**Lemma 3.1.** There exists $Q \subset U, V$, two neighborhoods of $0 \in \mathbb{R}^N$ and $\mathcal{Y} \subset Z$ a neighborhood of $0 \in \mathbb{R}^N$ satisfying: there exists $H \in C^\infty (\mathcal{Y} \times V, Q)$ such that, for all $y \in \mathcal{Y}$, $H(y, \cdot)$ is a $C^\infty$-diffeomorphism from $V$ to $Q$ and such that

\[
\forall U \in Q, \forall V \in Q, \Theta(y, U) = 0 \iff V_1 = V_2 = \cdots = V_p = 0
\]

Where $V \in \mathbb{R}^N$ is such that $U = H(y, V)$ and $(V_1, \ldots, V_N) = V$.

Henceforth, the function $a$ is assumed to be valued in the neighborhood $\mathcal{Y}$, i.e., $\forall (t, x) \in ] - T_0, T[ \times \mathbb{R}^d, a(t, x) \in \mathcal{Y}$.

In order to simplify the notations, the dependence of the functions and matrices on $(t, x)$ and $a(t, x)$ is now implicit. So, for instance, $\partial_j A_j(u)$ represents

\[
\nabla_a \tilde{A}_j(a(t, x), u(t, x)) \cdot \partial_j a(t, x) + \nabla_u \tilde{A}_j(a(t, x), u(t, x)) \cdot \partial_j u(t, x).
\]

The matrix $P$ is defined as the projection on the linear subspace $\mathbb{R}^P \times \{0\}^{N-p}$. With the unknown $v$, the boundary condition becomes $Pv = 0$. For the new unknown $v$, the system writes (the parameter function $a$ is understood):

\[
\begin{cases}
\nabla_v H(v) \partial_t v + \sum_{j=1}^d A_j(H(v)) \nabla_v H(v) \partial_j v = f(H(v)) & \text{in } ] - T_0, T[ \times \mathbb{R}^d \\
Pv_{|x=0} = 0 & \text{in } ] - T_0, T[ \times \mathbb{R}^{d-1}
\end{cases}
\]

The system is then multiplied on the left by $\nabla_v H(v)^\top S(H(v))$:

\[
\begin{cases}
A_0(v) \partial_t v + \sum_{j=1}^d A_j(v) \partial_j v = f(v) & \text{in } ] - T_0, T[ \times \mathbb{R}^d \\
Pv_{|x=0} = 0 & \text{in } ] - T_0, T[ \times \mathbb{R}^{d-1} \\
v_{|t=0} = 0 & \text{in } ] - T_0, 0[ \times \mathbb{R}^d
\end{cases}
\]

In this new formulation, the functions $A_j$ and $f$ are:

\[
A_0(v) = \nabla_v H(v)^\top S(H(v)) \nabla_v H(v)
\]

\[
A_j(v) = \nabla_v H(v)^\top S(H(v)) A_j(v) \nabla_v H(v)
\]

\[
f(v) = \nabla_v H(v)^\top S(H(v)) \left( f(H(v)) - \nabla_a H(v) \cdot \partial_t a - \sum_{j=1}^d \tilde{A}_j(v) \nabla_a H(v) \cdot \partial_j a \right)
\]

According to the properties on $S(H(v))$ and $\nabla_v H(v)$, we can assert that $A_0(y, V)$ is uniformly positive definite regarding $(y, V)$, where $y \in \mathcal{Y}$ and $V$ such that $H(y, V) \in Q$. Hence, there exists $c > 0$ (independent from $V$) such that, for all $y \in \mathcal{Y}$ and for all $W \in \mathbb{R}^N$, $\langle A_0(y, V) W, W \rangle \geq c \|W\|^2$.

Let us remind that the assumption of the maximally strictly dissipative boundary condition is invariant by the change of unknown. Besides, for the reformulated problem (3), the property of maximally strictly dissipative boundary conditions means: For all $V \in \mathbb{R}^N$ such that $PV = 0$, the quadratic form have the following properties:

- $\exists \mu > 0, \forall W \in \ker P, \forall y \in \mathcal{Y}, \langle A_d(y, V) W, W \rangle \leq -\mu \|W\|^2$
- $N - p$ is the number of strictly negative eigenvalues of $A_d(y, V)$ with multiplicity. Thus, with multiplicity, there are $p$ strictly positive eigenvalues.
Let us now introduce the following penalized system, which is the main concern of the paper

\[
\begin{align*}
\mathbf{A}_0(v_\varepsilon) \partial_t v_\varepsilon + \sum_{j=1}^d \mathbf{A}_j(v_\varepsilon) \partial_j v_\varepsilon + \frac{\chi}{\varepsilon} \mathbf{P} v_\varepsilon &= \mathbf{f}(v_\varepsilon) \quad \text{in } ] - T_0, T[ \times \mathbb{R}^d \\
v_\varepsilon|_{t < 0} &= 0
\end{align*}
\]

where \( \chi = 0 \) in \( ] - T_0, T[ \times \mathbb{R}^d \) and \( \chi = 1 \) elsewhere.

Notice that the boundary condition of the reformulated problem (3) is \( \mathbf{P} v_\varepsilon|_{x_d = 0} = 0 \) and the penalization term added in the penalized system (4) simply writes \( \frac{\chi}{\varepsilon} \mathbf{P} v_\varepsilon \).

So, when \( \varepsilon \) tends to 0, from the formal point of view, one recovers the boundary condition \( \mathbf{P} v_\varepsilon|_{x_d = 0} \approx 0 \). The main result of this paper is the theorem 3 (see below) which ensures that the penalized system (4) is well-posed and provides an estimation of the error due to the penalization.

**Main Theorem.** Under the assumptions on the coefficients explained above, one can assert that there exists a finite time \( T \leq \theta \) and \( \varepsilon_0 > 0 \) such that, for all \( \varepsilon \in ]0, \varepsilon_0[ \), the penalized problem (4) has a unique solution \( v_\varepsilon \in H^1(] - T_0, T[ \times \mathbb{R}^d) \cap W^{1,\infty}(] - T_0, T[ \times \mathbb{R}^d) \).

Besides, \( v_\varepsilon \) is smooth on each side of the interface \( x_d = 0 \), i.e., \( v_\varepsilon|_{x_d > 0} \in H^\infty(] - T_0, T[ \times \mathbb{R}^d_+) \) and \( v_\varepsilon|_{x_d < 0} \in H^\infty(] - T_0, T[ \times \mathbb{R}^d_-) \).

Moreover, for all \( s \in \mathbb{N} \), the following estimate holds as \( \varepsilon \) goes to 0:

\[
\|v - v_\varepsilon\|_{H^s(] - T_0, T[ \times \mathbb{R}^d_+)} = O(\varepsilon)
\]

This theorem gives a simple and incomplete penalization for the reformulated problem. One could give a formulation for the original problem (1) but this is not very convenient to use: it is easier to change the unknown so that the penalization matrix \( \mathbf{P} \) appears naturally, and then return to the original independent variables.

The optimal convergence rate of the penalization error estimate \( \|v - v_\varepsilon\|_{H^s(] - T_0, T[ \times \mathbb{R}^d_+)} \) is an evidence of the absence of the absence of boundary layer. This the first theoretical result about a boundary-layer-free penalty method for general quasilinear hyperbolic value problem.

3.1. **Sketch of the proof of the main theorem.** The complete proof of the main theorem is written in [3]. In the proof, \( \Omega_T^d_+ \) stands for the original domain \( \Omega_T^d \) and \( \Omega_T \) represents \( ] - T_0, T[ \times \mathbb{R}^d \).

First, one provides an asymptotic expansion of the solution of the penalized problem (4) \( v_{a|x_d>0}(t, x) = \sum_{n=0}^M \varepsilon^n \mathbf{V}^{n,+}(t, x) \) and \( v_{a|x_d<0}(t, x) = \sum_{n=0}^M \varepsilon^n \mathbf{V}^{n,-}(t, x) \), where \( M \) is a sufficiently large integer. The absence of fast variables of the form \( x_d/\varepsilon \) in the terms \( \mathbf{V}^{n,\pm} \) is a first evidence of the absence of boundary layer. Notice that \( \mathbf{V}^{0,+} \) is the exact solution of the reformulated hyperbolic problem (3), i.e. without penalization. Another important point for the asymptotic expansion is the definition of the time \( T \) of the existence of the solution. Besides, \( T \) appears to be less or equal to \( \theta \) which is the time of the existence of solution of the non penalized problem (3).

In order to obtain the exact solution, \( v_\varepsilon \), of (4), the following form is considered:

\[
v_\varepsilon = v_a + \varepsilon w
\]
To simplify the notations in the equations, 

\[ B \text{Picard’s iterative scheme:} \]

\[ w_{t<0} = 0 \]

Where \( R_c \) is a corrective term for the equation satisfied by \( v_a \) and \( B(\varepsilon w\varepsilon w) \) satisfies:

\[(A_0(v_a + \varepsilon w) - A_0(v_a))\partial_t v_a + \sum_{j=1}^d (A_j(v_a + \varepsilon w) - A_j(v_a))\partial_j v_a = \varepsilon B(v_a, \nabla v_a, \varepsilon w)w \]

To simplify the notations in the equations, \( B(\varepsilon w) \) stands for \( B(v_a, \nabla v_a, \varepsilon w) \).

To prove its existence, \( w \) is approximated by the sequence \((w^k)_{k \in \mathbb{N}}\) generated by a Picard’s iterative scheme:

\[ w^0 = 0 \]

\[ \begin{align*}
A_0(v_a + \varepsilon w^k)\partial_t w^{k+1} &+ \sum_{j=1}^d A_j(v_a + \varepsilon w^k)\partial_j w^{k+1} - B(\varepsilon w^k)w^{k+1} \\
+ \lambda \varepsilon Pw^{k+1} &- \varepsilon M^{-1}R_c \\
\|w^k\|_{L^2(\Omega_T)} &
\end{align*} \]

This sequence is expected to converge toward \( w \) in \( L^2(\Omega_T) \) and then in \( H^\infty(\Omega_T^+) \), in \( H^\infty(\Omega_T^-) \) and in \( H^1(\Omega_T) \).

For any \( \lambda \) sufficiently large, it is possible to prove this energy estimate:

\[ \|w^{k+1}\|_{L^2(\Omega_T)} + \frac{1}{\sqrt{\varepsilon}} \|Pw^{k+1}\|_{L^2(\Omega_T)} \leq \frac{C(R)}{\sqrt{\lambda}} \varepsilon M \|R_c \varepsilon \exp(-\lambda t)\|_{L^2(\Omega_T)} \]

Where \( R > 0 \) is such that \( \|w^k\|_{\infty} + \|\nabla w^k\|_{\infty} \leq R \) and \( C(R) \) is a constant which does not depends on \( w^{k+1}, w^k, \lambda, \varepsilon \).

The next step is the extension of this estimate to the tangential derivatives of \( w^{k+1} \), which enables one to show that, for a sufficiently large fixed value of \( \lambda \), \( w^{k+1} \) and \( \nabla w^{k+1} \) are bounded independently from \( w^k \). Then, the sequence \((w^k)\) converges for the \( L^2 \) norm, toward \( w \), the solution of (5). Finally, the solution \( v_\varepsilon = v_a + \varepsilon w \) of the penalized hyperbolic problem (4) is obtained. The error estimate comes from the equality: \( v_{\varepsilon|x_d>0} - v = \sum_{n=1}^M \varepsilon^n v^{n+1} + \varepsilon w \).

4. Idea for the extension to a two sides obstacle. In some cases, the obstacle has two opposites sides in contact with the original domain. Applying carelessly the penalization presented above can create interferences and singularities inside the limiter: to avoid such an issue, one can multiply the flux term by a smooth function \( x_d \mapsto \alpha(x_d) \) which is null in an area at the center of the obstacle and equal to 1 in the original domain and in a neighborhood of the interface. The Figure 4 gives a possible obstacle and the shape of the function \( \alpha \).

As \( \alpha \) is regular, the well posedness of the system is still guaranteed.

5. Conclusion. A general recipe for the penalization of a nonlinear hyperbolic problem is proposed with numerical tests for a one dimensional problem. This penalty method has two advantages:

- After the change of unknown, it is a natural penalization for the reformulated problem (3).
- The error due to the penalization, \( \|v - v_{\varepsilon|x_d>0}\|_{H^s} \), has an optimal rate of convergence, i.e. \( \mathcal{O}(\varepsilon) \).
Penalized area
\[ x_d = 1 \]
\[ x_d = -1 \]
\[ \alpha(x_d) \]

Figure 4. The space domain for the two sides limiter with a schematic plot of the function \( \alpha \)
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ABSTRACT. Polymeric fluids arise in many practical applications in biotechnology, medicine, chemistry, industrial processes and atmospheric sciences. In this article, we investigate the Doi model for the suspensions of rod-like molecules in a compressible fluid. This model describes the interaction between the orientation of rod-like polymer molecules on the microscopic scale and the macroscopic properties of the fluid in which these molecules are contained. Prescribing arbitrarily initial data in suitable spaces we establish the global-in-time existence of a weak solution to our model. The proof relies on the construction of an approximate sequence of solutions and the establishment of compactness.

1. Introduction. The evolution of rod-like molecules in both compressible and incompressible fluids is of great scientific interest with a variety of applications in science and engineering. The present article deals with the Doi model for the suspension of rod-like molecules in a dilute regime. This model describes the interaction between the orientation of rod-like polymer molecules on the microscopic scale and the macroscopic properties of the fluid in which these molecules are contained. More precisely, the macroscopic flow leads to a change of the orientation and, in the case of flexible particles, to a change in shape of the suspended microstructure; this process in turn yields the production of a fluid stress.

We now derive the system of equations. A smooth motion of a body in continuum mechanics is described by a family of one-to-one mappings $X(t, \cdot) : \Omega \rightarrow \Omega, \; t \in I$. The curve $X(t, x)$ represents the trajectory of a particle occupying a position $x \in \Omega$ at time $t$ and this curve is determined by a velocity field $u : I \times \Omega \rightarrow \mathbb{R}^3$ through

$$\frac{\partial}{\partial t} X(t, x) = u(t, X(t, x)), \; X(0, a) = a.$$ 

Then, the conservation of mass can be formulated as follows:

$$\frac{d}{dt} \int_{X(t, B)} \rho(t, x) dx = 0, \; B \subset \Omega,$$
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where $\rho$ is the fluid density. This equation is equivalent to
\[
\frac{d}{dt} \int_B \rho(t, x) dx + \int_{\partial B} \rho(t, x) \left[ u(t, x) \cdot \hat{n} \right] dS = 0,
\]
where $\hat{n}$ is the unit outer normal vector on $\partial \Omega$. If $\rho$ is smooth, one can use Green’s theorem to deduce the following continuity equation:
\[
\rho_t + \nabla \cdot (\rho u) = 0. \quad (1)
\]
We next obtain the equation of motion by applying Newton’s second law of motion:
\[
\frac{d}{dt} \int_{X(t, B)} (\rho u)(t, x) dx = \int_{X(t, B)} \rho(t, x) F(t, x) dx + \int_{\partial X(t, B)} t(t, x, \hat{n}) dS,
\]
where $F$ is an external force and $t$ is a traction. (From now, we take $F = 0$ for the simplicity of the argument.) This equation is equivalent to
\[
\frac{d}{dt} \int_B (\rho u)(t, x) dx + \int_{\partial B} (\rho u)(t, x) [u(t, x) \cdot \hat{n}] dS = \int_{\partial B} t(t, x, \hat{n}) dS. \quad (2)
\]
By the fundamental laws of Cauchy in the continuum mechanics, $t$ can be expressed by a symmetric stress tensor $T(t, x)$; $t(t, x, \hat{n}) = T(t, x) \hat{n}$. Therefore, (2) becomes
\[
\frac{d}{dt} \int_B (\rho u)(t, x) dx + \int_{\partial B} (\rho u)(t, x) [u(t, x) \cdot \hat{n}] dS = \int_{\partial B} T(t, x) \hat{n} dS. \quad (3)
\]
By applying Green’s lemma to (3), we have
\[
(\rho u)_t + \nabla \cdot (\rho u \otimes u) = \nabla \cdot T, \quad \text{where} \quad \langle \nabla \cdot T \rangle_i = \sum_{j=1}^3 \frac{\partial T_{ij}}{\partial x_j}. \quad (4)
\]
The stress tensor $T$ of a general fluid obeys Stokes’ law: $T = S - p \mathbb{I}_{3 \times 3}$, where $p$ is the pressure and $S$ is the stress tensor. Therefore,
\[
(\rho u)_t + \nabla \cdot (\rho u \otimes u) + \nabla p = \nabla \cdot S. \quad (5)
\]
We now define $S$ and $p$ to our model. We assume that $p$ only depends on $\rho$;
\[
p = a \rho^\gamma, \quad \gamma > 3/2. \quad (6)
\]
The stress tensor $S$ consists of two parts: $S = S_1 + S_2$, where $S_1$ is the viscous stress tensor generated by the fluid
\[
S_1 = \mu (\nabla u + (\nabla u)^t) + \lambda (\nabla \cdot u) \mathbb{I}_{3 \times 3}, \quad (7)
\]
and $S_2$ is the macroscopic symmetric stress tensor derived from the orientation of the rods at the molecular level. We assume that the stress tensor $S_2$ is given by an expansion
\[
S_2(x, t) = \sigma(x, t) + \sigma^{(1)}(x, t) + \sigma^{(2)}(x, t), \quad \text{where}
\]
\[
\sigma(t, x) = \int_{S_2} (3 \tau \otimes \tau - \mathbb{I}_{3 \times 3}) f(t, x, \tau) d\tau,
\]
\[
\sigma^{(1)}(x, t) = - \int_{S_2} \gamma^{(1)}_{ij}(\tau) f(t, x, \tau) d\tau \mathbb{I}_{3 \times 3},
\]
\[
\sigma^{(2)}(x, t) = - \int_{S_2} \int_{S_2} \gamma^{(2)}_{ij}(\tau_1, \tau_2) f(t, x, \tau_1) f(t, x, \tau_2) d\tau_1 d\tau_2 \mathbb{I}_{3 \times 3}. \quad (8)
\]
This, and more general expansions for $S_2$ are encountered in the polymer literature (cf. Doi and Edwards [9]). We also refer the reader to the articles by Constantin et al [6], [7], where a general class of stress tensors is presented in the context of
incompressible fluids. The structure coefficients in the expansion $\gamma_{ij}^{(1)}$, $\gamma_{ij}^{(2)}$ are in general smooth and $(t, x, f)$ independent. Assuming for simplicity that $\gamma_{ij}^{(1)}(\tau) = \gamma_{ij}^{(2)}(\tau_1, \tau_2) = 1$ and denoting $\eta(t, x) = \int_{S^2} f(t, x, \tau)d\tau$, $S_2$ takes the form

$$S_2(x, t) = \sigma(x, t) - \eta \mathbb{I}_{3\times3} - \eta^2 \mathbb{I}_{3\times3}. \quad (8)$$

By substituting (6), (7) and (8) to (5), the equation of motion becomes

$$(\rho u)_t + \nabla \cdot (\rho u \otimes u) - \mu \Delta u - \lambda \nabla (\nabla \cdot u) + a \nabla \rho^7 + \nabla \eta^2 = \nabla \cdot \sigma - \nabla \eta. \quad (9)$$

We note that $\eta$ and $\sigma$ depend on the distribution $f$, which is described by a compressible Fokker-Plank equation,

$$f_t + \nabla \cdot (uf) + \nabla \cdot (P_{\tau \perp} (\nabla u \tau) f) - D_\tau \Delta f - D \Delta f = 0, \quad (10)$$

where $P_{\tau \perp}(\nabla_x u \tau) = \nabla_x u \tau - (\tau \cdot \nabla_x u \tau) \tau$ is the projection of $\nabla u \tau$ on the tangent space of $S^2$ at $\tau \in S^2$. With $\nabla_\tau$ and $\Delta_\tau$ we denote the gradient and the Laplace operator on the unit sphere, while $\nabla$ and $\Delta$ represent the gradient and the Laplacian operator in $\mathbb{R}^3$. The second term $\nabla \cdot (uf)$ in (10) describes the change of $f$ due to the displacement of the center of mass of the rods due to macroscopic advection, while the term $\nabla_\tau \cdot (P_{\tau \perp} (\nabla_x u \tau) f)$ is a drift-term on the sphere representing the shear-forces acting on the rods. The term $D_\tau \Delta f$ and $D \Delta f$ represent the rotational and translation diffusion due to Brownian motion and these effect causes the rods to change their orientation spontaneously. To obtain a closed system of equations, we finally need the equation of $\eta$; by integrating (10) over $S^2$, we have

$$\eta_t + \nabla \cdot (\eta u) - D \Delta \eta = 0. \quad (11)$$

In sum, after normalizing all the constants by 1, we have the following system of equations:

$$\rho_t + \nabla \cdot (\rho u) = 0, \quad (12a)$$

$$(\rho u)_t + \nabla \cdot (\rho u \otimes u) - \Delta u - \nabla (\nabla \cdot u) + \nabla \rho^7 + \nabla \eta^2 = \nabla \cdot \sigma - \nabla \eta, \quad (12b)$$

$$f_t + \nabla \cdot (uf) + \nabla_\tau \cdot (P_{\tau \perp} (\nabla_x u \tau) f) - \Delta_\tau f - \Delta_x f = 0, \quad (12c)$$

$$\eta_t + \nabla \cdot (\eta u) - D \Delta \eta = 0, \quad (12d)$$

$$\sigma(t, x) = \int_{S^2} (3\tau \otimes \tau - \mathbb{I}_{3\times3}) f(t, x, \tau)d\tau. \quad (12e)$$

In this paper, we deal with the above system on a bounded domain $\Omega \subset \mathbb{R}^3_x$. Since viscous fluids are believed to adhere completely to a rigid boundary, we impose Dirichlet boundary conditions to $u$, $f$, and $\eta$:

$$u = 0, \quad f = 0, \quad \text{and} \quad \eta = 0 \text{ on } \partial \Omega. \quad (12f)$$

Related results on the Doi model for the suspension of rod-like molecules in incompressible fluids have been studied by many authors. We refer the reader to Constantin [6, 7, 8], Lions and Masmoudi [15, 16], Masmoudi [17] and Otto and Tzavaras [20] for results on related models on the whole space. In [1], the authors treat the Doi model for an incompressible fluid within a bounded domain and establish results on the global existence of solutions. For compressible models, related results have been presented in a series of articles. We refer the reader to Carrillo et al [3, 4, 5], Goudon et al [12, 13], and Mellet and Vasseur [18, 19], where asymptotic, analytical and numerical results on related fluid-particle interaction models are discussed. What distinguishes the model presented in this article, besides
the general type of the stress tensor under consideration, is the fact that, unlike other models, the Fokker-Planck-type equation considered here takes into consideration the presence of the shear forces acting on the rods as well as the Brownian effects. This new element yields a new equation for the entropy induced by the probability density function $f$ at the microscopic level.

Since the definition of a weak solution and the main result are rather complicated, they are stated in Section 2, and we provide the outline of the proof in Section 3.

2. Definition of weak solution and main result. The notion of weak solution follows from the energy identity; we multiply (12b) by $u^2$.

Definition 2.1. We say the set $\{\rho, u, f, \eta, \sigma\}$ is a weak solution of (12) if

(i) $\rho, u, f, \eta, \sigma$ satisfy

$$
\begin{align*}
\rho &\in L^\infty(0, T; L^\gamma(\Omega)), \quad \nabla u \in L^2(0; T; L^2(\Omega)), \\
\rho|u|^2 &\in L^\infty(0, T; L^1(\Omega)), \quad \rho u \in C_w([0, T]; L^{2\gamma}(\Omega)), \\
\eta &\in L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; \dot{H}^1(\Omega)), \quad f \ln f \in L^\infty(0, T; L^1(\Omega \times S^2)) \\
\nabla \sqrt{\gamma} f &\in L^2(\Omega \times S^2 \times (0, T)), \quad \nabla \sqrt{\gamma} f \in L^2(\Omega \times S^2 \times (0, T)),
\end{align*}
$$

and

$$
\begin{align*}
\frac{d}{dt} \int_\Omega \left[ \frac{\rho|u|^2}{2} + \frac{\rho \gamma}{\gamma - 1} + \eta^2 \right] dx + \int_\Omega \left[ |\nabla u|^2 + |\nabla \cdot u|^2 + 2|\nabla \eta|^2 \right] dx \\
&= -\int_\Omega \nabla u : \sigma dx + \int_\Omega (\nabla \cdot u) \eta dx. \tag{13}
\end{align*}
$$

To obtain the energy identity, we need to remove the right-hand side of (13). To this end, we introduce an entropy $\psi$ at the microscopic level; $\psi(t, x) = \int_{S^2} (f \ln f)(t, x, \tau) d\tau$. Then, $\psi$ satisfies

$$
\begin{align*}
\psi_t + \nabla \cdot (u\psi) - \Delta \psi + 4 \int_{S^2} |\nabla \sqrt{\gamma} f|^2 d\tau &+ 4 \int_{S^2} |\nabla \sqrt{\gamma} f|^2 d\tau \\
&= \nabla u : \sigma - (\nabla \cdot u) \eta. \tag{14}
\end{align*}
$$

Integrating (14) over $\Omega$, we obtain

$$
\frac{d}{dt} \int_\Omega \psi dx + 4 \int_\Omega \int_{S^2} \left( |\nabla \sqrt{\gamma} f|^2 + |\nabla \sqrt{\gamma} f|^2 \right) d\tau dx = \int_\Omega (\nabla u : \sigma - (\nabla \cdot u) \eta) dx. \tag{15}
$$

By adding (15) to (13), we have

$$
\begin{align*}
\frac{d}{dt} \int_\Omega \left[ \frac{\rho|u|^2}{2} + \frac{\rho \gamma}{\gamma - 1} + \eta^2 + \psi \right] dx + 4 \int_\Omega \int_{S^2} |\nabla \sqrt{\gamma} f|^2 d\tau dx \\
+ 4 \int_\Omega \int_{S^2} |\nabla \sqrt{\gamma} f|^2 d\tau dx + \int_\Omega \left[ |\nabla u|^2 + |\nabla \cdot u|^2 + 2|\nabla \eta|^2 \right] dx &= 0. \tag{16}
\end{align*}
$$

We now define a weak solution of the system (12) based on (16). Let $\gamma > \frac{3}{2}$ and $\Omega$ be a $C^1$ bounded domain. Assume that initial data $\{\rho_0, u_0, f_0, \eta_0, \sigma_0\}$ satisfy

$$
\begin{align*}
\rho_0 &\in L^1 \cap L^\gamma(\Omega), \quad \rho_0 u_0 = m_0 \in L^{\frac{2\gamma}{\gamma - 1}}(\Omega), \quad f_0 \in L^1(\Omega \times S^2), \quad \eta_0 \in L^2(\Omega), \\
\frac{m_0^2}{\rho_0} &\in L^1(\Omega) \quad \text{for} \quad \rho_0 \neq 0, \quad \frac{m_0^2}{\rho_0} = 0 \quad \text{for} \quad \rho_0 = 0. \tag{17}
\end{align*}
$$

Definition 2.1. We say the set $\{\rho, u, f, \eta, \sigma\}$ is a weak solution of (12) if

(i) $\rho, u, f, \eta, \sigma$ satisfy

$$
\begin{align*}
\rho &\in L^\infty(0, T; L^\gamma(\Omega)), \quad \nabla u \in L^2(0; T; L^2(\Omega)), \\
\rho|u|^2 &\in L^\infty(0, T; L^1(\Omega)), \quad \rho u \in C_w([0, T]; L^{2\gamma}(\Omega)), \\
\eta &\in L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; \dot{H}^1(\Omega)), \quad f \ln f \in L^\infty(0, T; L^1(\Omega \times S^2)) \\
\nabla \sqrt{\gamma} f &\in L^2(\Omega \times S^2 \times (0, T)), \quad \nabla \sqrt{\gamma} f \in L^2(\Omega \times S^2 \times (0, T)),
\end{align*}
$$

and

$$
\begin{align*}
\frac{d}{dt} \int_\Omega \left[ \frac{\rho|u|^2}{2} + \frac{\rho \gamma}{\gamma - 1} + \eta^2 + \psi \right] dx + 4 \int_\Omega \int_{S^2} |\nabla \sqrt{\gamma} f|^2 d\tau dx \\
+ 4 \int_\Omega \int_{S^2} |\nabla \sqrt{\gamma} f|^2 d\tau dx + \int_\Omega \left[ |\nabla u|^2 + |\nabla \cdot u|^2 + 2|\nabla \eta|^2 \right] dx &= 0. \tag{16}
\end{align*}
$$
Remark 1.  
(1) The central difficulty in showing the existence of a weak solution in the theory of compressible fluids is typically the dependence of the pressure on $\rho^\gamma$. From the a priori estimate, we have $\rho \in L^\infty(0,T;L^\gamma_\ast(\Omega))$, which is not enough to pass to the limit in $\nabla \rho^\gamma$ in the sense of distributions. The issue is resolved by showing that $\rho$ satisfies a better integrability condition in the renormalized form (18) ([10, 14]). Note that in the present context the suspension stress tensor depends on the density of the particles in a nonlinear way as well: $\nabla \eta^2$. This term can be easily handled from the regularity of $\eta$: $\eta \in L^2(0,T;H^1(\Omega))$.

(2) The additional difficulties in the present context involve the presence of two nonlinear terms in the equation of $f$. For $\chi \in C_\infty_c(\Omega \times S^2)$

\[
\int_\Omega \int_{S^2} \nabla \cdot (u^{(n)} f^{(n)}(\chi)\partial_{\tau} \chi) \, d\tau \, dx = \int_\Omega (u^{(n)}_t) [\int_{S^2} \partial_{x_i} \chi f^{(n)}(\partial_{\tau} \chi)] \, dx,
\]

\[
\int_\Omega \int_{S^2} \nabla \cdot (P_{x_i}(\nabla_x u^{(n)})(\chi) f^{(n)}(\partial_{\tau} \chi)) \, d\tau \, dx = -\int_\Omega (\epsilon^{(n)}_i u^{(n)}_t) [\int_{S^2} \partial_{\tau} f^{(n)}(\partial_{\tau} \chi)] \, dx.
\]

To pass to the limit in (20), we need to show that $\int_{S^2} \partial_{x_i} \chi f^{(n)}(\partial_{\tau} \chi)$ and $\int_{S^2} \partial_{\tau} f^{(n)}(\partial_{\tau} \chi)$ converge strongly in $L^2(0,T;L^2(\Omega))$.

Theorem 2.2. Let $\gamma > \frac{3}{2}$ and $\Omega$ be a $C^1$ bounded domain. Assume that initial data \{\rho_0, u_0, f_0, \eta_0\} satisfy (17). Then, there exists a weak solution $\{\rho, u, f, \eta, \sigma\}$ of the system (12) satisfying (17) at $t = 0$. Moreover, $\rho \in L^p(\Omega \times (0,T))$, $p = \frac{2}{\gamma} - 1$.

3. Outline of Proof. In order to prove the existence of a weak solution, we first establish compactness of an approximate sequence of solutions $\{\rho^n, u^n, f^n, \eta^n, \sigma^n\}_{n \geq 1}$, which is stated in Proposition 1 below. Then, we apply Proposition 1 to an approximate sequence of solutions constructed in Section 3.2 to complete the proof of the existence of a weak solution. We note that compared to approximating schemes used for macroscopic fluid equations in [5], [11] and [14], the scheme presented here is designed to deal with microscopic variables, too. For details of proofs, see [2].

3.1. Compactness. We begin with the compactness. Assume that the energy inequality (19) holds for a sequence $\{\rho^n, u^n, f^n, \eta^n, \sigma^n\}_{n \geq 1}$. Then, we can obtain
various estimates of \{\rho^n, u^n, f^n, \eta^n, \sigma^n\}_{n \geq 1}. The energy inequality implies directly the following bounds
\begin{align*}
\rho^n|u^n|^2 \in L^\infty(0,T; L^1(\Omega)), \quad \rho^n \in L^\infty(0,T; L^\gamma(\Omega)), \\
\nabla u^n \in L^2(0,T; L^2(\Omega)), \quad \eta^n \in L^\infty(0,T; L^2(\Omega)) \cap L^6(0,T; H^1(\Omega)).
\end{align*}
(21)

We can combine these bounds to obtain other bounds. First, by expressing \(\rho^n u^n = \sqrt{\rho^n} \cdot \sqrt{\rho^n} u^n\), and using \(\sqrt{\rho^n} \in L^\infty(0,T; L^{2\gamma}(\Omega))\), we have
\begin{equation}
\rho^n u^n \in L^\infty(0,T; L^{2\gamma(\Omega)}).
\end{equation}
(22)

By the entropy dissipation from (16) and the embedding \(H^1 \subset L^6\),
\begin{equation}
\sqrt{f^n} \in L^2(0,T; L^2(\Omega) L^3(\Omega) L^1(S^2)) \subset L^1(0,T; L^2(\Omega) \times S^2).
\end{equation}
(23)

We finally estimate \(\sigma^n\). Since \(|\sigma^n(t,x)| \leq 3 \int_{S^2} f^n(t,x,\tau) d\tau = 3 \eta^n(t,x),\
\begin{equation}
\sigma^n \in L^1(0,T; L^3(\Omega)) \cap L^\infty(0,T; L^2(\Omega)),
\end{equation}
(24)

where the first space is derived from (23) and the second bound is from \(\eta^n \in L^\infty(0,T; L^3(\Omega))\). We next estimate the derivative of \(\sigma\);
\begin{equation}
|\nabla \sigma^n(t,x)| \leq 3 \int_{S^2} |\nabla f^n(t,x,\tau)| d\tau \leq C \sqrt{\int_{S^2} |\nabla \sqrt{f^n}|^2 d\tau} \sqrt{\int_{S^2} (\sqrt{f^n})^2 d\tau}
= \sqrt{\int_{S^2} |\nabla \sqrt{f^n}|^2 d\tau} \sqrt{\eta^n} \in L^2(0,T; L^{4}(\Omega)).
\end{equation}

**Proposition 1 (Compactness).** Extracting a subsequence, using the same notation \{\rho^n, u^n, f^n, \eta^n, \sigma^n\}_{n \geq 1}, the limit functions satisfy the following statements.

1. \(\rho^n \rightharpoonup \rho\) in \(L^1(\Omega \times (0,T))\), \(\rho \in L^\infty(0,T; L^1(\Omega))\),
2. \(\sqrt{\rho^n} u^n \rightharpoonup \sqrt{\rho} u\) in \(L^2(0,T; L^2(\Omega))\), \(\sqrt{\rho} u \in L^\infty(0,T; L^2(\Omega))\),
3. \(u^n \rightharpoonup u\) in \(L^2(0,T; H^1(\Omega))\), \(\sqrt{\rho^n} \rightharpoonup \sqrt{\rho}\) in \(L^\gamma(\Omega \times (0,T))\),
4. \(\rho^n u^n \rightharpoonup \rho u\) in \(L^{2\gamma}(\Omega \times (0,T))\), \(\rho u \in L^\infty(0,T; L^{2\gamma}(\Omega))\),
5. \(\rho^n u^n_i u_j \rightharpoonup \rho u_i u_j\) in the sense of measures, \(\rho u_i u_j\) is a bounded measure.
6. \(\eta^n\) converges strongly to \(\eta\) in \(L^2(\Omega \times (0,T))\), and \(\sigma^n\) converges strongly to \(\sigma\) in \(L^2(\Omega \times (0,T))\).
7. \(\rho^n(\eta^n)^2\) converges to \(\rho \eta^2\) in the sense of distributions.
8. \(\rho\) and \(u\) solve (12) in the sense of renormalized solutions.
9. If in addition we assume that \(\rho_0^n\) converges to \(\rho_0\) in \(L^1(\Omega)\),
10. Finally, we have the following strong convergence:
1. \(\rho_0^n u^n \rightharpoonup \rho u\) in \(L^p(0,T; L^q(\Omega))\) for all \(1 \leq p < \infty, 1 \leq r < 2\gamma/\gamma + 1\),
2. \(u^n \rightharpoonup u\) in \(L^p(\Omega \times (0,T)) \cap \{\rho > 0\}\) for all \(1 \leq p < 2\),
3. \(u^n \rightharpoonup u\) in \(L^2(\Omega \times (0,T)) \cap \{\rho \geq \delta\}\) for all \(\delta > 0\),
4. \(\rho^n u^n_i u^n_j \rightharpoonup \rho u_i u_j\) in \(L^p(0,T; L^q(\Omega))\) for all \(1 \leq p < \infty\).
3.2. Approximate sequence of a solution. We now construct an approximate sequence of solutions to (12), which consists of three parts.

We first regularize \( \frac{d}{dt} \rho + \rho u \cdot \nabla \). This step proves Theorem 2.2 by applying Proposition 1 to the sequence of solutions of the following system in the limit \( \epsilon \to 0 \):

\[
\begin{align*}
\rho_t + \nabla \cdot (\rho u) &= 0, \\
(\rho_t u)_t + \nabla \cdot ((\rho u)_\epsilon \otimes u) - \Delta u - \nabla (\nabla \cdot u) + \nabla [\rho \gamma + \eta^2] + \delta [(\rho^q)_\epsilon + (\eta^m)_\epsilon] u &= \nabla \cdot \sigma_e - \nabla \eta_e, \\
f_t + \nabla \cdot (u_t f) + \nabla \cdot (P_{\gamma^\perp} (\nabla_x u_t) f) - \Delta \tau f - \Delta f &= 0, \\
\eta_t + \nabla \cdot (u_t \eta) - \Delta \eta + \delta \eta^m &= 0,
\end{align*}
\]

(26)

where \( q > \gamma + 1 \) and \( m > 3 \), with \( m \geq q \). The role of damping is to increase integrability of \( \rho, \eta \) and to show that \( \rho \geq C > 0 \). These properties will be used to show the existence of solutions to (27) by truncating \( \rho^\gamma \) and \( \eta^2 \).

The second step is to add nonlinear damping to the equation of \( \rho \) and \( \eta \), which provides the existence of solutions of (27) by taking the limit \( \delta \to 0 \) to the system

\[
\begin{align*}
\rho_t + \nabla \cdot (\rho u) + \delta \rho^q &= 0, \\
(\rho_t u)_t + \nabla \cdot ((\rho u)_\epsilon \otimes u) - \Delta u - \nabla (\nabla \cdot u) + \nabla [\rho \gamma + \eta^2] + \delta [(\rho^q)_\epsilon + (\eta^m)_\epsilon] u &= \nabla \cdot \sigma_e - \nabla \eta_e, \\
f_t + \nabla \cdot (u_t f) + \nabla \cdot (P_{\gamma^\perp} (\nabla_x u_t) f) - \Delta \tau f - \Delta f &= 0, \\
\eta_t + \nabla \cdot (u_t \eta) - \Delta \eta + \delta \eta^m &= 0,
\end{align*}
\]

(27)

which shows the existence of solutions to (27) by taking the limit \( N \to \infty \) to the following system of equations

\[
\begin{align*}
\rho_t + \nabla \cdot (\rho u) + \delta \rho^q &= 0, \\
(\rho_t u)_t + \nabla \cdot ((\rho u)_\epsilon \otimes u) - \Delta u - \nabla (\nabla \cdot u) + \nabla T(N) + \delta [(\rho^q)_\epsilon + (\eta^m)_\epsilon] u &= \nabla \cdot \sigma_e - \nabla \eta_e, \\
f_t + \nabla \cdot (u_t f) + \nabla \cdot (P_{\gamma^\perp} (\nabla_x u_t) f) - \Delta \tau f - \Delta f &= 0, \\
\eta_t + \nabla \cdot (u_t \eta) - \Delta \eta + \delta \eta^m &= 0,
\end{align*}
\]

(28)

where \( T(N) = (\rho \land N)^\gamma \land (\eta \land N)^2 \land f \land N = \min\{f, N\} \). Since \( \rho \) is bounded and strictly positive, we can obtain a parabolic equation of \( u \) by dividing (12b) by \( \rho \). By truncating \( \rho^\gamma \) and \( \eta^2 \) in the equation of \( u \), we can show that \( \nabla u \in L^\infty \), which implies the global existence of solutions to (28). By taking the limit \( N \to \infty \), we show the existence of solutions to (27).

4. Concluding remarks. The present article is part of a research program whose objective is the investigation of general models for polymeric fluids in both compressible and incompressible fluids and in domains with complex geometries. Investigating their asymptotic behavior over bounded domains are also of the goals of this program. We also remark that the investigation of singular limits of complex fluids for compressible flows over bounded domains is of great scientific interest, physically relevant and presents new challenges in the analysis. Unlike the cases involving the whole domain or exterior domains where acoustic waves are damped due to dispersive effects of the wave equation, the main obstacle in the treatment of bounded domains is the persistency of the fast waves over these domains. Therefore in general one can only expect weak convergence of the solutions. There are
situations where strong convergence can be achieved due to the interaction of acoustic waves with the boundary of the domain. This phenomenon has been observed for both asymptotic behavior of fluid equations and hydrodynamic limits of kinetic equations. It is therefore natural to ask whether similar phenomena happen for models of polymeric fluids.
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ABSTRACT. In previous works we developed continuous mathematical models
for wound healing and dorsal closure in Drosophila embryos. In this paper
we extend this study to the case of non convex wounds in Drosophila pupal
epithelium where the sign of the local curvature of the boundary plays an
important role in determining the type of acto-myosin contractile structure that
is formed. Moreover, we propose a multi-scale model where we combine the
previous continuous approach with a cellular-level model that also takes into
account interfacial tension between cells. We therefore minimize an extended
energy functional so that the junctions of the cells are moved through successive
configurations in order to obtain a new mechanical equilibrium. We apply this
model to study some simple situations of cell sorting and the movement of
 genetic clones.

1. Introduction. Extension of an epithelial membrane to close a hole is a very
widespread process both in morphogenesis and in tissue repair. Contraction of actin
structures (in one, two or three dimensions) plays an important role in many cellular
and tissue movements, both at a multicellular tissue level and at a cellular (and
even intracellular) one: from muscle contraction to cell crawling and the contractile
ring in cytokinesis. In the [2], [3], [1] we proposed various mathematical models
for simulating the contraction of an actin cable structure attached to an external
epithelial tissue in different applications such as wound healing or dorsal closure in
Drosophila Melanogaster (fruit fly) embryos.

The present work is a natural sequel of these works, but here we are more con-
cerned with wound healing in the pupal stage of Drosophila. An interesting feature
of this stage is that the epidermis is under considerably less tension than in embryos.
This enables us to make holes which do not become convex while they open, dif-
ferently to embryo experiments where the the strong pull of the external epidermis
renders the hole convex during the opening phase.

Key words and phrases. Actin cable, Wound healing, Dorsal closure, Movement of epithelia,
Forces in embryogenesis.
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In particular, in collaboration with A. Jacinto’s lab (CEDOC, Universidade Nova de Lisboa), we generated C-shaped wounds, where part of the boundary is concave and the rest convex (see figure 1). Observing the healing of this type of wound, we realized that the parts of the boundary where the curvature is positive and those where it is negative don’t behave in the same way (see also the discussion in [5]). We propose here (in section 2) to extend the previous model to describe and simulate this phenomenon. Then, in section 3, we couple the continuum model with a cellular one, where the epidermal tissue is described by a two-dimensional network of cells interacting through their common boundaries.

There are many different cell types in multicellular organisms that result from differentiation from embryo stem cells (through specific gene expression) as part of tissue specialization mechanisms: during morphogenesis cells are separated into compartments that are essential for proper assembly of the body’s organs. Inside these compartments, once differentiated, cells are usually committed to a particular lineage and cells belonging to each compartment stay together and do not mix with those from other compartments. Cell sorting is therefore an interesting and open problem. Two main hypothesis have been formulated: first, cell segregation at compartment boundaries could be based on differential cell adhesion or affinity (i.e. cell populations might develop distinct adhesive properties which prevent intermingling), but molecules involved in these processes have still not been completely identified. The second hypothesis is the differential interfacial tension i.e. cells in contact with neighboring cells of a different type, increase the tension at the interfaces and contract the corresponding surfaces.

Motivated by these problems and by some experiences in collaboration with A. Jacinto (work in progress), we consider the tissue formed by a group of cells of two different types, for instance wild type ones and others that are mutant for a certain gene. In section 4, in order to take into account the difference in the interfacial tension between cells of different types, we introduce in the continuum-cellular model an extended energy functional. The junctions of the cells are then moved through successive configurations minimizing this functional in order to obtain a new mechanical equilibrium at each step.

2. C-shaped wounds in Drosophila pupae. In the few minutes that follow a laser (or a mechanical) circular wounding of the epidermis filamentous actin and myosin II concentrate inside the adjacent cells and give rise to a local acto-myosin cable anchored to the adherens junctions that bind the cell to its neighbors. The result is a continuous, supracellular acto-myosin cable that encircles the wound and reduces the wound’s perimeter by a purse-string mechanism. In the (not yet published) experiences in collaboration with A. Jacinto’s lab, in the C-shaped wounds on pupae, the acto-myosin cable seems to form mainly on the part of the boundary where the curvature is positive. For this reason, in our model the contractile actin cable term is given by \( \max(\kappa, 0) \), where \( \kappa \) represents the curvature.

In [4], the authors considered the question of arbitrarily shaped wounds from a theoretical point of view: denoting by \( E(t) \) (a subset of \( \mathbb{R}^2 \)) the position of the wound at time \( t \), they study \( C^{1,1} \) solutions of the formal geometric equation

\[
V(x) = \begin{cases} 
\kappa(x) & \text{if } x \in \Omega \\
\max(\kappa(x), 0) & \text{if } x \in \partial\Omega 
\end{cases}
\]

where \( \kappa \) denotes the curvature of a closed curves \( \partial E(t) \subset \mathbb{R}^2 \) (boundaries of the sets \( E(t) \)) and \( V \) the normal inward velocity (i.e. pointing inside \( E(t) \)). They prove
that the solution $E(t)$ of the mean curvature flow with obstacle is contained at each time $t$ in the corresponding solution of the unconstrained mean curvature flow starting from the same set $E(0)$. In the context of our original biological problem and the proposed models, this result indicates that the strategy of assembling an acto-myosin cable only in the positive curvature part of the boundary of the wound (or hole) allows us close it in a more efficient way than if we had assembled the cable all around the boundary.

![Figure 1](image)

**Figure 1.** The initial wound is a C-shaped curve in the domain $[0, 1.7] \times [0, 1.7]$. We show in the left part of the figure the vector field $u_i$, solution of problem (2) at the initial step $i = 1$ with $f_{\text{cable}} = 0.05$ and $f_{\text{pull}} = 0$. In the right part we show the successive curve positions.

Flowing only by the positive part of the curvature corresponds (see [4]) to the special case of problem (1) where the obstacle is taken to be the initial position of the boundary. Another nice feature of this type of flow having a natural biological interpretation is the fact that, during the wound closure phase, the epidermis advances without ever retreating, even locally or temporarily, from a region it has occupied (which would not be always true for a full curvature flow corresponding to having assembled a cable all around the wound closure).

In adult wounds, the main closure mechanism is lamellipodial crawling, i.e. the cells in the first rows extend lamellipodia (which are essentially two dimensional actin structures) that attach to extracellular matrix and pull the epithelium forward into the wounded area. Beneath, at the dermal level, activated fibroblasts proliferate and give rise to the granulation tissue which actively contracts. Both these contributions will be taken into account in the model by introducing in the equation (2) the term $f_{\text{pull}} \mathbf{n}$, i.e. an active pull (of the lamellipodia or the connective tissue) on the leading edge that moves it inwards to close the hole.

For epidermal wounds and the morphogenetic movements that we consider, the time scale of the closure is very long (hours) while the space scale is very small (cell characteristic length - of the order of a few $\mu m$). Therefore, it is reasonable to, in a first approximation, neglect inertial forces, and assume that the dynamic process of wound closure is a succession of static equilibria, i.e. to do a quasi-static approximation.

Taking into account the previous discussion, we propose the following quasistatic model: we consider as simulation domain a rectangle $M$, which contains the wound at time step $i$, denoted by $W_i$. Let $D_i$ be the part of the domain occupied by the
epidermis i.e. \( D_i = M \setminus W_i \) and \( \omega_i = \partial W_i \) the boundary of the wound (“the leading edge”). The acto-myosin cable tension gives rise to a force that is proportional to the curvature. This term will be described by a normal force which is proportional to the local curvature of the leading edge at each point. It points towards the interior of the wound \( W_i \) at the points of positive curvature and towards the exterior at points of negative curvature. We assume that at each time step \( i \), the corresponding displacement field \( u_i \) satisfies

\[
\begin{align*}
-\Delta u_i & = 0 \quad \text{in} \quad D_i, \\
u_i & = 0 \quad \text{on} \quad \partial M, \\
\frac{\partial u_i}{\partial n} & = f_{\text{cable}} \max(\kappa, 0) n + f_{\text{pull}} n \quad \text{on} \quad \omega_i. 
\end{align*}
\]

(2)

where \( n \) is the external unit normal to \( \partial D_i \) at each point, \( \kappa \) the curvature, \( f_{\text{cable}} \) the function associated with the intensity of the cable tension at each point along the leading edge \( \omega_i \) and \( f_{\text{pull}} \) is function describing the intensity of the inwards pull (of the filopodia/lamellipodia or the connective tissue). We use bold face letters for \( u_i, n \) and \( 0 \) to make it clear that all these quantities are vectors. We choose Dirichlet homogeneous boundary condition on the boundary of the rectangle \( M \), since, differently from embryos, in the pupae stage epidermis is not under a significant tension and the tissue can be considered at equilibrium.

The algorithm is the following. First we compute the solution of problem (2) in the domain \( D_i = M \setminus W_i \) by using finite element methods on a triangular mesh (using Comsol Multiphysics software). We obtain in this way a displacement field \( u_i \). Then, we extended it to the domain inside the inner boundary \( \omega_i \) by solving

\[
\begin{align*}
-\Delta u_{i}^{\text{int}} & = 0 \quad \text{in} \quad W_i, \\
u_{i, \text{int}} & = u_i \quad \text{on} \quad \omega_i.
\end{align*}
\]

(3)

We obtain in this way an extension (the harmonic extension) of the original vector field \( u_i \) (which for simplicity we will still denote by \( u_i \)) defined on rectangular domain \( M \). In order to perform the evolution of contour \( \omega_i \), we use level set methods. They consist in implicitly representing the front \( \omega_i \) as the zero level set of a function \( \Phi : \mathbb{R}^2 \times \mathbb{R}^+ \to \mathbb{R} \), solution of the Hamilton-Jacobi equation (HJ)

\[
\begin{align*}
\partial_t \Phi(x,t) + u_i(x) \cdot \nabla \Phi(x,t) & = 0 \quad \text{in} \quad M \times [0, T], \\
\Phi(x,0) & = \Phi_1(x) \quad \text{in} \quad M,
\end{align*}
\]

(4)

where \( u_i \) (solution of our original problem extended using (3)) gives the direction of front propagation and \( \nabla \) denotes the spatial gradient. For the first step, the function \( \Phi_1(x) \) is obtained by computing the signed distance to the initial contour \( \omega_1 \) (positive at the interior of \( \omega_1 \)), whereas for the following contours, \( \Phi_i(x) \) is the solution of (4) computed at the previous time step \( i - 1 \).

We use an Eulerian method instead of a particle (Lagrangian) method since changes of topology are naturally handled and surfaces automatically merge and separate. We solve the HJ problem (4) on a regular cartesian grid by using an upwind second order Essentially Non-Oscillatory (ENO) scheme in space and a second order total variation diminishing Runge-Kutta scheme in time. The value of \( u_i \) in the regular grid is computed by interpolating \( u_i \) on a triangular mesh. The level set methods are implemented by using the Matlab toolbox of I. M. Mitchell ([10]).

Since we are doing a quasistatic analysis, the time scale is free for us to fix and thus the numeric values of coefficients \( f_{\text{cable}} \) and \( f_{\text{pull}} \) are not physically significant.
- just the relative values of the different coefficients make a difference in the simulations (up to rescaling time). To have an idea of size and dynamics of the real situation, small wounds with a diameter of a few tens of $\mu m$ close in a couple of hours. We choose a time interval $T$ in problem (2) (to pass from the time step $i$ to the time step $i+1$) equal to 0.1 and a spatial discretization step equal to 0.1 both in $x$ and $y$ directions.

The numerical experiment shown in figure 1 corresponds to the successive positions of the boundary $\omega_i$ with constant cable tension $f_{cable}(q,i) = 0.2, \forall i = 1 \ldots N, \forall q \in \omega_i$ and null lamellipodial force $f_{pull} = 0$. We notice that, for simplicity, we do not consider a time dependence (where time is the index $i$ as described before) of the values of the different terms, but the model allows such dependence.
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**Figure 2.** Generation of the initial configuration: from the left to the right we show resp. the quadrilateral mesh, the barycenter of the element of the mesh after jiggle and the Voronoi diagram of these points.

3. **Multiscale continuum-cellular model.** The model presented above is a macroscopic model that does not take into account the positions of the individual cells constituting each of the tissues considered. It provides a description at a tissue-level space scale and, being a continuous model, has no ambition of describing the changes in geometry of individual cells - for such a detailed description the geometry of each cell and its neighbors should also play an important role.

Therefore, we decided to couple the continuum model with a cellular one. When the number of cells in the tissue is big, people often concentrate on a small group of cells, not being able to follow in detail all the cells in the system. In this situation, the macroscopic models can be useful for providing reasonable boundary or asymptotic conditions for the cellular-level studies. Moreover, the displacement field $u_i$ solution of problem (2) can be used to move the junctions of the cells of the tissue. Like in [6, 9, 7], we represent the epidermal tissue as a two-dimensional network of cells discretized as polygons and interacting through their common boundaries (modeled as straight lines connecting vertices).

To perform simulations and test the model, we need to generate a certain number of initial cell configurations. To achieve this, we first generate a quadrilateral mesh in the domain and we compute the barycenters of each elements of the mesh. Next, we jiggle the barycenters of a small random quantity and then we construct the Voronoi triangulation of these points. We choose this procedure to take advantage of the capabilities of mesh generators to obtain elements of the desired size, stretched
in one direction, etc. Let $P(i)$ be the vertices of the cells of the epidermal tissue included in $D_i$ at time step $i$. We displace the set of points $P(i)$ (belonging to $\omega_i$) by using the vector field $\mathbf{u}_i$ in order to obtain a new set of points $P(i + 1)$ belonging to $D_{i+1}$, i.e. the vertices of the cells at the following time. Let $p_j(i) = (x_j(i), y_j(i))$, $j = 1, \ldots, N$ be the coordinates of the points of the set $P(i)$ at time step $i$. We compute the coordinates $p_j^{i+1}$ of the points in $P(i + 1)$ at time step $i + 1$ by solving (with a fourth order Runge-Kutta scheme) for each of them, the following boundary value problem (we will be solving this problem $N$ times, with a different initial condition for each $j$)

$$
\begin{align*}
\mathbf{p}'(t) &= \mathbf{u}_i \quad \text{in } [0, T] \\
\mathbf{p}(0) &= p_j(i) = (x_j^i, y_j^i).
\end{align*}
$$

4. **Cell sorting and genetic clones.** We already studied cell segregation in [8]. By studying the cellular tension in Drosophila Dorsal Closure (a stage of embryo development), we realized that there were some cells at the segment boundaries (which we called mixer or chameleon cells) with a very peculiar and previously not described behavior: they change their genetic identity making a transdifferentiation. Consequently, they do not respect compartment boundaries and give rise to unexpected cell rearrangements at the leading edge.

Motivated by this work and by some experiences on wound healing on Drosophila pupae in collaboration with A. Jacinto (currently in progress), we consider in the tissue a group of cells of different type, i.e. for instance, mutant for a certain gene.
Another possible application is the clones in the wing imaginal disc. Like in the segmentation of Drosophila embryos epithelia, wing disc contains a compartment boundary that separates anterior (A) from posterior (P) cells. This compartment boundary is under the control of the secreted protein Hedgehog (Hh), even thought the precise mechanism remains poorly understood. In [6] they generate cells that lost the ability to transduce the Hh signal (becoming mutant for that gene). Clones in the posterior (P) compartment have wiggly borders with their neighbors since neither cells of the clone nor cells in its neighborhood transduce the Hh signal (cells marked "off" in figure 4). In contrast, clones (arrowhead) have smooth borders when situated in the anterior (A) compartment, since cells surrounding the clone respond to the Hh signal (cells marked "on" in figure 4) and therefore clones try to minimize their surface contact with the neighboring cells. The large clone in the middle is of anterior origin and has taken up a position in the posterior segment.

Aiming at studying cell sorting at compartment boundaries, we introduce in the continuum-cellular model the possibility to modify the interfacial tension between cells of different types.

The algorithm is the following. At each time step \( i \), we compute the solution of the continuum model, i.e. the displacement field \( u_i \). Second, we move the junctions of the cells by solving the system of ordinary differential equation (5). Then, we take into account the difference in the interfacial tension between cells of different types, leading the cells to go through successive configurations in order to obtain a new mechanical equilibrium at each step. Stationary and stable network configurations satisfy a mechanical force balance, i.e. at each junction, the sum of forces vanish. We describe these force balances as local minima of an energy function. So, we compute a new stable network configuration by minimizing the following functional (\( P \) represents the cell configuration which is defined by the set of the vertices of all the cells, and \( \alpha \) is the cell index):

\[
F(P) = \sum_{\alpha=1}^{N_C} \sum_{mn} \Lambda_{mn} l_{mn} + \sum_{\alpha=1}^{N_C} K \left( A_\alpha - \bar{A}_\alpha \right)^2 + \sum_{\alpha=1}^{N_C} \Gamma L_\alpha^2,
\]

The first term describes the contributions due to the line tension along each of the edges \( <mn> \) (between vertices \( m \) and \( n \)) of each cell \( \alpha \), the second one to cell area elasticity, and the third one the elasticity of the cell perimeter. The parameter \( N_C \) is the number of cells where we perform minimization (it can be a subset of the total cells of the tissue), \( l_{mn} \) is the edge length, \( L_\alpha \) the perimeter of cell \( \alpha \), \( A_\alpha \) the preferred area (the actual area of the cell at time step \( i \)) and \( \Lambda_{mn} \) the line tension on edge \( l_{mn} \) depending on the gradient in the tension. We obtain in this way a new cell configuration at time step \( i+1 \). The minimization of the functional \( F \) of (6) is performed using the Matlab function fminsearch. In figure 4 we show the result of the simulation. As expected, the clone becomes round, since it minimizes its contact surface with its neighboring cells (which are genetically different).
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Figure 4. First row: the image is taken from [6]. Clones in the posterior (P) compartment have wiggly borders with their neighbors since neither cells of the clone nor cells in its neighborhood transduce the Hh signal (cells marked “off”). In contrast, clones (arrowhead) have smooth borders when situated in the anterior (A) compartment, since cells surrounding the clone respond to the Hh signal (cells marked “on”) and therefore try to minimize their surface contact with the neighboring cells. Second row, left to right: the simulation of the movement of the clone at successive time steps.
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Abstract. This article presents a general dimensionless scaling of the Navier-Stokes-Smoluchowski system describing interactions between particles and a compressible fluid. Two low Mach number limits are investigated. The first limit is a low stratification limit for which the Froude number is scaled as the square root of the Mach number; the second is a strong stratification limit for which the Froude and Mach numbers are scaled the same. We see that as the Mach number goes to zero in the low stratification case, the solutions to the system converge in appropriate spaces to constant mass densities and weakly to a velocity field satisfying the incompressibility condition. For the strong stratification case, we see for an external force depending only on the vertical coordinate that the solutions converge to densities depending only on the vertical component and a velocity field satisfying the anelastic condition. Finally, we investigate bounds and convergences for the strong stratification case supporting the formal calculations.

1. Introduction. The state of fluid-particle-interaction flows is characterized by the following macroscopic variables: the total mass density \( \rho(t, x) \), the velocity field \( u(t, x) \), and the density of particles dispersed in the mixture \( \eta(t, x) \), which depend on the Eulerian spatial coordinate \( x \in \Omega \subset \mathbb{R}^3 \) and on time \( t \in (0, \infty) \). The governing equations express the conservation of mass, the balance of momentum, and the balance of particle densities often referred to as the Smoluchowski equation:

\[
\begin{align*}
\partial_t \rho + \text{div}_x (\rho u) &= 0 \quad (1.1) \\
\partial_t (\rho u) + \text{div}_x (\rho u \otimes u) + \nabla_x \left( p_F(\rho) + \frac{D}{\zeta} \eta \right) &= \mu \Delta_x u + \lambda \nabla_x \text{div}_x u - (\eta + \beta \rho) \nabla_x \Phi \quad (1.2) \\
\partial_t \eta + \text{div}_x (\eta (u - \zeta \nabla_x \Phi)) - D \Delta_x \eta &= 0 \quad (1.3)
\end{align*}
\]

where \( p_F(\rho) = a\rho^\gamma \) for some \( a > 0, \gamma > \frac{3}{2} \), and \( \beta \neq 0 \). We also assume a bounded \( C^{2,\alpha} \) spatial domain \( \Omega \). The fluid is also assumed to be Newtonian so that the stress tensor is given by

\[
S = \mu (\nabla_x u + \nabla_x u^T) + \lambda \text{div}_x u u.
\]

Also, the viscosity coefficients \( \mu \) and \( \lambda \), the drag coefficient \( \zeta \), and the dispersion coefficient \( D \) are assumed to be constant, and \( \Phi \) is a given external potential that is
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taken to be nonnegative. The system (1.1)-(1.3) is supplemented by the following boundary and initial conditions:

\[ u = D \nabla_x \eta \cdot n + \zeta \eta \nabla_x \Phi \cdot n = 0 \text{ on } (0, T) \times \partial \Omega \]  
\[ 0 \leq \varrho(0, x) = \varrho_0 \in L^\gamma(\Omega) \]  
\[ (\varrho u)(0, x) = m_0 \in L^{6/5}(\Omega; \mathbb{R}^3) \]  
\[ 0 \leq \eta(0, x) = \eta_0 \in L^2(\Omega). \]  

We define the energy

\[ E(t) := \int_\Omega \frac{1}{2} \varrho |u|^2 + \frac{a}{\gamma - 1} \varrho^\gamma + \frac{D}{\zeta} \eta \ln \eta + (\beta \varrho + \eta) \Phi \, dx(t) \]  

and require that

\[ \frac{dE}{dt} + \int_\Omega \mu |\nabla_x u|^2 + \lambda |\text{div}_x u|^2 + \frac{2D}{\zeta} \sqrt{\eta} \sqrt{|\nabla_x \sqrt{\eta} + \sqrt{\eta} \nabla_x \Phi|^2} \, dx \leq 0. \]  

In addition, we require that the spatial domain \( \Omega \) and external potential \( \Phi \) obey the following hypotheses, called the confinement hypotheses:

**Definition 1.1.** Let \( \Omega \subset \mathbb{R}^3 \) be a \( C^{2,\nu} \) domain with \( \nu > 0 \) and \( \Phi : \Omega \to \mathbb{R}^+ \) with \( \inf_{x \in \Omega} \Phi(x) = 0 \). \( (\Omega, \Phi) \) satisfies the Confinement Hypotheses (HC) if and only if

- If \( \Omega \) is bounded, \( \Phi \) is bounded and Lipschitz continuous on \( \overline{\Omega} \).
- If \( \Omega \) is unbounded, \( \Phi \in W^{1,\infty}_\text{loc}(\Omega) \), \( e^{-\Phi/2} \in L^1(\Omega) \) and

\[ |\Delta_x \Phi(x)| \leq c_1 |\nabla_x \Phi(x)| \leq c_2 \Phi(x) \]

for \( |x| \) greater than some large \( R \).

In [4] it is shown using an artificial pressure and time-discretization approximation that a renormalized weak solution exists. In [3], a weak-strong uniqueness result is shown on the NSS system; that is, if there is a weak solution of a certain regularity class, the the weak solution is unique.

The rest of the paper is dedicated to examining certain approximations to the compressible NSS system in the form of singular limits for bounded spatial domains \( \Omega \). In particular, we look at conditions for which the speed of the fluid flow is small compared to the speed of sound in the fluid, also known as the low Mach number case. Under a low stratification condition of the scaling of the system, the solutions converge to a solution of the mathematically simpler incompressible fluid model as the Mach number approaches zero. In the strong stratification case, the solutions will converge to functions obeying the anelastic condition, if we assume that the external force depends only on the vertical component of position, physically realized for buoyancy and gravity near the surface of the earth or other similar body. Both of these problems involve using bounds from the energy inequality for the systems to provide estimates that allow us to show the convergence of the solutions. These techniques are motivated by the work in [5, 6, 7, 8].

2. **Dimensionless Scaling.** For each parameter \( \alpha \) (time, length, mass, density, pressure, etc.), we define a reference value \( \alpha_{\text{ref}} \) and then define the dimensionless value

\[ \alpha' := \frac{\alpha}{\alpha_{\text{ref}}}. \]
By using the chain rule and basic differentiation properties, the NSS system in terms of the dimensionless parameters and values becomes (with the prime marks omitted)

\[
\begin{align*}
\partial_t \varrho + \text{div}_x (\varrho \mathbf{u}) &= 0 \\
\partial_t (\varrho \mathbf{u}) + \text{div}_x (\varrho \mathbf{u} \otimes \mathbf{u}) + \frac{1}{Ma^2} \nabla_x \left( a \varrho^\gamma + \frac{D \varrho}{\zeta \eta} \right) &= 0 \\
\partial_t \eta + \text{div}_x (\eta \mathbf{u}) - Z \text{div}_x (\zeta \eta \nabla_x \Phi) - D \Delta_x \eta &= 0
\end{align*}
\]

with the scaled energy inequality

\[
\begin{align*}
\frac{d}{dt} \int_\Omega \frac{Ma^2}{2} \left| \nabla_x \varrho \right|^2 + \frac{a}{\gamma - 1} \varrho^\gamma + \frac{Ma^2}{Fr^2} \left( \beta \varrho + D c \eta \right) \ln \eta + \frac{Ma^2}{Fr^2} \left( \beta \varrho + D c \eta \right) \Phi dx \\
+ \int_\Omega \frac{Ma^2}{Fr^2} \frac{|\nabla_x \eta|^2}{\zeta} + 2Za D \nabla_x (\eta) \cdot \nabla_x \Phi + \frac{Za^2}{Da} \zeta \eta |\nabla_x \Phi|^2 dx \\
+ \int_\Omega \frac{Ma^2}{Fr^2} S(\nabla_x \mathbf{u}) : \nabla_x \mathbf{u} dx &\leq 0.
\end{align*}
\]

with the unitless coefficients defined in the following table.

| Sr := \frac{L_{ref}}{u_{ref} t_{ref}} | Ma := \frac{u_{ref}}{\sqrt{p_{ref}/\varrho_{ref}}} | Re := \frac{\varrho_{ref} u_{ref} L_{ref}}{\mu_{ref}} |
| Fr := \frac{u_{ref}}{\sqrt{L_{ref} f_{ref}}} | Za := \frac{u_{ref}}{\sigma_{ref} L_{ref}} | Da := \frac{D_{ref}}{\rho_{ref} L_{ref} u_{ref}} |

Table 2.1: Definitions of the Dimensionless Parameters

### 3. Low Stratification Limit.

The scaled low stratification system we consider for each fixed \( \varepsilon > 0 \) is

\[
\begin{align*}
\partial_t \varrho &+ \text{div}_x (\varrho \mathbf{u}) = 0 \\
\varepsilon^2 [\partial_t (\varrho \mathbf{u}) + \text{div}_x (\varrho \mathbf{u} \otimes \mathbf{u})] + \nabla_x \left( a \varrho^\gamma + \frac{D \varrho}{\zeta \eta} \right) &= 0 \\
\partial_t \eta &+ \text{div}_x (\eta \mathbf{u}) - \text{div}_x (\zeta \eta \nabla_x \Phi) - D \Delta_x \eta = 0
\end{align*}
\]

To rigorously derive the limit for the low stratification case, we begin by noting that from the results of [4], for each \( \varepsilon > 0 \), we have solutions \( \{ \varrho_\varepsilon, \mathbf{u}_\varepsilon, \eta_\varepsilon \} \) in the following sense:
Definition 3.1. We say that \( \{ \varrho_\varepsilon, u_\varepsilon, \eta_\varepsilon \} \) is a renormalized weak solution to the scaled low stratification NSS system if and only if

- \( \varrho_\varepsilon \geq 0 \) and \( u_\varepsilon \) form a renormalized solution of the scaled continuity equation, i.e.,
  \[
  \int_0^T \int_\Omega B(\varrho_\varepsilon) \partial_t \varphi + B(\varrho_\varepsilon) u_\varepsilon \cdot \nabla_x \varphi - b(\varrho_\varepsilon) \text{div}_x u_\varepsilon \varphi \, dx \, dt = - \int_\Omega B(\varrho_0) \varphi(0, \cdot) \, dx
  \]
  \[
  \text{where } b \in L^\infty \cap C([0, \infty)), \quad B(\varrho) := B(1) + \int_1^\varrho \frac{b(x)}{x} \, dx.
  \]

- The scaled momentum balance holds in the sense of distribution.
- The scaled energy inequality (3.15) is satisfied.

We next define the low stratification target system.

Definition 3.2. \( \{ \varrho^{(1)}, \overline{u}, \eta^{(1)} \} \) solve the low stratification target system if and only if

\[
\begin{align*}
\text{div}_x \overline{u} &= 0 \text{ weakly on } (0, T) \times \Omega, \\
\int_0^T \int_\Omega \varrho \mu \cdot \partial_t v + \varrho \overline{u} \otimes \overline{u} : \nabla_x v \, dx \, dt \\
&= \int_0^T \int_\Omega \left( \mu \nabla_x \overline{u} - (\beta r + s) \nabla_x \Phi \right) \cdot v \, dx \, dt
\end{align*}
\]

for any divergence-free test function \( v \) and

\[
r = - \frac{1}{a \gamma \overline{\eta}} \left[ (\beta \overline{\varrho} + \overline{\eta}) \Phi + \frac{D}{\zeta} s \right]
\]

weakly where \( \overline{\varrho} \) and \( \overline{\eta} \) are uniform fluid and particle densities, respectively, with the same total masses as the initial data.

We are now in a position to state the main theorem of this section.

Theorem 3.3. Let \( (\Omega, \Phi) \) satisfy the confinement hypothesis and for each \( \varepsilon > 0 \), assume \( \{ \varrho_\varepsilon, u_\varepsilon, \eta_\varepsilon \} \) is a solution of the low stratification system in the sense of Definition 3.1. Assume the initial data can be expressed as follows:

\[
\varrho_\varepsilon(0, \cdot) = \varrho_{\varepsilon,0} = \overline{\varrho} + \varepsilon \varrho_{\varepsilon,0}^{(1)}, \quad u_\varepsilon(0, \cdot) = u_{\varepsilon,0}, \quad \text{and } \eta_\varepsilon(0, \cdot) = \eta_{\varepsilon,0} = \overline{\eta} + \varepsilon \eta_{\varepsilon,0}^{(1)}
\]

where \( \overline{\varrho}, \overline{\eta} \) are the spatially uniform densities on \( \Omega \). Assume also that as \( \varepsilon \to 0 \),

\[
\varrho_{\varepsilon,0} \to \varrho_0 \text{, } u_{\varepsilon,0} \to \overline{u}_0, \eta_{\varepsilon,0} \to \eta_0
\]

weakly-\( \ast \) in \( L^\infty(\Omega) \) or \( L^\infty(\Omega; \mathbb{R}^3) \) as the case may be. Then up to a subsequence and letting \( q := \min\{\gamma, 2\} \),

\[
\varrho_\varepsilon \to \overline{\varrho} \text{ in } C([0, T]; L^1(\Omega)) \cap L^\infty(0, T; L^q(\Omega))
\]

\[
\eta_\varepsilon \to \overline{\eta} \text{ in } L^2(0, T; L^2(\Omega))
\]

\[
u_\varepsilon \to \overline{u} \text{ weakly in } L^2(0, T; W^{1,2}(\Omega; \mathbb{R}^3))
\]

and

\[
\varrho_{\varepsilon}^{(1)} = \frac{\varrho_\varepsilon - \overline{\varrho}}{\varepsilon} \to \varrho^{(1)} \text{ weakly-\( \ast \) in } L^\infty(0, T; L^q(\Omega))
\]

\[
\eta_{\varepsilon}^{(1)} = \frac{\eta_\varepsilon - \overline{\eta}}{\varepsilon} \to \eta^{(1)} \text{ weakly in } L^2(0, T; L^2(\Omega))
\]

where \( \{ \varrho^{(1)}, \overline{u}, \eta^{(1)} \} \) solve the target system mentioned previously.
Proof. For the proof, the reader may consult [2].

4. Strong Stratification Limit. The formal calculations for the strong stratification limit as $\varepsilon \to 0$ follow the same procedure as for the low stratification limit. We use the following scaling: $\text{Ma}$ is taken to be a small parameter $\varepsilon > 0$, $\text{Za}$ and $\text{Da}$ are taken to be $\varepsilon^{-1}$, $F_r$ is taken to be $\varepsilon$, and other parameters are taken to be of order 1. We also assume that $\Phi = g x_3$ where $g$ is a constant (gravity/buoyancy). Thus, the scaled NSS system becomes

$$\partial_t \rho_\varepsilon + \text{div}_x (\rho_\varepsilon u_\varepsilon) = 0$$

(4.17)

$$\varepsilon^2 [\partial_t (\rho_\varepsilon u_\varepsilon) + \text{div}_x (\rho_\varepsilon u_\varepsilon \otimes u_\varepsilon)] + \nabla_x \left( a g^\gamma + \frac{D}{\xi} \eta_\varepsilon \right)$$

$$= \varepsilon^2 (\mu \Delta_x u_\varepsilon + \lambda \nabla_x \text{div}_x u_\varepsilon) - (\beta \rho_\varepsilon + \eta_\varepsilon) \nabla_x \Phi$$

(4.18)

$$\varepsilon \left[ \partial_t \eta_\varepsilon + \text{div}_x (\eta_\varepsilon u_\varepsilon) \right] - \text{div}_x (\zeta \eta_\varepsilon \nabla_x \Phi) - \Delta_x \eta_\varepsilon = 0$$

(4.19)

$$\frac{d}{dt} \int_{\Omega} \frac{\varepsilon^2}{2} \rho_\varepsilon |u_\varepsilon|^2 + \frac{a}{\gamma - 1} \rho_\varepsilon^\gamma + \frac{D \eta_\varepsilon}{\zeta} \ln \eta_\varepsilon + (\beta \rho_\varepsilon + \eta_\varepsilon) \Phi \text{d}x$$

$$+ \varepsilon \int_{\Omega} \varepsilon^2 \text{div}_x (\eta_\varepsilon \nabla_x u_\varepsilon) : \nabla_x u_\varepsilon \text{d}x + \int_{\Omega} \left| \frac{\nabla_x \eta_\varepsilon}{\sqrt{\zeta \eta_\varepsilon}} + \sqrt{\zeta \eta_\varepsilon} \nabla_x \Phi \right|^2 \text{d}x \leq 0.$$  

(4.20)

Now, assuming $\{ \rho_\varepsilon, u_\varepsilon, \eta_\varepsilon \}$ have the following expansions

$$\rho_\varepsilon = \bar{\rho} + \sum_{i=1}^{\infty} \varepsilon^i \rho^{(i)}_\varepsilon$$

$$\eta_\varepsilon = \bar{\eta} + \sum_{i=1}^{\infty} \varepsilon^i \eta^{(i)}_\varepsilon$$

$$u_\varepsilon = \bar{u} + \sum_{i=1}^{\infty} \varepsilon^i u^{(i)}_\varepsilon$$

we substitute into (4.17)-(4.20) and formally obtain the target system

$$\frac{d}{dx_3} [a \rho^\gamma] = -\beta \bar{g} \bar{\rho}$$

$$\text{div}_x (\bar{\rho} \bar{u}) = 0$$

$$\bar{\rho} \partial_t \bar{u} + \text{div}_x (\bar{\rho} \bar{u} \otimes \bar{u}) + \nabla_x \Pi = \mu \Delta_x \bar{u} + \lambda \nabla_x \text{div}_x \bar{u} - \left( \beta \rho^{(2)} + \eta^{(2)} \right) \nabla_x \Phi.$$  

For the strong stratification scaling, we have the following weak formulation:

**Definition 4.1.** We say that $\{ \rho_\varepsilon, u_\varepsilon, \eta_\varepsilon \}$ form a renormalized weak solution to the scaled strong stratification NSS system if and only if

- $\rho_\varepsilon \geq 0$ and $u_\varepsilon$ form a renormalized solution of the scaled continuity equation, i.e.,

$$\int_0^T \int_{\Omega} B(\rho_\varepsilon) \partial_t \varphi + B(\rho_\varepsilon) u_\varepsilon \cdot \nabla_x \varphi - b(\rho_\varepsilon) \text{div}_x u_\varepsilon \varphi \text{d}x \text{d}t$$

$$= -\int_{\Omega} B(\rho_0) \varphi(0, \cdot) \text{d}x$$

(4.21)

where $b \in L^\infty \cap C[0, \infty)$, $B(\bar{g}) := B(1) + \int_b^{\rho(\bar{z})} \text{d}z$. 


• The scaled momentum balance holds in the sense of distributions.
• \( \eta \geq 0 \) is a weak solution of the scaled Smoluchowski equation.
• The scaled energy inequality (4.20) is satisfied.

Note that for this scaling, we assume that \( \Phi = gx_3 \), where \( x_3 \) is the vertical coordinate, and \( g \) is a constant greater than zero. We also define the target system.

**Definition 4.2.** \( \{ \tilde{\varrho}, \tilde{u}, \tilde{\eta}, \varrho^{(2)}, \eta^{(2)} \} \) solve the **strong stratification target system** if and only if:

\[
\int_0^T \int_{\Omega} \tilde{\varrho} \tilde{u} \cdot \nabla \phi \, dx \, dt = 0 \tag{4.22}
\]

for all \( \phi \in C^\infty_0((0,T) \times \Omega) \),

\[
g \tilde{\eta} = -\frac{D}{\zeta} \frac{d\tilde{\eta}}{dx_3} \tag{4.23}
\]

\[
\frac{d}{dx_3} [a \tilde{\varrho}^{\gamma}] = -\beta g \tilde{\varrho} \tag{4.24}
\]

with the conditions:

\[
\int_\Omega \tilde{\varrho} dx = \int_\Omega \varrho_0 dx
\]

\[
\int_\Omega \tilde{\eta} dx = \int_\Omega \eta_0 dx,
\]

\[
\int_0^T \int_{\Omega} \tilde{\varrho} \tilde{\varrho} \cdot w + \tilde{\varrho} \tilde{u} \otimes \tilde{u} \cdot \nabla w \, dx \, dt = \int_0^T \int_{\Omega} \mu \nabla \tilde{u} \cdot \nabla w - \left( \beta g^{(2)} + \eta^{(2)} \right) \nabla \Phi \cdot w \, dx \, dt \tag{4.25}
\]

for all \( w \in C^\infty_0((0,T) \times \Omega; \mathbb{R}^3) \) such that \( \text{div}_x w = 0 \).

Much like for the low stratification limit, many of the bounds and convergences used in the analysis arise from the free energies defined as

\[
E_F(\varrho, \tilde{\varrho}) := \frac{a}{\gamma - 1} \tilde{\varrho}^{\gamma} - (\varrho - \tilde{\varrho}) \frac{a\gamma}{\gamma - 1} \tilde{\varrho}^{\gamma-1} - \frac{a}{\gamma - 1} \tilde{\varrho}^{\gamma}
\]

\[
E_P(\eta, \tilde{\eta}) := \frac{D}{\zeta} \eta \ln \eta - \frac{D}{\zeta} (\eta - \tilde{\eta})(\ln \tilde{\eta} + 1) - \frac{D}{\zeta} \tilde{\eta} \ln \tilde{\eta},
\]

and the resulting inequality formed from these and the energy inequality:

\[
\int_{\Omega} \frac{1}{2} \tilde{\varrho} |u|^2 + \frac{1}{\varepsilon^2} [E_F(\varrho, \tilde{\varrho}) + E_P(\eta, \tilde{\eta})] \, dx(T)
\]

\[
\int_0^T \int_{\Omega} \mathcal{S}(\nabla_x u) : \nabla_x u \, dx \, dt + \frac{1}{\varepsilon^3} \int_0^T \int_{\Omega} \left| \frac{D\nabla_x \eta}{\sqrt{\zeta \eta}} + \sqrt{\zeta \eta} \nabla_x \Phi \right|^2 \, dx \, dt
\]

\[
\leq \int_{\Omega} \frac{1}{2} \varrho_0 |u_0|^2 + \frac{1}{\varepsilon^2} [E_F(\varrho_0, \tilde{\varrho}) + E_P(\eta_0, \tilde{\eta})] \, dx. \tag{4.26}
\]
Next, we define the essential and residual sets:

\[ \mathcal{O}_{\text{ess}} := \{ (\varrho, \eta) \in \mathbb{R}^2 \mid \varrho/2 \leq \varrho \leq 2\bar{\varrho}, \bar{\eta}/2 \leq \eta \leq 2\bar{\eta} \} \]

\[ \mathcal{M}_{\text{ess}} := \{ (x, t) \in (0, T) \times \Omega \mid (\varrho_e(t, x), \eta_e(t, x)) \in \mathcal{O}_{\text{ess}} \} \]

\[ \mathcal{M}_{\text{res}} := \{ (0, T) \times \Omega \} - \mathcal{M}_{\text{ess}} \]

Thus, by using (4.26), assuming appropriate bounds on the initial data, we obtain

\[
\{ \sqrt{\varrho} \mathbf{u}_\varepsilon \}_{\varepsilon > 0} \in_b L^\infty(0, T; L^2(\Omega; \mathbb{R}^3))
\]

\[ \| (\theta_e - \hat{\theta})_{\text{ess}} \|_{L^\infty(0, T; L^2(\Omega))} \leq \varepsilon^2 c \]

\[ \| (\eta_e - \hat{\eta})_{\text{ess}} \|_{L^\infty(0, T; L^2(\Omega))} \leq \varepsilon^2 c \]

\[ \{ \mathbf{u}_\varepsilon \}_{\varepsilon > 0} \in_b L^{2}(0, T; W^{1,2}_0(\Omega; \mathbb{R}^3)) \]

\[ \left\| \frac{D\nabla \eta_e}{\sqrt{\eta_e}} + \sqrt{\eta_e} \frac{\nabla \Phi}{\sqrt{\eta_e}} \right\|_{L^2(0, T; L^2(\Omega; \mathbb{R}^3))} \leq \varepsilon^3 c \]

\[ \left\{ \begin{array}{l}
\frac{\theta_e - \hat{\theta}}{\varepsilon} \\
\frac{\eta_e - \hat{\eta}}{\varepsilon}
\end{array} \right\}_{\varepsilon > 0} \in_b L^\infty(0, T; L^2(\Omega)) \]

and since the measure of the residual set goes as \( \varepsilon^2 \) for each fixed \( t \), we have

\[ \| (\theta_e)_{\text{res}} \|_{L^\infty(0, T; L^\gamma(\Omega))} \leq \varepsilon^2 c \]

\[ \{ \mathbf{u}_\varepsilon \}_{\varepsilon > 0} \in_b L^\infty(0, T; L^2(\Omega; \mathbb{R}^3)) \cap L^{6q/3q+6}(\Omega; \mathbb{R}^3) \]

where \( q := \min\{2, q\} \). Thus, we have the existence of \( \varrho^{(1)}, \eta^{(1)} \in L^\infty(0, T; L^2(\Omega)) \) and \( \hat{\mathbf{u}} \in L^2(0, T; W^{1,2}_0(\Omega; \mathbb{R}^3)) \) such that up to subsequences

\[ \varrho_e \rightarrow \hat{\varrho} \text{ strongly in } L^\infty(0, T; L^3(\Omega)) \]

\[ \eta_e \rightarrow \hat{\eta} \text{ strongly in } L^\infty(0, T; L^2(\Omega)) \]

\[ \mathbf{u}_e \rightarrow \hat{\mathbf{u}} \text{ weakly in } L^2(0, T; W^{1,2}_0(\Omega; \mathbb{R}^3)) \]

\[ \frac{\theta_e - \hat{\theta}}{\varepsilon} \rightarrow \varrho^{(1)} \text{ weakly-* in } L^\infty(0, T; L^3(\Omega)) \]

\[ \frac{\eta_e - \hat{\eta}}{\varepsilon} \rightarrow \eta^{(1)} \text{ weakly-* in } L^\infty(0, T; L^2(\Omega)). \]

Now, we are in a position to state the main result of this section:

**Theorem 4.3.** Let \( (\Omega, \Phi) \) satisfy the confinement hypothesis and for each \( \varepsilon > 0 \), assume \( \{ \varrho_e, \mathbf{u}_e, \eta_e \} \) solves the scaled strong stratification system in the sense of Definition 4.1. Assume the initial data can be expressed as follows:

\[ \varrho_e(0, \cdot) = \varrho_{e,0} = \hat{\varrho} + \varepsilon \varrho^{(1)}_{e,0}, \mathbf{u}_e(0, \cdot) = \mathbf{u}_{e,0}, \text{ and } \eta_e(0, \cdot) = \bar{\eta} + \varepsilon \eta^{(1)}_{e,0}. \]

where \( \hat{\varrho}, \bar{\eta} \) are the densities defined by (4.24)-(4.23). Assume also that as \( \varepsilon \rightarrow 0 \),

\[ \varrho^{(1)}_{e,0} \rightarrow \varrho^{(1)}_0, \mathbf{u}_{e,0} \rightarrow \hat{\mathbf{u}}_0, \eta^{(1)}_{e,0} \rightarrow \eta^{(1)}_0 \]

weakly-* in \( L^\infty(\Omega) \) or \( L^\infty(\Omega; \mathbb{R}^3) \) as the case may be. Then up to a subsequence and letting \( q := \min\{\gamma, 2\} \),

\[ \varrho_e \rightarrow \hat{\varrho} \text{ in } C([0, T]; L^1(\Omega)) \cap L^\infty(0, T; L^3(\Omega)) \]
\[ \eta_c \to \tilde{\eta} \text{ in } L^2(0,T;L^2(\Omega)) \]
\[ \mathbf{u}_c \to \tilde{\mathbf{u}} \text{ weakly in } L^2(0,T;W^{1,2}(\Omega;\mathbb{R}^3)) \]

where \( \{\tilde{\varrho}, \tilde{\mathbf{u}}, \tilde{\eta}\} \) solve the target system (4.22)-(4.25).

**Proof.** The result follows from the bounds listed above and analysis similar to that done in Section 3 and in [8]. For the details, see [1].
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ABSTRACT. This paper presents techniques introduced in a joint work with G. Vallet and P. Wittbold for solving the Cauchy problem for a multi-dimensional nonlinear conservation law with stochastic perturbation [2]. We propose here to present main difficulties met in the use of deterministic tools for studying stochastic scalar conservation law and alternative methods.

1. Introduction. We are interested in the formal stochastic nonlinear conservation law of type:

\[ du - \text{div}(\vec{f}(u))dt = h(u)dw \quad \text{in } \Omega \times \mathbb{R}^d \times [0, T], \]

with an initial condition \( u_0 \) and \( d \geq 1 \).

In the sequel we assume that \( T \) is a positive number, that \( Q = [0, T] \times \mathbb{R}^d \) and that \( W = \{w_t, \mathcal{F}_t; 0 \leq t \leq T\} \) denotes a standard adapted one-dimensional continuous Brownian motion, defined on the classical Wiener space \((\Omega, \mathcal{F}, P)\). Note that we consider for convenience a real-valued noise and that the present work could be generalized to a class of multi-dimensional noise. Let us assume that

- \( H_1: \vec{f} = (f_1, .., f_d): \mathbb{R} \to \mathbb{R}^d \) is a Lipschitz-continuous function with \( \vec{f}(0) = \vec{0} \).
- \( H_2: h: \mathbb{R} \to \mathbb{R} \) is a Lipschitz-continuous function with \( h(0) = 0 \).
- \( H_3: u_0 \in L^2(\mathbb{R}^d) \).

We propose to present tools for showing existence and uniqueness of the stochastic entropy solution to the above-mentioned problem. Our aim is to adapt the known methods for deterministic first-order nonlinear P.D.E. to noise perturbed ones.

Note that, even in the deterministic case, a weak solution to a nonlinear scalar conservation law is not unique in general. One needs to introduce the notion of entropy solution in order to select the “physical solution”.

Only a few papers are devoted to the study of multiplicative stochastic perturbation of nonlinear first-order hyperbolic problems in the \( \mathbb{R}^d \) case. Let us mention, without any claim of being exhaustive, the work of J. Feng and D. Nualart [7] where they
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introduced a notion of strong entropy solution in order to prove the uniqueness of the entropy solution for the Cauchy problem:

$$du + \text{div}(\bar{f}(u))dt = \int_{z \in Z} \sigma(., u, z)dw(t, z).$$

Using vanishing viscosity and compensated compactness arguments, the authors established existence of strong entropy solutions only in the 1D case. In the recent paper [3], G.-Q. Chen, Q. Ding and K. H. Karlsen propose to revisit the work of J. Feng and D. Nualart. They prove that the multidimensional stochastic problem is well-posed by using uniform spatial BV-bound. They show the existence of strong stochastic entropy solutions in $L^p \cap BV$ for any finite $p$ and develop a “continuous dependence” theory for stochastic entropy solutions in $BV$.

Finally, let us mention the paper by A. Debussche and J. Vovelle [5] concerning the “continuous dependence” theory for stochastic entropy solutions in $BV$.

First of all, let us introduce some notations and make precise the functional setting.

- Denote by $E$ the integral over $\Omega$ with respect to the probability measure $P$.
- $D^+([0, T] \times \mathbb{R}^d)$ denotes the subset of nonnegative elements of $D([0, T] \times \mathbb{R}^d)$.
- For a given separable Banach space $X$ we denote by $N^2_\infty(0, T, X)$ the space of the predictable $X$-valued processes (cf. [4]). This space is $L^2([0, T] \times \Omega, X)$ endowed with the product measure $dt \otimes dP$ and the predictable $\sigma$-field $\mathcal{P}_T$ (i.e. the $\sigma$-field generated by the sets $\{0\} \times \mathcal{F}_0$ and the rectangles $[s, t] \times A$ for any $A \in \mathcal{F}_s$).
- $\mathcal{E} = \{\eta \in C^{2,1}(\mathbb{R}), \eta \geq 0, \text{ convex, } \eta(0) = 0, \text{ supp } \eta'' \text{ compact}\}$, the set of smooth entropies.
- $\eta_{\delta} \in \mathcal{E}$ denotes a uniform approximation of the absolute value function : $\eta_{\delta}(r) = 1$ if $r \geq \delta$, $\eta_{\delta}(r) = \sin\left(\frac{\pi}{2\delta} r\right)$ if $-\delta < r < \delta$ and $\eta_{\delta}(r) = -1$ else.
- $\forall \eta \in \mathcal{E}, F^\eta(a, b) = \int_a^b \eta'(\sigma - a)\bar{f}(\sigma)d\sigma$.
- $F(a, b) = \text{Sgn}_0(a - b)[\bar{f}(a) - \bar{f}(b)] = \lim_{\delta \to 0^+} F^{\eta_{\delta}}(a, b)$ denotes the entropy flux.
For any $u \in \mathcal{N}_w^2(0, T, L^2(\mathbb{R}^d))$, $k \in \mathbb{R}$, $\eta \in \mathcal{E}$ and $\varphi \in \mathcal{D}(\mathbb{R}^{d+1})$ denote by

$$
\mu_{u, \eta, k}(\varphi) = \int_{\mathbb{R}^d} \eta(u_0 - k)\varphi(0)dx + \int_Q \eta(u - k)\partial_t \varphi - F^n(u, k)\nabla \varphi dx dt \\
+ \int_Q \eta'(u - k)h(u)\varphi dx dt + \frac{1}{2} \int_Q h^2(u)\eta''(u - k)\varphi dx dt.
$$

\textbf{Definition 1.1.} A function $u$ of $\mathcal{N}_w^2(0, T, L^2(\mathbb{R}^d))$ is an entropy solution of the stochastic conservation law (1) with the initial condition $u_0 \in L^2(\mathbb{R}^d)$ if $u \in L^\infty(0, T; L^2(\Omega, L^2(\mathbb{R}^d)))$ and, for any $\varphi \in \mathcal{D}^+(\Omega \times \mathbb{R}^d)$, any real $k$ and any $\eta \in \mathcal{E}$

$$
0 \leq \mu_{u, \eta, k}(\varphi) \quad P - \text{a.s.}
$$

\textbf{Remark 1.} As $u \in L^\infty(0, T, L^2(\Omega, L^2(\mathbb{R}^d)))$, we can follow [8] p.84 to show that

$$
\text{ess lim}_{t \to 0^+} E \int_K |u(t, x) - u_0|dx = 0 \quad \text{for any compact set } K \subset \mathbb{R}^d, \text{here the random variable doesn’t bring new difficulty.}
$$

\textbf{2. The parabolic case.} The following existence and uniqueness result is a classic one. One can refer to [4] Section 7.3 and many others authors.

\textbf{Proposition 1.} For any positive $\epsilon$, there exists a unique $u_\epsilon \in \mathcal{N}_w^2(0, T; H^1(\mathbb{R}^d)) \cap L^\infty(0, T; L^2(\Omega \times \mathbb{R}^d))$, with $\partial_t[u_\epsilon - \int_0^t h(u_\epsilon)dw]$ and $\Delta u_\epsilon$ in $L^2(\Omega \times Q)$ and such that $u_\epsilon$ is a weak solution of the stochastic nonlinear parabolic problem

$$
du_\epsilon - [\epsilon \Delta u_\epsilon + \text{div}(f(u_\epsilon))]dt = h(u_\epsilon)dw \quad \text{in } \Omega \times \mathbb{R}^d \times]0, T[, \tag{2}
$$

for the initial condition $u_0^{\epsilon} \in \mathcal{D}(\mathbb{R}^d)$. Moreover, there exists a positive constant $C$ such that,

$$
\forall \epsilon > 0, \quad ||u_\epsilon||_{L^\infty(0, T; L^2(\Omega \times \mathbb{R}^d))} + \epsilon ||u_\epsilon||_{L^2(\Omega \times Q; H^1_0(\mathbb{R}^d))} \leq C.
$$

\textbf{Remark 2.} We consider here $(u_0^{\epsilon})$, a sequence approximating our initial condition $u_0$ in $L^2(\mathbb{R}^d)$. The regularity of $\partial_t[u_\epsilon - \int_0^t h(u_\epsilon)dw]$ and $\Delta u_\epsilon$ in $L^2(\Omega \times Q)$ is not obvious. It comes from the suitable choice of $u_0^{\epsilon} \in \mathcal{D}(\mathbb{R}^d)$. One refers to the work of G. Vallet [10].

Consider $\varphi$ in $\mathcal{D}^+(\Omega \times \mathbb{R}^d)$, $k$ a real number and $\eta \in \mathcal{E}$. Since $\eta(u_\epsilon - k)\varphi \in L^2(0, T, H^1(\mathbb{R}^d))$ a.s., it is possible to apply the Itô formula to the operator

$$
\Psi(t, u_\epsilon) := \int_{\mathbb{R}^d} \eta(u_\epsilon - k)\varphi dx \quad \text{and thus, P-a.s.}:
$$

$$
\int_{\mathbb{R}^d} \eta(u_\epsilon(T) - k)\varphi(T)dx = \int_{\mathbb{R}^d} \eta(u_0^{\epsilon} - k)\varphi(0)dx + \int_Q \eta(u_\epsilon - k)\partial_t \varphi dx dt \\
- \epsilon \int_Q \eta'(u_\epsilon - k)\nabla u_\epsilon \nabla \varphi dx dt - \epsilon \int_Q \eta''(u_\epsilon - k)\varphi \nabla u_\epsilon \nabla u_\epsilon dx dt \\
- \int_Q \eta'(u_\epsilon - k)f(u_\epsilon)\varphi dx dt - \int_Q \eta''(u_\epsilon - k)\varphi f(u_\epsilon)\nabla u_\epsilon dx dt \\
+ \int_0^T \int_{\mathbb{R}^d} \eta'(u_\epsilon - k)h(u_\epsilon)\varphi dx dt + \frac{1}{2} \int_Q h^2(u_\epsilon)\eta''(u_\epsilon - k)\varphi dx dt.
$$
Remark 3. Let us mention that in the deterministic setting, the viscous entropy formulation is obtained by testing the parabolic regularization with \( \eta(\tilde{u}_\epsilon - k)\varphi \), if \( \tilde{u}_\epsilon \) denotes the solution of this regularization. In the stochastic case, testing the stochastic parabolic regularization with \( \eta(u_\epsilon - k)\varphi \) corresponds to the application of Itô’s derivation formula to \( \Psi(t, u_\epsilon) := \int_{\Omega} \eta(u_\epsilon - k)\varphi dx \). Notice that the stochastic perturbation brings two new terms in this derivation formula: one containing an Itô integral, and another one containing the second-order derivative of \( \eta \).

Since the support of \( \eta'' \) is compact, for any \( i = 1, \ldots, d \), \( \mathbb{R} \ni r \mapsto \eta''(r - k)f_i(r) \) is a bounded continuous function. Then, thanks to the chain-rule for Sobolev functions, we obtain the following viscous entropy formulation for any \( P \)-measurable set \( A \)

\[
0 \leq E \left[ 1_A \int_0^T \int_{\mathbb{R}^d} \eta'(u_\epsilon - k)h(u_\epsilon)\varphi dxdt(t) \right] + \epsilon E \left[ 1_A \int_0^T \int_{\mathbb{R}^d} \eta(u_\epsilon - k)\varphi(0) dx \right] + E \left[ 1_A \int_0^T \int_{\mathbb{R}^d} \eta(u_\epsilon - k)\varphi dxdt \right] + E \left[ 1_A \int_0^T \int_{\mathbb{R}^d} \eta''(u_\epsilon - k)\varphi dxdt \right] (3)
\]

3. Entropy formulation. We would like to pass to the limit in (3) with respect to \( \epsilon \). Because of the random variable, we are not able to use classical results of compactness. But the one given by the concept of Young measures is appropriate here, and the technique is based on the narrow convergence of Young measures (or entropy processes), we refer to E.J. Balder [1] but also to R. Eymard et al. [6].

Since \( u_\epsilon \) is a bounded sequence in \( \mathcal{N}_a^2(0, T, L^2(\Omega \times \mathbb{R}^d)) \) and thanks to the compact support of \( \varphi \) in \( \mathbb{R}^d \), \( u_\epsilon \) converges (up to a subsequence still denoted \( u_\epsilon \)) in the sense of Young measures to an “entropy process” denoted by \( u \) in \( L^\infty(0, T, L^2(\Omega \times \mathbb{R}^d \times [0, 1])) \) with an additional variable \( \alpha \in (0, 1) \) (cf. [6] §2.2 or [2] §5.3.). Precisely, given a Carathéodory function \( \Psi : Q \times \Omega \times \mathbb{R} \to \mathbb{R} \) such that \( \Psi(., u_\epsilon) \) is uniformly integrable, one has:

\[
E \int_Q \psi(., u_\epsilon) dx dt \quad \epsilon \to 0 \quad \int_Q \int_0^1 \psi(., u(., \alpha)) d\alpha dx dt.
\]

By assumptions on \( \eta \), all the integrands in the third line of (3) are uniformly integrable and passing to the limit is possible in all the integrals. One is also able to pass to the limit in the first term of (3) using the weak continuity of the stochastic integral from \( L^2(\Omega \times Q) \) to \( L^2(\Omega \times \mathbb{R}^d) \), see [4]. Finally, the a priori estimate on \( \nabla u_\epsilon \) yields that the second term of (3) tends to 0 with \( \epsilon \).
Therefore at the limit one gets

\[
0 \leq E \left[ 1_A \int_0^T \int_{\mathbb{R}^d} \int_0^1 \eta'(u,\alpha) - k h(u,\alpha) \right] \varphi \, d\alpha \, dx \, dw(t) \\
+ E \left[ 1_A \int_{\mathbb{R}^d} \eta(u_0 - k) \varphi(0) \right] \\
+ E \left[ 1_A \int_{Q} \int_0^1 \left[ \eta(u,\alpha) - k \right] \partial_t \varphi - F'\eta(u,\alpha),k \right] \nabla \varphi \right] \, d\alpha \, dx \, dt \\
+ \frac{1}{2} E \left[ 1_A \int_{Q} \int_0^1 h^2(u,\alpha) \eta''(u,\alpha) - k \right] \varphi \, d\alpha \, dx \, dt .
\]

**Remark 4.** Since \((u_\epsilon)\) is bounded in the Hilbert space \(\mathcal{N}_w^2(0, T, L^2(\mathbb{R}^d))\), by identification, one shows that \(u_\epsilon \rightarrow \int_0^1 u(.\alpha) d\alpha\) in the same space, and so \(\int_0^1 u(.\alpha) d\alpha\) is a predictable process. The interesting point is the measurability of \(u\) with respect to all its variables \((t, x, \omega, \alpha)\). Revisiting the work of E. Yu. Panov [9] with the \(\sigma\)-field \(\mathcal{P}_T \otimes L(\mathbb{R}^d)\), one shows that \(u\) is measurable for the \(\sigma\)-field \(\mathcal{P}_T \otimes L([0, 1])\).

A separability argument for the norm of \(H^1(Q)\) yields the existence of a Young measure solution in the sense of the following definition.

**Definition 3.1.** \(u \in \mathcal{N}_w^0(0, T, L^2(\mathbb{R}^d)) \cap L^\infty(0, T, L^2(\Omega \times \mathbb{R}^d \times [0, 1]))\) is a measure-valued entropy solution of (1) with the initial data \(u_0 \in L^2(\mathbb{R}^d)\) if for any \(\eta \in \mathcal{E}\) and any \((k, \varphi) \in \mathbb{R} \times \mathcal{D}^+([0, 1] \times \mathbb{R}^d),\)

\[
0 \leq \int_0^1 \mu_{u, \eta, k}(\varphi) \, d\alpha, \quad P \text{-a.s.}
\]

4. **Local Kato inequality.** The aim of this section is to discuss about the way to obtain the following interior Kato inequality, which permits to prove that the measure-valued solution is an entropy solution in the sense of Definition 1.1.

**Proposition 2.** Let \(u_1, u_2\) be measure-valued entropy solutions to (1) with initial data \(u_{1,0}, u_{2,0} \in L^2(\mathbb{R}^d)\), respectively. Then, for any function \(\varphi \in \mathcal{D}^+([0, T] \times \mathbb{R}^d),\) one has

\[
0 \leq \int_{\mathbb{R}^d} |u_{1,0} - u_{2,0}| \varphi(0) \, dx + E \int_{Q \times [0,1]^2} |u_1(t, x, \alpha) - u_2(t, x, \beta)| \partial_t \varphi \, dx \, dt \, d\alpha \, d\beta \\
- E \int_{Q \times [0,1]^2} F\left(u_1(t, x, \alpha), u_2(t, x, \beta)\right) \cdot \nabla \varphi \, dx \, dt \, d\alpha \, d\beta .
\]

**Proof.** We propose here to present stages of the proof introduced in [2], emphasizing on differences with the deterministic setting, and stochastic calculus tools chosen. The main idea is to use Kruzhkov’s doubling variables method. Let us apply the usual technique and advice when we meet difficulties. For this, we consider two measure solutions \(u_1, u_2\) and these inequalities P-a.s.: 

\[
0 \leq \int_0^1 \mu_{u_1(t,x,\alpha),k_1}(\psi) \, d\alpha, \quad \quad 0 \leq \int_0^1 \mu_{u_2(s,y,\beta),k_2}(\psi) \, d\beta, \quad (5)
\]

where \(k_1, k_2 \in \mathbb{R}\) and \(\psi \in \mathcal{D}^+([0, T] \times \mathbb{R}^d)\).

Notice that, by comparing with the deterministic case, the stochastic perturbation of our conservation law brings new terms in the entropy inequalities, the ones
containing an Itô integral:

\[
\int_0^1 \int_Q \eta_1'(u_1(t, x, \alpha) - k_2) h(u_1) \psi dx dw(t) dt \\
\int_0^1 \int_Q \eta_2'(u_2(s, y, \beta) - k_1) h(u_2) \psi dy dw(s) d\beta,
\]

and others containing the second derivative of \( \eta \):

\[
\frac{1}{2} \int_0^1 \int_Q h^2(u_2(s, y, \beta)) \eta_2''(u_2 - k_1) \psi ds dy d\beta.
\]

Usually, we take in (5)

\[
\int_0^1 \int_Q h^2(u_1(t, x, \alpha)) \eta_1''(u_1 - k_2) \psi dt dx dt \\
\int_0^1 \int_Q h^2(u_2(s, y, \beta)) \eta_2''(u_2 - k_1) \psi ds dy d\beta.
\]

In our case, there is a problem with this technique when we treat the stochastic integrals (6). Indeed, because of the definition of the Itô integral, we require \( \delta \) to be \( \mathcal{F}_t \)-measurable and \( u_1(t, x, \alpha) \) to be \( \mathcal{F}_t \)-measurable. This is not satisfied because we ignore if \( s > t \) or \( s < t \) (recall that \( \mathcal{F}_s \subset \mathcal{F}_t \) for \( 0 \leq s \leq t \)).

For this reason, we keep the variable \( k \) in (5), we consider a new mollifier sequence \( \rho_{l_1} \) and we multiply by \( \rho_{l_1}(u_1(t, x, \alpha) - k) \) the inequality coming from \( \mu_{u_2, \eta_1, k} \) and integrate with respect to \( (t, x, \alpha) \). We also multiply by \( \rho_{l_1}(u_2(s, y, \beta) - k) \) the inequality coming from \( \mu_{u_1, \eta_2, k} \) and integrate with respect to \( (s, y, \beta) \). Then we add these two inequalities, integrate over \( k \) in \( \mathbb{R} \) all the formulation and take the expectation, to get:

\[
0 \leq E \int_Q \int_{[0,1]^2} \int_{\mathbb{R}} \mu_{u_1, \eta_1, k}(\varphi(s, y) \rho_{l_1}(x - y) \rho_{n}(t - s)) \rho_{l_1}(u_1(t, x, \alpha) - k) dk dx d\beta ds dy \\
+ E \int_Q \int_{[0,1]^2} \int_{\mathbb{R}} \mu_{u_2, \eta_2, k}(\varphi(s, y) \rho_{l_1}(x - y) \rho_{n}(t - s)) \rho_{l_1}(u_2(s, y, \beta) - k) dk dx d\beta ds dy dx.
\]

With a judicious order for the passage to the limit, we are able to overcome our initial difficulty. Indeed, we first pass to the limit as \( n \to \infty \), then we get the same time everywhere \( (t \text{ or } s) \), and the problem of measurability with respect to the \( \sigma \)-field \( \mathcal{P}_T \) is forgotten. Then, passing to the limit on \( l \), amounts to replacing \( u_1(t, x, \alpha) \) and \( u_2(t, y, \beta) \) in our formulation, as we wished at the beginning. And we pass to the limit on \( \delta \) and \( m \).

The second delicate point appears with terms containing the second derivative of \( \eta_\delta \) (7) when we want to pass to the limit on \( \delta \). Indeed, because of \( \eta_\delta'' \), we are not able to identify the limit of those terms, all we can say is that the limit exists (Tanaka formula). The problem is that we need to know the limit to obtain the local Kato inequality. For this reason, we decide to apply the method, not with \( u_2 \), but with a viscous regular solution \( u_0 \). Thus, the suitable regularity of such a solution allows us to apply the Itô formula. Following the idea of J. Feng and D. Nualart concerning the stochastic terms, the idea remains on combining terms containing \( \eta_\delta'' \) with others coming from stochastic calculus. Then, passing to the
Thus, \( C \) with respect to the variable \( \lim_{n \to \infty} \) gives:

\[
\frac{1}{2} E \int_{\mathbb{R}^d} \int_{Q} \int_{0}^{1} h^2(\bar{u})\eta^H_n(\bar{u} - u_\varepsilon(t,y))\rho_n(x-y)\varphi \, dt \, dx \, dy
\]

\[
+ \frac{1}{2} E \int_{\mathbb{R}^d} \int_{Q} \int_{0}^{1} h^2(u_\varepsilon)\eta^H_n(u_\varepsilon - \bar{u}(t,x,\alpha))\rho_n(x-y)\varphi \, dt \, dx \, dy
\]

\[\quad := A + B.\]

Moreover, thanks to the martingale property of the Itô integral, the stochastic terms can be written like this

\[
E \int_{Q} \int_{s-2/n}^{s} \int_{\mathbb{R}^d} \int_{0}^{1} \eta^H_n(\bar{u} - k)h(\bar{u})d\alpha \varphi \rho_n(x-y)\rho_n(t-s) \, dx \, dw(t)
\]

\[\times \rho_1(u_\varepsilon(s,y) - k) \, dk \, dy \, ds
\]

\[= E \int_{Q} \int_{\mathbb{R}^d} \int_{s-2/n}^{s} \int_{0}^{1} \eta^H_n(\bar{u} - k)h(\bar{u})d\alpha \rho_n(t-s) \, dx \, dw(t) \varphi \rho_n(x-y) \, dx
\]

\[\times [\rho_1(u_\varepsilon(s,y) - k) - \rho_1(u_\varepsilon(s-2/n,y) - k)] \, dk \, dy \, ds
\]

\[:= C_{n,t}.
\]

Here the choice of \( u_\varepsilon \) instead of \( u_2 \) is crucial. Indeed, the regularity of \( u_\varepsilon \) allows us to apply Itô’s formula with \( du_\varepsilon = [\varepsilon \Delta u_\varepsilon + \text{div} f(u_\varepsilon)] \, dt + h(u_\varepsilon) \, dw = A_\varepsilon dt + h(u_\varepsilon) \, dw \) and to get:

\[
\rho_1(u_\varepsilon(s,y) - k) - \rho_1(u_\varepsilon(s-2/n,y) - k)
\]

\[= \int_{s-\frac{n}{2}}^{s} \rho'_1(u_\varepsilon(\sigma,y) - k)A_\varepsilon(\sigma,y) \, d\sigma + \int_{s-\frac{n}{2}}^{s} \rho'_1(u_\varepsilon(\sigma,y) - k)h(u_\varepsilon(\sigma,y)) \, d\sigma
\]

\[+ \frac{1}{2} \int_{s-\frac{n}{2}}^{s} \rho''_1(u_\varepsilon(\sigma,y) - k)h^2(u_\varepsilon(\sigma,y)) \, d\sigma,
\]

which wasn’t possible with a measure-valued solution. Thus, an integration by parts with respect to the variable \( k \) yields:

\[
C_{n,t} = - E \int_{Q} \int_{\mathbb{R}^d} \int_{s-2/n}^{s} \int_{0}^{1} \eta^H_n(\bar{u} - k)h(\bar{u})d\alpha \rho_n(t-s) \, dx \, dw(t) \varphi \rho_n(x-y) \, dx
\]

\[\times \int_{s-\frac{n}{2}}^{s} \rho_1(u_\varepsilon(\sigma,y) - k)A_\varepsilon(\sigma,y) \, d\sigma + \int_{s-\frac{n}{2}}^{s} \rho_1(u_\varepsilon(\sigma,y) - k)h(u_\varepsilon(\sigma,y)) \, d\sigma
\]

\[+ \frac{1}{2} \int_{s-\frac{n}{2}}^{s} \rho''_1(u_\varepsilon(\sigma,y) - k)h^2(u_\varepsilon(\sigma,y)) \, d\sigma \] \, dk \, dy \, ds

\[\rightarrow_{n,t} - \int_{Q} \int_{\mathbb{R}^d} \int_{0}^{1} E \left[ \eta^H_n(\bar{u}(s,x,\alpha) - u_\varepsilon(s,y))h(\bar{u})h(u_\varepsilon) \right] \varphi \rho_n(x-y) \, dxdy \, ds
\]

\[:= C.
\]

Thus,

\[A + B + C = \frac{1}{2} E \int_{Q} \int_{\mathbb{R}^d} \int_{0}^{1} [h(\bar{u}) - h(u_\varepsilon)]^2 \eta^H_n(u_\varepsilon - \bar{u}) \, dx \, dy \, ds \to_{\delta} 0.
\]

In summary, this is the plan of the proof. By doing stochastic computations on the Itô integral and passing to the limit (with classical techniques) with respect to \( n \),
Proposition 4. Stochastic entropy solutions satisfy a “contraction principle”: if
As in the deterministic case, set
Proof.
Proposition 3. The measure-valued entropy solution is unique. Moreover, it is the
unique stochastic entropy solution.
Proof. This is a consequence of the previous proof when
κ
where
K
= 0. Then, considering
K = R + κT
for any
R > 0
and
ψ(|x| + κt)γ(t)
in
(4)
implies that,

u(t,x,β) = ũ(t,x,α)
for almost any
x ∈ B(0,R),
t ∈ [0,T], ω ∈ Ω, α, β ∈ [0,1].
Thus, on the one hand
u = ũ;
on the other hand
u(t,x,α) = u(t,x)
is independent of
α.
Hence,
u
is the unique stochastic entropy solution in the sense of Definition 1.1.

Proposition 4. Stochastic entropy solutions satisfy a “contraction principle”: if
u_1, u_2
are stochastic entropy solutions of
(1)
corresponding to initial data
u_{1,0}, u_{2,0} ∈ L^2(\mathbb{R}^d),
respectively, then, for any positive
K
and time
T,
\begin{align*}
E \int_{B(0,K−\kappa t)} |u_1 - u_2| dx & \leq \int_{B(0,K)} |u_{1,0} - u_{2,0}| dx,
\end{align*}
where
κ = \|f’\|_{\infty}.

Proof. This is a consequence of the previous proof when \psi converges to
1_{[−∞,K]}.
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Abstract. In this contribution, a macroscopic multi-pedestrian flow is modelled by a system of convection-diffusion equations. The convection corresponds to a movement towards a strategic direction, whereas the diffusion corresponds to a tactical movement that avoids jams. Different populations moving in different directions are represented by different phases. Numerical experiments demonstrate the qualitative behaviour of the simulation model.

1. Introduction. In the last two decades the modelling and simulation of pedestrian traffic has become an important tool both for scientific purposes and management decisions in the fields of planning and operation of public spaces like airports, shopping malls, sport stadiums, or public events and manifestations in the context of trouble-free operation and security. While single destination problems, in particular evacuation scenarios, have been studied quite intensively, multi destination problems, where distinct streams of pedestrians move from one or more starting points to multiple destinations, still yield a broad field for further research. In particular, intersecting pedestrian streams have not yet been studied in detail. In the modelling of pedestrian behaviour, methods and models from two basic model classes are usually applied [5]. In microscopic models, pedestrians are considered as individual objects interacting with each other, while in macroscopic models, pedestrian behaviour is analyzed in terms of more global properties of a continuous stream. Macroscopic models focus on the balancing relationships of particle density, interpreting pedestrians as particles, flow intensity and flow speed etc. We refer to [6] for a detailed overview of both vehicular and pedestrian traffic and the main modelling and simulation approaches. The modelling of pedestrian flows with macroscopic approaches has received various contributions in the last decade, see [2, 4, 7, 8, 9, 10]. One reason to model pedestrian flows by fluid physical models from gas or fluid dynamics results from the observation that in very dense pedestrian crowds, pedestrians behave quite similarly to gas particles. Most of the
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research in the macroscopic area of pedestrian simulation is, therefore, focussed on the discussion of partial differential equations, based on physical principles like mass, momentum and energy balances. This contribution is a further development of a model, where a convection-diffusion equation with only linear diffusion has been considered \cite{2, 3}; this further development models crowd avoiding behaviour and will be part of the full paper version.

2. Modelling. We assume pedestrian flow to be a transport problem principally defined by a mass balance. Let $\Omega$ be an open sufficiently smooth bounded domain in $\mathbb{R}^2$ and $(0, T)$ an open interval. For $(x, y) \in \Omega$, $t \in (0, T)$ the mass equation

$$\frac{\partial \varrho_i}{\partial t} + \nabla \cdot (\varrho_i \mathbf{v}_i) = 0, \quad i = 1, \ldots, n, \quad (1)$$

describes the mass flow, where $t$ denotes time, $\varrho_i \in [0, 1]$, $\mathbf{v}_i = \mathbf{v}_i(\varrho_1, \ldots, \varrho_n) = \varrho_i(\varrho_1, \ldots, \varrho_n) \mathbf{v}_i(\varrho_1, \ldots, \varrho_n)$, $1 \leq i \leq n$, the local densities and speeds, respectively, of the $i$-th component of $n \in \mathbb{N}$ distinct pedestrian species. The model developed in the sequel has the general form

$$\frac{\partial \varrho_i}{\partial t} + \nabla \cdot f_i(\varrho_1, \ldots, \varrho_n; x, y) = \sum_{j=1}^{n} \nabla \cdot (b_{ij}(\varrho_1, \ldots, \varrho_n) \nabla \varrho_j), \quad i = 1, \ldots, n, \quad (2)$$

or written in vector form

$$\frac{\partial \varrho}{\partial t} + \nabla \cdot f (\varrho) = \nabla \cdot \left( B (\varrho) \nabla \varrho \right), \quad (3)$$

with the diffusion matrix $B (\varrho) = (b_{ij})_{i,j=1}^{n}$, $b_{ij} = b_{ij}(\varrho_1, \ldots, \varrho_n)$, $1 \leq i, j \leq n$, a flow function $f (\varrho) = f_i(\varrho_1, \ldots, \varrho_n; x, y)$, $i=1, \ldots, n$, and where $\varrho = (\varrho_1, \ldots, \varrho_n)^T$, $\nabla \varrho = (\nabla \varrho_1, \ldots, \nabla \varrho_n)^T$. For $n = 2$, the equation (2) has been considered in \cite{2} with the constant diffusion matrix

$$B(\varrho_1, \varrho_2) = \begin{pmatrix} \varepsilon & \delta \\ \delta & \varepsilon \end{pmatrix}. \quad (4)$$

In the sequel we develop a model with a nonlinear diffusion matrix. We assume that pedestrians, instead of following an uncontrolled uniform diffusion, will try to evade from crowded spaces. Our model will be based on the assumption that pedestrians avoid densely populated areas by modifying their motion into the direction of the negative gradient of the total local density $\varrho = \varrho_1 + \cdots + \varrho_n$. This local orientation can be metaphorically interpreted by the hypothetical behaviour of blind persons with white canes, who generally stick to their planned direction, but modify it by taking a direction away from congestion when they “detect” the gradient.

Our model has to reflect two aspects of pedestrian behaviour that correspond to strategic and tactic decision making, respectively. On the one hand, a pedestrian has a target, which he tries to reach, and on the other hand, he might be forced to deal with local problems like high densities. To take account of these two aspects, we restart from the mass equation (1) and decompose the velocity as

$$\mathbf{v}_i(\varrho_1, \ldots, \varrho_n) = \mathbf{v}^s_i(\varrho_1, \ldots, \varrho_n) + \mathbf{v}^t_i(\varrho_1, \ldots, \varrho_n), \quad i = 1, \ldots, n, \quad (5)$$

consisting of the following two components:

- a strategic component $\mathbf{v}^s_i$ following a strategic goal of reaching a certain destination on a desired path,
- and a tactical component $\mathbf{v}^t_i$, which locally avoids densely populated areas.
Both velocity components are modelled as a product of velocity and direction,
\[ v_i^s = a_i V_i \]  \[ v_i^t = b_i W_i \]  
(6)
where \( d_i^s \) and \( d_i^t \) denote the direction field giving a desired strategic and an adapted tactical walking direction, respectively. The functions \( V = V(\varrho) \) and \( W = W(\varrho) \) with \( \varrho = \sum_{i=1}^{n} \varrho_i \) are velocity modules denoting the magnitudes of the speeds in the respective direction. The constants \( a_i \) and \( b_i \) are maximal direction velocities.

Standard strategic directions are for example opposite or perpendicular. For a two-species model, where \( n = 2 \), the most simple examples are given by \( d_1^s = (1,0)^T \), \( d_2^s = (-1,0)^T \) and \( d_1^t = (1,0)^T \), \( d_2^t = (0,1)^T \), respectively.

With these specifications equation (1) can be written as
\[ \frac{\partial \varrho_i}{\partial t} + \nabla \cdot \left\{ \varrho_i \left[ a_i V_i d_i^s + b_i W_i d_i^t \right] \right\} = 0 \]  
(7)

The tactical direction is modelled as
\[ \chi(\varrho) = \begin{cases} 1/|\nabla \varrho| & \text{if } |\nabla \varrho| > 1, \\ 1 & \text{if } |\nabla \varrho| \leq 1, \end{cases} \]  
(9)
we can interpret (7) as an example of model type (2) with
\[ b_{ij}(\varrho_1, \ldots, \varrho_n) = -b_i \varrho_i W \chi(\varrho), \quad i, j = 1, \ldots, n, \]  
(10)
which describes a diffusive flux opposite to the gradient of the total density and proportional to \( \varrho_i \). Here, \( V \) is weighting the strategic part of the pedestrian way, and \( W \) the tactical part. A generic assumption for \( V \) is to be decreasing,
\[ V(0) = 1, \quad V' \leq 0, \quad V(1) = 0, \]  
(11)
which describes a throttling effect at higher concentrations. The more persons are in a given region, the more they get stuck on their way towards the strategic direction. The tactical velocity \( W \) is assumed to increase,
\[ W(0) = 0, \quad W' \geq 0, \quad W(1) = 1, \]  
(12)
which reflects the model assumption that at higher concentrations the tendency to evade increases. The more persons are blocking the way, the stronger is the tendency to move on along an alternative trajectory. Being aware of the symmetry of (11) and (12), one can impose the constraint
\[ V + W = 1 \]  
(13)
in order to model the realistic assumption that the partitioning of the flux into a strategically and a tactically caused directed part also results in a partitioning of a total velocity, which is normalized to 1. Equality (13) expresses that a pedestrian has an individual level of moving activity, which he partitions on the alternatives of either rather moving to the desired target or rather evading from jams.

Condition (13) does not constrain the qualitative behaviour but reduces the degree of freedom, which is helpful in absence of other modelling guidelines. In this
contribution, we choose $1 - \rho$ and opt for the assumption (13). This yields $W = \rho$, hence (10) becomes

$$b_{ij}(\rho_1, \ldots, \rho_n) = -b_i \rho_i \chi(\rho), \quad i, j = 1, \ldots, n,$$

that yields a diffusion matrix of the form

$$\hat{B}(\rho) = \rho \begin{pmatrix} b_1 \rho_1 & \cdots & b_1 \rho_1 \\ \vdots & \ddots & \vdots \\ b_n \rho_n & \cdots & b_n \rho_n \end{pmatrix} \chi(\rho).$$

3. **Numerical implementation.** We apply a finite volume discretization, as this approach is well suited for simulating pedestrian dynamics due to its mass preserving properties. For the implementation we use the OpenFOAM package. Our implementation allows for triangulations with possibly irregular grids. In view of the reciprocal complementation of discrete microscopic and PDE based macroscopic models, the further development of our approach will integrate data from a discrete grid-based microscopic method [1]. In particular, we will use the same grids for both approaches. This leads to the requirement of cells of approximately the same size all over the used grids. We use an upwind approximation, obtaining thus a spatial approximation of first order. This upwind strategy provides a necessary numerical stabilization of a convective dominated transport equation and produces an artificial viscosity of at least the order of the meshsize. As a practical consequence we also get a numerical tool for the resolution of jams reflecting real-life behaviour.

4. **Examples.** The following examples illustrate the different behaviour of model variants (4) with linear diffusion matrix $B$, which we refer to as the “divergence” or $\Delta$-simulation model and (15) with the nonlinear diffusion matrix $\hat{B}$, which we refer to as the “gradient” or $\nabla$-simulation model. We choose the domain $\Omega = [-1, 1]^2$, which we assume to be empty at the beginning, i.e. we set

$$\rho_i(0, x, y) = 0 \quad \text{for all} \quad (x, y) \in \Omega, \quad i = 1, 2.$$

![Direction fields of stream 1 (left) and 2 (right).](image.png)
The subboundaries
\[ \Gamma_{sw} = \{(x, y) : x = -1, y \in [-1, -0.7]\}, \quad \Gamma_{nw} = \{(x, y) : x = -1, y \in [0.7, 1]\}, \]
\[ \Gamma_{ne} = \{(x, y) : x = 1, y \in [0.7, 1]\}, \quad \Gamma_{se} = \{(x, y) : x = 1, y \in [-1, -0.7]\}, \]
represent dedicated entries (\(\Gamma_{sw,nw}\)) and exits (\(\Gamma_{ne,se}\)), while
\[ \Gamma_c = \partial \Omega \setminus (\Gamma_{sw} \cup \Gamma_{nw} \cup \Gamma_{ne} \cup \Gamma_{se}) \] (17)
denotes the walls. Stream 1 and 2 enter the domain by the entry \(\Gamma_{sw}\) and \(\Gamma_{nw}\), respectively, and leave it by exit \(\Gamma_{ne}\) and \(\Gamma_{se}\), respectively.

![Figure 2. Simulation of the the \(\nabla\)-model. Total density \(\varrho = \varrho_1 + \varrho_2\) (left) and intersecting flux fields (right) at time \(t = 8.65\) (steady state) for weak influxes \(V\varrho_{1,2}|_{\Gamma_{sw,nw}} = 0.0625\).](image)

We consider a situation with two pedestrian streams \((n = 2)\) intersecting in an angle of 90°. In the strategic direction fields \(d^i_1\) and \(d^i_2\) the entrances are adjacent corners. The corresponding exit is located in the remote corners of the square (Figure 1).

The specification of the convective fluxes is completed by setting \(a_1 = a_2 = 1, \quad V = 1 - \varrho\). In order to illustrate the different qualitative behaviours of the two approaches, we use normalized parameters for the coefficients of the linear diffusion matrix by setting \(\varepsilon = 0.01, \delta = 0\) in (4) and \(b_1 = b_2 = 1\) for the nonlinear diffusion matrix (15). This choice is motivated by the experimental observation that a larger \(\varepsilon\) corresponds to a larger diffusion that is spreading pedestrians rather quickly over the available space. This takes place independently of the other phase and the total density. As a consequence, a violation of the condition \(\varrho \leq 1\) has been observed for larger values of \(\varepsilon\). This effect of undirected diffusion contradicts the assumption that pedestrian streams are oriented towards specific targets. With these specifications the model variants reduce for the linear "\(\Delta\)-model" to
\[ \frac{\partial \varrho_i}{\partial t} + \nabla \cdot \left( \varrho_i (1 - \varrho) d^i \right) = \varepsilon \Delta \varrho_i, \quad i = 1, 2, \] (18)
and for the nonlinear "\(\nabla\)-model" to
\[ \frac{\partial \varrho_i}{\partial t} + \nabla \cdot \left( \varrho_i (1 - \varrho) d^i \right) = \nabla \cdot \left( \varrho_i \varrho \chi(\varrho)\nabla \varrho \right), \quad i = 1, 2. \] (19)
On the walls $\Gamma_c$ with exterior normal vector $\nu$ one would expect zero-flux boundary conditions
\[
    f_{\Gamma} = \left( \rho_i V d_i^s - \varepsilon \nabla \rho_i \right) \cdot \nu \quad \text{for the $\Delta$-model (18)},
\]
\[
    f_{\Gamma} = \left( \rho_i V d_i^s - \rho_i W \chi(\rho) \nabla \rho \right) \cdot \nu \quad \text{for the $\nabla$-model (19)},
\]
where $V = V(\rho)$ is a speed function derived form the fundamental diagram and $W = W(V)$ a density-evasion speed weight in $\Omega$. For numerical reasons, these boundary conditions are not sufficient because boundary layer effects would lead to numerical densities greater than one in contradiction to the model. Therefore, we impose the additional conditions
\[
    \nabla \rho_i \cdot \nu = 0, \quad d_i^s \cdot \nu = 0 \quad \text{for the $\Delta$-model (18)},
\]
\[
    \rho_i = 0 \quad \text{for the $\nabla$-model (19)}. \tag{21}
\]
The following flux condition at the exits guarantees that all pedestrians entering the region are able to leave it. The flux condition at the entries guarantees a density dependent inflow rate while a constant influx rate would lead to a back flow through the entry in the case of completely occupied regions (or cells in the discrete model).
Figure 4. Simulation results for ∇-model. Density $\varrho_i$ (left) and flux field (right) at times $t = 10$ and $t = 395$.  

near the entry in contradiction to the model assumptions. 

$$\nabla \varrho_i \cdot \nu = 0, \quad d_i^\nu \cdot \nu = 1, \quad V|_\Gamma = 1 \quad \text{on} \quad \left\{ \begin{array} { l l } { \Gamma_{ne} & \text{for } i = 1 } \\ { \Gamma_{se} & \text{for } i = 2 } \end{array} \right. \quad \text{(exits)},$$

$$\varrho_i = \rho_i = \text{const}, \quad d_i^\nu \cdot \nu = -1,$$

$$V|_\Gamma = 1 \quad \text{(Δ-model)}, \quad V|_\Gamma = 1, W|_\Gamma = 0 \quad \text{(∇-model)}.$$  

\hspace{1cm} (22)

Obviously, numerical stability and conformity with real life situations have been paid for by possibly discontinuous boundary conditions. This is one of the consequences of the fact, that, on the one hand, PDE based macroscopic models are indispensable because of their global properties, but, on the other hand, that for very dense crowds the observed behaviour is only similar to gas dynamics.

The upwind direction is controlled by sign of $d_i^\nu$ in (18) and the sign of $(1 - \varrho)d_i^\nu - \varrho \chi(\varrho)\nabla \varrho$ in (19), respectively. The examples are computed on an $40 \times 40$ - grid with regular quadratic cells.

In the case of a $90^\circ$-intersection, supercritical flows should behave more symmetric than in a $180^\circ$-intersection, where the entry of one phase is the shared exit of
the other, such that a complete blocking by one “winning” phase takes place at the entry of the other phase.

For small influxes the intersecting pedestrian streams behave qualitatively quite similar for both models see Figure 2 for a simulation of the ∇-model.

The simulation results for high influxes are compared in Figure 3 and Figure 4 for the ∆-model and the ∇-model, respectively. Since both stream behave symmetrically only stream 1 is shown. In a simulation of the ∆-model, a mutual blocking of both streams occurs in the center of the domain. Also a reciprocal obstruction already near the entries is observed. These blockings are caused by a missing evasion strategy and gradually growing in time. The locking due to a missing evasion strategy. The simulation of the ∇-model in contrast there is no mutual blocking in the center thanks to the avoidance strategy that allows for a better use of the space to pass by each other. The larger tailback at the exits can be naturally explained by the low exit rate. For the ∇-model, we observed a maximum flux of about 0.24375 which is well in accordance with the theoretically expected 0.25. A further increasing of the influx would show the effect of overcrowding with a succeeding breakdown of the flux. This behaviour is better suited to real life situations and probably due to the more realistic density distribution that emerges which includes a tendency to phase separation. As a conclusion, comparing both models, the ∇-model is better adapted at the intended simulation of pedestrian behaviour.
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SOME RESULTS ON THE TWO-DIMENSIONAL DISSIPATIVE EULER EQUATIONS
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Abstract. We make a review of some recent results concerning special solutions and behavior at infinity for 2D dissipative Euler equations. In particular, we give a simplified proof—in the space-periodic setting—of the uniform space/time boundedness of the first derivatives of the velocity, under suitable assumptions on the external force and on the dissipation (damping) coefficient. This is used to sketch the proof of existence of almost-periodic solutions.

1. Introduction. In this paper we summarize some results related with the long-time behavior of the Euler equations for incompressible fluids in two space dimensions. It is well-known that in the 2D case it is possible to prove, for smooth enough data, existence and uniqueness of smooth solution, for all positive times (see also the discussion in the next section for certain less-standard results). It is also clear that without any smoothing or dissipation, one cannot expect to have uniform boundedness of the energy and of other interesting quantities as the enstrophy or higher norms of the velocity. To this end we consider the so-called dissipative Euler equations

\[ \partial_t u + \chi u + (u \cdot \nabla) u + \nabla p = f \quad \text{in } ]0, +\infty[ \times \mathbb{T}, \]
\[ \nabla \cdot u = 0 \quad \text{in } ]0, +\infty[ \times \mathbb{T}, \] (1)

where \( u = (u_1, u_2) \) is the velocity of the fluid with the initial condition \( u(0) = u_0, \) \( p \) is the kinematic pressure, \( f = f(t, x) \) is the external force field, \( \mathbb{T} := (\mathbb{R}/2\pi \mathbb{Z})^2 \) is a two dimensional torus and all quantities are 2\( \pi \)-space periodic and with vanishing mean value. The damping term \( \chi u \) (with \( \chi > 0 \)) models the bottom friction in some 2D oceanic models (when the system is considered in a bounded domain; in that case, the system is called the viscous Charney-Stommel barotropic ocean circulation model of the gulf stream) or the Rayleigh friction in the planetary boundary layer (with space-periodic boundary conditions). The positive constant \( \chi \) is the Rayleigh friction coefficient (or the Ekman pumping/dissipation constant) or also the sticky viscosity, when the model is used to study motion in presence of rough boundaries, see for instance Gallavotti [10]. Early existence results can be found in Barcilon, Constantin, and Titi [2], while links between the driven and damped 2D Navier-Stokes, attractors, and statistical solutions are proved in Ilyin, Miranville, and Titi [12] and Constantin and Ramos [8]. The model (1) represents (probably) the “weakest” dissipative modification of the Euler equations and results on the
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long-time behavior of the damped/driven Navier-Stokes do not directly pass to the limit as the “viscosity goes to zero,” hence a completely different treatment is required to study the problem without viscosity. This paper is aimed at sketching the fundamental steps needed to show existence of almost-periodic solutions and one key-result is that of showing a sort of asymptotic stability, cf. [15]. In order to use standard tools based on dissipation to construct almost-periodic solutions we need a control on the difference of two solutions. The presence of the nonlinear convection term seems to require an estimate on \( \| \nabla u \|_{L^\infty} \). To this end we analyze the equation for the vorticity. Taking the curl of (1) (define \( \xi := \text{curl} u := \partial_2 u_1 - \partial_1 u_2 \) and \( \phi := \text{curl} f \)) one obtains

\[
\nabla \xi + \chi \xi + (u \cdot \nabla) \xi = \phi \quad \text{in } [0, \infty[ \times T, \tag{2}
\]

which is a non-local scalar transport equation (with damping), which plays a fundamental role in the sequel.

Moreover, it is well-known that (by the Biot-Savart formula) the velocity can be reconstructed from the vorticity by recalling that \( -\Delta u = \nabla \xi \). Basic Calderon-Zygmund or Schauder estimates for the Poisson equations allow us to state that \( \nabla u \) and \( \xi \) are at the same level of regularity in \( L^p \) spaces \((1 < p < \infty)\) or in H"older spaces \( C^{0,\alpha} \). Roughly speaking (full details are given in [5, 6]) the \( L^p \)-setting, with \( p < +\infty \) is too weak, while the \( C^{0,\alpha} \) setting seems too strong in order to obtain uniform estimates. This suggest to use a more precise functional framework and in particular to employ the following well-known potential theoretic result:

\[
\exists C_0 = C_0(T) > 0 : \quad \| \nabla u \|_{L^\infty(T)} \leq C_0 \| \xi \|_{C^D(T)},
\tag{3}
\]

to show boundedness of the gradient of \( u \). We recall that the set of Dini-continuous functions \( C^D(T) \subset C(T) \) is the subset of continuous functions \( f : T \to \mathbb{R} \) such that

\[
\| f \|_{C^D(T)} := \| f \|_{L^\infty(T)} + [f]_{C^D} := \| f \|_{L^\infty(T)} + \int_0^{\sqrt{2\pi}} \omega(f, \sigma) \frac{d\sigma}{\sigma} < +\infty,
\]

where

\[
\omega(f, \sigma) := \sup \left\{ |f(x) - f(y)| : x, y \in T, 0 < |x - y| < \sigma \right\}.
\]

The main reason for the use of this functional space to study the vorticity stems in the uniform estimate proved in Proposition 1, which –together with (3)– gives the requested bound. We emphasize that the first use of these spaces for the vorticity of Euler equations dates back to Beir"ao da Veiga [4] in the context of global well-posedness of the 2D problem. In questions of stability the role of Dini-continuous vorticity has been first recognised by Koch [14], while recent results on global attractors are those proved in [5]. Close relationship between Dini and critical Besov spaces is analyzed in [11]. We consider Stepanov almost-periodic solutions (see [1] for further details), which seems the most natural setting for problems related with the Euler equations. If \( X \) is a Banach space we define \( L^2_{uloc}(X) \) as the space of uniformly locally square integrable \( X \)-valued functions

\[
L^2_{uloc}(X) := \{ v \in L^2_{loc}(\mathbb{R}; X) : \sup_{t \in \mathbb{R}} \int_t^{t+1} \| v(s) \|^2_X \, ds < \infty \}.
\]

Next, we say that \( v \in L^2_{uloc}(X) \) belongs to \( \mathcal{S}^2(X) \) or is Stepanov almost-periodic (with values in \( X \)) if and only if the set of the time-translates of \( v \) is relatively compact with respect to the \( L^2_{uloc}(X) \)-topology.

The main result of this paper is then the following
Theorem 1.1. Let be given a divergence-free external force \( f \in \mathcal{S}^2(L^2(\mathbf{T})) \) with \( \text{curl} \, f \in L^\infty(\mathbf{R}; C^0(\mathbf{T})) \). There exists \( \chi_0 = \chi_0(f) > 0 \) such that if \( \chi > \chi_0 \), then there exists an almost-periodic solution \( u \in \mathcal{S}^2(L^2(\mathbf{T})) \) to the dissipative Euler equations (1).

Remark 1. The condition on \( \chi \) can be also read as a smallness condition on \( f \). Moreover, by standard results due to Dafermos [9], obtained by compact embedding and interpolation, the solution \( u \) will belong also to \( \mathcal{S}^2(H^1(\mathbf{T})) \).

Remark 2. Appropriate modifications of the calculations from the next sections can be used to handle also the more general case of a bounded smooth domain \( \Omega \subset \mathbf{R}^2 \) for the problem endowed with the boundary condition \( u \cdot n = 0 \) on \( \partial\Omega \), see [6] for full details.

The same approach can be also used (with some additional technical steps) to prove, in the case of a time-independent force, the following result concerning the existence of a global attractor, see [5] for full details.

Theorem 1.2. Let be given \( f \in H^1(\mathbf{T}) \) such that \( \phi = \text{curl} \, f \in C^0_D(\mathbf{T}) \). There exists \( \chi_0(f) > 0 \) such that if \( \chi > \chi_0 \), then, there exists a global attractor \( \mathcal{A} \subset C(\mathbf{T}) \), for the dissipative 2D Euler equations (1).

Remark 3. Also Thm. 1.2 holds true in a bounded smooth domain \( \Omega \subset \mathbf{R}^2 \) and moreover the Hausdorff dimension of \( \mathcal{A} \) turns out to be finite, cf. [5]

2. Existence of weak solutions. In this section we recall some basic results on existence and uniqueness of weak solutions, proved in Bessaih and Flandoli [7], by adapting classical results by Yudovich [16] and Bardos [3]. Let \( \mathcal{V} \) be the space of infinitely differentiable, periodic, divergence-free, and with vanishing mean value vector-fields on \( \mathbf{T} \). We introduce the usual Hilbert space \( \mathcal{H} \) defined as the closure of \( \mathcal{V} \) with respect to the norm \( | \cdot | \) of \( L^2(\mathbf{T})^2 \), with the inner product of \( L^2(\mathbf{T})^2 \), denoted in the sequel by \( (\cdot, \cdot) \). As usual, \( \mathcal{V} \) is the closure of \( \mathcal{V} \) with respect to the norm \( \| \cdot \| \) of \( H^1(\mathbf{T})^2 \). Identifying \( \mathcal{H} \) with its dual \( \mathcal{H}' \), and \( \mathcal{H}' \) with the corresponding natural subspace of \( \mathcal{V}' \), we have the standard Gelfand triple \( \mathcal{V} \subset H \subset \mathcal{V}' \) with continuous and dense injections. (For simplicity we denote the dual pairing between \( \mathcal{V} \) and \( \mathcal{V}' \) by the same symbol as for the inner product of \( H \).

Definition 2.1. We say that the vector field \( u \in C(0, \infty; H) \cap L^\infty_{\text{loc}}(0, \infty; \mathcal{V}) \), with \( \partial_t u \in L^2_{\text{loc}}(0, \infty; \mathcal{V}') \), is a weak solution to (1) on \( [0, \infty[ \) if the following properties hold \( \forall \, v \in \mathcal{V} \) and all \( t \geq t_0 \geq 0 \):

\[
\| u(t) \| \leq \| u(t_0) \|^2 e^{-\chi(t-t_0)} + \chi^{-1} \int_{t_0}^t \| f(s) \|^2 e^{-\chi(t-s)} \, ds,
\]

\[
|u(t)|^2 + 2\chi \int_{t_0}^t |u(s)|^2 \, ds \leq |u(t_0)|^2 + \int_{t_0}^t (f(s), u(s)) \, ds,
\]

\[
\langle u(t) - u(t_0), v \rangle + \chi \int_{t_0}^t \langle u(s) \rangle \, ds + \int_{t_0}^t \langle (u(s) \cdot \nabla) u(s), v \rangle \, ds = \int_{t_0}^t \langle f(s), v \rangle \, ds.
\]

We have the following result:

Theorem 2.2. Let be given \( u_0 \in \mathcal{V} \) and \( f \in L^1_{\text{loc}}(0, +\infty; \mathcal{V}) \). Then, there exists at least a weak solution to (1). Moreover, if \( \text{curl} \, u_0 \in L^\infty(\mathbf{T}) \) and \( \text{curl} \, f \in L^1_{\text{loc}}(0, +\infty; L^\infty(\mathbf{T})) \), such a solution is unique.
Lemma 2.3. \[ \text{连续。} \] In particular, the following result is well-known, see for instance [13].
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Then, defining \( \delta > 0 \)


\( \nu \)


\( \nu > 0 \)


\( \partial_t u' + \chi u' + (u' \cdot \nabla) u' - \nu \Delta u' + \nabla p' = f \) in \( [0, T] \times \mathbb{T} \),

\( \nabla \cdot u' = 0 \) in \( [0, T] \times \mathbb{T} \),

for which existence of Leray-Hopf weak solutions in \( [0, T] \) for any positive \( T \) is well-known. Next, by using the vorticity equation for \( \xi' = \text{curl } u' \) it is easy to prove (along Galerkin approximation) that

\[
\frac{d}{dt} |\xi'(t)|^2 + \chi |\xi'(t)|^2 + \nu |\nabla \xi'(t)|^2 \leq \frac{1}{\chi} |\phi|^2,
\]

which can be used to show an uniform bound for the vorticity in \( L^2(\mathbb{T}) \). Then, with this it is possible to show that the limit \( u := \lim_{\nu \to 0^+} u' \) is a weak solution to the dissipative Euler equations.

The uniqueness in the case of a bounded vorticity for the Euler equations is more delicate, and it is based on the inequality proved in [16].

\[
\exists C > 0, \text{ independent of } p : \quad \|u\|_{L^p(\mathbb{T})} \leq C \sqrt{p} \|u\|_{W^{1,2}(\mathbb{T})} \quad \forall p \geq 2.
\]

\[ \square \]

Since we have a unique solution of (1) we can prove better regularity on it simply by using representation formulas. It is well-known that if \( \xi \in H^\infty(\mathbb{T}) \), then this is not enough to have \( \nabla u \in L^\infty(\mathbb{T}) \) (being the endpoint estimate) hence Lipschitz characteristics. The boundedness of the vorticity implies that the velocity is Lip-Log (called also quasi-Lipschitz) and then that the characteristics are unique and Hölder continuous. In particular, the following result is well-known, see for instance [13].

Lemma 2.3. Let \( ||\xi|| := \sup_{(s,y) \in [0, T] \times \mathbb{T}} |\xi(s, y)| \), then there exists a constant \( c > 0 \) such that, for all \( x, x_1 \in \mathbb{T} \) such that \( |x - x_1| < 1 \)

\[
|u(t, x) - u(t, x_1)| \leq c||\xi|| |x - x_1| [1 - \log(|x - x_1|)].
\]

If \( U(s, t, x) \) denotes the solution of the Cauchy problem

\[
\begin{cases}
\frac{dU(t, s, x)}{dt} = u(t, U(t, s, x)), \\
U(s, s, x) = x,
\end{cases}
\]

then, defining \( \delta \) as follows \( \delta := e^{-c||\xi||^2 T} \), it holds

\[
|U(s, t, x) - U(s_1, t_1, x_1)| \leq c||\xi|| |t - t_1| + e(1 + e c ||\xi||) (|x - x_1|^{\delta} + |s - s_1|^{\delta}).
\]

In order to have Lipschitz characteristics, it would be enough, to have bounded gradient of the velocity, which will follow from Dini-continuous vorticity.

Moreover, remaining in the setting of Hölder functions it follows (by direct computation) that the composition of Dini and of an Hölder continuous functions is again a Dini-continuous function.

Lemma 2.4. Let be given \( f \in C_D(\mathbb{T}) \) and \( U \in C^{0,\delta}(\mathbb{T}) \), then the following estimate for the Dini’s semi-norm holds true:

\[
[f \circ U]_{C_D} \leq \frac{1}{\delta} |f|_{C_D} + \frac{2}{\delta} \log |U|_{\delta}(\sqrt{22}\pi)^{\delta - 1}.
\]
Since the Hölder exponent of the characteristics decreases with time, we first fix an interval \([0, T]\) and the previous lemma allows to control the Dini-norm of the vorticity, by using the representation formula obtained by following the characteristics in the equation for the vorticity

\[
\xi(t, x) = \xi_0(U(0, t, x)) e^{-\chi t} + \int_0^t \phi(s, U(s, t, x)) e^{-\chi(t-s)} ds, \quad t \in [0, T]. \tag{5}
\]

By using Lemma 2.4, formula (5), and by reasoning as in [4, 14] one can easily show that if \(\xi_0 \in C_D(T)\) and \(\phi \in L^1_{\text{loc}}(0, +\infty; C_D(T))\), then \(\xi \in L^\infty(0, T; C_D(T))\), for all positive \(T\).

**Remark 4.** By using the Schauder’s fixed point theorem (employed in two slightly different manners in Ref. [4, 14]) it is possible also to show that \(\xi \in C([0, T]; C_D(T))\), for all \(T > 0\), but this is not needed here.

For our purposes the continuity is not so important, but what will be relevant is the following result.

**Proposition 1.** Let \(u_0 \in V\) such that \(\xi_0 \in C_D(T)\) and \(\phi \in L^\infty(0, +\infty; C_D(T))\). Then, for large enough \(\chi > 0\), the Dini-norm of \(\xi\) is uniformly bounded over \([0, +\infty]\).

**Proof.** We are assuming that we have a unique solution \(\xi \in L^\infty(0, T; C_D(T))\) of the transport equation (2), for any given \(T > 0\). Then for a.e. \(t \in [0, T]\) it follows \(\nabla u(t, \cdot) \in L^\infty\) and \(U\) is Lipschitz continuous (especially in the space variable) and the Lip-norm depends on the Dini-norm of \(\xi\). More precisely, we have the estimate

\[
|\nabla U(s, t, x)| \leq e \int_s^t \sup_{y \in T} |\nabla u(\tau, y)| d\tau \quad \text{for } (s, t, x) \in [0, T]^2 \times T, \tag{6}
\]

but, since the bound on \(\|\nabla u\|_{L^\infty}\) depends on \(\|\xi(t)\|_{C_D}\), it may depend on \(T > 0\).

To show an uniform bound we first observe that the \(L^\infty\) bound for the vorticity (shown also in [7]) follows directly from (5) and it is independent of \(T\):

\[
\|\xi(t)\|_{L^\infty} \leq ||\xi_0||_{L^\infty} e^{-\chi t} + \sup_{t \geq 0} \|\phi(t)\|_{L^\infty} \frac{1 - e^{-\chi t}}{\chi}.
\]

We estimate the Dini-continuity of \(\eta = \xi e^{\chi t}\) on \([0, T]\). Observe that, for \(\eta\) we have the representation formula \(\eta(t, x) = \xi_0(U(0, t, x)) + \int_0^t \phi(s, U(s, t, x)) e^{\chi s} ds\), and

\[
\|\eta(t)\|_{L^\infty} \leq ||\xi_0||_{L^\infty} + \sup_{t \geq 0} \|\phi(t)\|_{L^\infty} \frac{e^{\chi t} - 1}{\chi}.
\]

Moreover, we observe that \([\eta(t)]_{C_D} = [\xi(t)]_{C_D} e^{\chi t}\), and we split it as follows:

\[
[\eta(t)]_{C_D} := \int_0^1 \sup_{|x-y| \leq \rho} |\eta(t, x) - \eta(t, y)| \frac{d\rho}{\rho}
\]

\[
\leq \int_0^1 \sup_{|x-y| \leq \rho} |\xi_0(U(0, t, x)) - \xi_0(U(0, t, y))| \frac{d\rho}{\rho}
\]

\[
+ \int_0^t \int_0^1 \sup_{|x-y| \leq \rho} |\phi(s, U(s, t, x)) - \phi(s, U(s, t, y))| e^{\chi s} \frac{d\rho}{\rho} ds
\]

\[=: B_1 + B_2. \tag{7}\]
By making a change of variable by means of the unitary diffeomorphism $U(0, t, x)$ we have that

$$B_1 \leq \int_0^1 \sup_{|x-y| \leq \rho} |\xi_0(x) - \xi_0(y)| \frac{d\rho}{\rho} \leq \int_0^1 \sup_{|x-y| \leq \rho} |\xi_0(x) - \xi_0(y)| \frac{d\rho}{\rho} + 2\|\xi_0\|_{L^\infty} \int_1^\infty \frac{d\rho}{\rho} \leq [\xi_0]_{C_D} + 2\|\xi_0\|_{L^\infty} \log \|\nabla U(0, t, \cdot)\|_{L^\infty},$$

and, by appealing to (6), we get

$$B_1 \leq [\xi_0]_{C_D} + 2\|\xi_0\|_{L^\infty} \int_0^t \|\nabla u(s)\|_{L^\infty} ds \leq [\xi_0]_{C_D} + 2C_0\|\xi_0\|_{L^\infty} \int_0^t \|\eta(s)\|_{C_D} ds.$$

Concerning $B_2$, by making the change of variables by means of $U(s, t, x)$, we have

$$B_2 \leq \int_0^t \int_0^1 \sup_{|x-y| \leq \rho} |\phi(s, x) - \phi(s, y)| \frac{d\rho}{\rho} \exp s ds \leq \int_0^t \int_0^1 \sup_{|x-y| \leq \rho} |\phi(s, x) - \phi(s, y)| \frac{d\rho}{\rho} \exp s ds \leq \sup_{t \geq 0} |\phi(t)|_{C_D} \int_0^t \exp s ds + 2\sup_{t \geq 0} |\phi(t)|_{L^\infty} \int_0^t \log \|\nabla U(s, t, \cdot)\|_{L^\infty} \exp s ds \leq \sup_{t \geq 0} |\phi(t)|_{C_D} \int_0^t \exp s ds + 2\sup_{t \geq 0} |\phi(t)|_{L^\infty} \int_0^t \log \|\nabla U(s, t, \cdot)\|_{L^\infty} \exp s ds \leq \sup_{t \geq 0} |\phi(t)|_{C_D} \int_0^t \exp s ds + 2\sup_{t \geq 0} |\phi(t)|_{L^\infty} \int_0^t \int_s^t \|\nabla u(\tau)\|_{L^\infty} \exp \tau d\tau ds.$$

Changing the order of integration in the last integral we have

$$B_2 \leq \sup_{t \geq 0} |\phi(t)|_{C_D} \int_0^t \exp s ds + 2\sup_{t \geq 0} |\phi(t)|_{L^\infty} \int_0^t \int_0^\tau \|\nabla u(\tau)\|_{L^\infty} \exp s d\tau ds \leq \sup_{t \geq 0} |\phi(t)|_{C_D} \frac{\exp t}{\chi} + 2\frac{C_0}{\chi} \sup_{t \geq 0} |\phi(t)|_{L^\infty} \int_0^t \|\eta(\tau)\|_{C_D} d\tau.$$

Collecting all the estimates and by defining $\Phi := \sup_{t \geq 0} |\phi(t)|_{C_D}$ we arrive at

$$\|\eta(t)\|_{C_D} \leq \|\xi_0\|_{C_D} + \frac{2\Phi}{\chi} \exp t + 2C_0 \left[\|\xi_0\|_{C_D} + \frac{\Phi}{\chi}\right] \int_0^t \|\eta(s)\|_{C_D} ds.$$

By using Gronwall lemma and by coming back to the variable $\xi$ we get

$$\|\xi(t)\|_{C_D} \leq \left[\|\xi_0\|_{C_D} + \frac{2\Phi}{\chi} - \frac{2\Phi\chi}{\chi^2 - 2C_0(\Phi + \|\xi_0\|_{C_D}\chi)}\right] e^{\frac{2C_0(\Phi + \|\xi_0\|_{C_D}\chi)}{\chi} t} + \frac{2\Phi\chi}{\chi^2 - 2C_0(\Phi + \|\xi_0\|_{C_D}\chi)}$$

which is uniformly bounded on $[0, +\infty)$ if $2C_0\Phi + 2C_0\|\xi_0\|_{C_D}\chi - \chi^2 < 0$, that is if $\chi > \chi_0 := C_0\|\xi_0\|_{C_D} + \sqrt{\frac{C_0^2\|\xi_0\|_{C_D}^2}{2C_0\Phi} + 2C_0\Phi}$, ending the proof. \qed
We are now ready to proceed to the proof of the main result. The first step consists in proving existence of weak solution defined for all \( t \in \mathbb{R} \). This is classically obtained by constructing solutions of the following problems

\[
\begin{cases}
\partial_t u_n + \chi u_n + (u_n \cdot \nabla) u_n + \nabla p_n = f & \text{in } -n, +\infty \times \mathbb{T}, \\
\nabla \cdot u_n = 0 & \text{in } -n, +\infty \times \mathbb{T}, \\
u_n(-n) = 0 & \text{in } \mathbb{T}.
\end{cases}
\] (8)

The results of the previous section show the following result.

**Proposition 2.** Under the hypotheses of Thm. 1.1, for \( \chi > \sqrt{2C_0} \Phi \) the unique weak solution of (8) satisfies \( u_n \in L^\infty(-n, +\infty; V) \) and \( \nabla u_n \in L^\infty(-n, +\infty; C_0^{1}([0,T])) \).

By extending \( u_n \) to zero for \( t < n \) and by standard compactness tools it follows that \( u_n \rightharpoonup u \) in \( L^\infty(\mathbb{R}; V) \) where \( u \) is a weak solution to the dissipative Euler equations on the whole line. The uniform bounds on \( \|\nabla u_n\|_{L^\infty} \) imply also that, for \( \chi \) large enough

\[\exists C_2 = C_2(f, \chi) : \sup_{t \in \mathbb{R}} \|\nabla u(t)\|_{L^\infty(\mathbb{T})} \leq C_2 < +\infty,\] (9)

With the above estimate at hand we can give an outline of an existence result for almost-periodic solutions.

**Sketch of the Proof of Thm. 1.1.** The condition that \( f \) is \( S^2(\mathbb{H}) \)-almost-periodic reads: for any sequence \( \{r_m\} \) there exists a sub-sequence \( \{r_{m_k}\} \) and a function \( \tilde{f}(t,x) \) such that

\[
sup_{t \in \mathbb{R}} \int_{t}^{t+1} |f(\tau + r_{m_k}) - \tilde{f}(\tau)|^2 d\tau \rightarrow 0.
\]

As in [15, §4], we proceed by contradiction. Therefore, there is a weak solution \( u \) to (1) and a sequence \( \{h_m\} \) such that

\[
sup_{t \in \mathbb{R}} \int_{t}^{t+1} |f(\tau + h_m) - \tilde{f}(\tau)|^2 d\tau \rightarrow 0,
\]

and there exist three sequences \( \{t_k\}, \{h_{m_k}\}, \{h_{n_k}\} \) and a positive constant \( \delta_0 > 0 \) such that

\[
\int_{t_k}^{t_{k+1}} |u(s + h_{m_k}) - u(s + h_{n_k})|^2 ds \geq \delta_0, \quad \forall k \in \mathbb{N}.
\] (10)

Since \( f \) is \( S^2(H) \)-almost-periodic, there exist \( f^*(x,t) \) such that

\[
sup_{t \in \mathbb{R}} \int_{t}^{t+1} |f(\tau + t_k + h_{m_k}) - f^*(\tau)|^2 d\tau \rightarrow 0,
\]

\[
sup_{t \in \mathbb{R}} \int_{t}^{t+1} |f(\tau + t_k + h_{n_k}) - f^*(\tau)|^2 d\tau \rightarrow 0.
\]

By defining the maps \( u_1^k(s) := u(s + t_k + h_{m_k}) \) and \( u_2^k(s) := u(s + t_k + h_{n_k}) \), inequality (10) can be rewritten as follows

\[
\delta_0 \leq \int_{t_k}^{t_{k+1}} |u_1^k(s - t_k) - u_2^k(s) - t_k)|^2 ds = \int_{0}^{1} |u_1^k(s) - u_2^k(s)|^2 ds.
\] (11)
Using the a priori bounds on $u$ we can extract a sub-sequence $\{u_i^{k_i}\}$ of $\{u_i^k\}$, $i = 1, 2$, strongly convergent to $u_i$ in $L^2_{\text{loc}}(\mathbb{R}; H)$, for $i = 1, 2$, respectively. Hence, we can pass to the limit in (11) to get

$$
\delta_0 \leq C \int_0^1 |u_1(s) - u_2(s)|^2 ds. \tag{12}
$$

By studying the difference $u_1 - u_2$ on the interval $[t_0, 1]$, with $t_0 < 0$, one can show (by using (9)) that $\int_0^1 |u_1(s) - u_2(s)|^2 ds$ can be made smaller than any positive constant, by taking $t_0$ sufficiently small. This shows a contradiction and ends the proof.
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ABSTRACT. In this paper we extend the ADER-approach [12] onto networks of scalar hyperbolic conservation laws. Within a single edge of the network the classical scheme can be used. At the nodes we use the shrinking stencils of [11] to compute the outflow. The inflow conditions are computed by applying the inverse Lax-Wendroff method to the coupling conditions. Numerical examples confirm the aimed rates convergence and the stability for discontinuous solutions.

1. Introduction. Networks of hyperbolic conservation laws have a wide field of applications. Classical examples are the flow of water or gas in networks of pipelines [1, 3], as well as the human circulatory system [6]. Networks of scalar conservation laws can be used to model traffic flow in a network of roads [2, 9], the productivity of supply chains [8] or telecommunication networks [5]. All these applications need robust and accurate numerical methods in order to resolve the involved flow phenomena.

One possible choice are ADER-schemes [12]. This class of schemes combines high order accuracy in regions of smooth data and robustness in the presence of discontinuous solutions. They especially provide good numerical results for waves traveling over long times [12], which is important for networks of large spatial extent. One main difficulty lies in capturing accurately the solution at the nodes. Since the structure at the coupling points can be treated similarly to classical boundary value problems [1], the present approach adapts the ideas of [11], in order to maintain the high order of accuracy across the nodes.

In the following section the notation of the network problem is shortly recalled. In section 3 we present the numerical method to compute the solutions at the nodes. First the shrinking stencil approach is recalled for the outflow edges at a node. For the inflow edges the temporal derivatives are determined by a successive use of the coupling conditions and its derivatives. The spatial information is restored via the inverse Lax-Wendroff procedure. In section 4 some numerical examples for networks of advection equations and the Burgers equations are presented.

2. Network Notation. We consider a network \( \mathcal{N} = (E, N) \) consisting of a set of edges \( E \) and a set of nodes \( N \). Along each edge \( e \in E \) the quantity \( u_e \) evolves in time according to a scalar hyperbolic conservation law

\[
(u_e(t, x))_t + f_e(u_e(t, x))_x = 0 \quad x \in [0, L_e].
\]
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Here $t \in \mathbb{R}^+$ denotes the time, $x$ the position on the edge, $L_e$ the length of the edge and $f_e$ is the flux function.

At each end of the edge suitable boundary or coupling conditions have to be prescribed. For classical boundary conditions we refer to [4] and only recall the notation at a node. The coupling conditions at a single node $n \in N$ connecting the set of edges $E(n) = \{e_1, ..., e_m\}$ are given by

$$\Phi (u_{e_1}(t,0), \ldots, u_{e_m}(t,0)) = 0.$$  \hspace{1cm} (2)

For simplicity we assume w.l.o.g. that all edges connected to node $n$ are numbered from 1 to $m$ and that in each edge $x$ starts at node $n$. The vector valued function $\Phi$ usually represents a system of nonlinear equations. The well-posedness of such coupling conditions is studied e.g. in [3] and the references therein. The main assumptions are that no sonic points occur and in the scalar case the following condition holds:

$$\det \left[ \frac{\partial}{\partial u_{e_1}} \Phi \ldots \frac{\partial}{\partial u_{e_k}} \Phi \right] \neq 0 ,$$  \hspace{1cm} (3)

i.e. to each outgoing edge, $e_1, \ldots, e_k$, a value can be assigned.

A common example for coupling conditions at a node $n$, with incoming edges $I(n)$ and outgoing ones $O(n)$ (Figure 1), is the following set of equations

$$0 = \sum_{e \in I(n)} f_e(u_e) - \sum_{e \in O(n)} f_e(u_e) ,$$

$$f_l(u_l) = \alpha_l \sum_{e \in I(n)} f_e(u_e) \quad \forall l \in O(n).$$ \hspace{1cm} (4)

The first equation assures the conservation of mass at the node. The second one distributes the incoming mass onto the outgoing edges according to the distribution parameters $0 \leq \alpha_l \leq 1$, $l \in O(n)$ with $\sum_{l \in O(n)} \alpha_l = 1$. Conditions of this type are used in e.g. [7, 9].

3. Numerical Scheme. The conservation law (1) along the edges is solved using a generic ADER scheme [12] with the classical WENO reconstruction [10]. For further details we refer to the given references and focus in the following on the behavior at the nodes.

3.1. Outflow ends. At a node, as well as at free outflow ends, no information from outside the given edge is needed. We therefore use a one sided WENO extrapolation at the boundary, a so called shrinking stencil as in [11].

The idea is, instead of mixing shifted stencils in a non-oscillatory way, to combine a series of shortening stencils, as depicted in Figure 2 for $e_1$. This resulting reconstruction polynomial is used to extrapolate the data within the computational space.
domain onto the ghost cells across the boundary. The actual update can then be performed by the scheme used inside the edge.

The shrinking stencil only needs some mild modifications compared to the classical WENO approach. For example the smoothness indicators, detecting possible discontinuities, can be chosen as usual, except for the smallest stencil of size one. The computations in [11] show, that for smooth data the magnitude of \( \beta_0 \) is of order \( O(\Delta^2_x) \), which motivates the following choices

\[
\beta_0 = (\Delta_x)^2, \quad \beta_r = \sum_{l=1}^{k-1} \int_{x_{i-rac{1}{2}}}^{x_{i+rac{1}{2}}} \Delta_x^{2l-1} \left( \frac{\partial_l p_r(x)}{\partial x} \right)^2 dx.
\]

Here \( p_r \) denotes the reconstruction polynomial of the sub-stencil of length \( r \leq k_{\text{max}} \). According to these choices the prototype weights now change depending to the stencil length:

\[
d_k = \begin{cases} \Delta_x^{k_{\text{max}}-1-k} & 0 \leq i < k_{\text{max}} - 1 \\ 1 - \sum_{l=0}^{k_{\text{max}}-2} \Delta_x^{k_{\text{max}}-1-l} & k = k_{\text{max}} \end{cases}
\]

The actual weights for the convex combination of the different reconstruction polynomials can be computed as in the classical WENO procedure

\[
\alpha_r = \frac{d_r}{(\epsilon + \beta_r)^2}, \quad \omega_r = \frac{\alpha_r}{\sum \alpha_i}.
\]

Finally the resulting non-oscillatory reconstruction polynomial

\[
p_{k_{\text{max}}}^{\text{shrink}}(x) = \sum_{r=1}^{k_{\text{max}}} \omega_r p_r(x)
\]

can be used to compute the cell averages of the ghost cells. This approach maintains the full order of accuracy in case of smooth data, but as well provides sharp resolutions in case of strong shock waves.

3.2. Inflow ends. For the inflow ends of the edges, we distinguish between classical boundaries and inflow from other edges at a node. For the inflow ends of the edges, we distinguish between classical boundaries and inflow from other edges at a node. The classical boundaries can be treated exactly as described in [11] or considered as a node without connection to other edges. The following procedure is used to fill the missing information in the ghost cells of the edges, but small modifications might allow a direct incorporation into the ADER approach.

Solving the coupling conditions (2) only restores information of order zero at the node [9, 2]. The temporal derivatives are governed by the derivatives of the coupling conditions. In order to achieve a higher order of accuracy we therefore transfer the available spatial information from the incoming edges into temporal derivatives at the node using the Lax-Wendroff or Cauchy-Kowalewski (CK) procedure. We translate these values into temporal derivatives of the inflow edges by successive application of the temporal derivatives of the coupling conditions (CC\(^t\)). By the help of the inverse Lax-Wendroff or Kowalewski-Cauchy (KC) procedure, these data can be converted into spatial derivatives and thus a full reconstruction polynomial is obtained, as sketched in Figure 2.

At a given junction we can use the reconstruction polynomials of the edges flowing into the node, obtained from the shrinking stencils from section 3.1, to collect all the ingoing information. These spatial reconstruction polynomials can be transformed
into polynomials in time at the boundary by the Cauchy-Kowalewsky procedure. As this is done in the same way as for the ADER approach, no additional computational effort is required.

The transfer of the information from the outflow ends onto the inflow ends is managed by the coupling conditions. The leading terms of the temporal polynomials of the edges leaving the node is computed by directly solving the coupling conditions (2). For the temporal derivatives we consider the derivatives of the coupling conditions w.r.t. time

\[ \frac{d^l}{dt^l} \Phi (u_{e_1}(t,0), \ldots, u_{e_m}(t,0)) = 0 \quad \forall \ 1 \leq l \leq k_{\text{max}} - 1. \] (5)

These resulting linear systems can all be solved easily, since the highest order temporal derivatives in \( u \) are only accompanied by the first order derivative of \( \Phi \) w.r.t. \( u \). Due to the well-posedness of the coupling conditions (3) this linear system always has a unique solution. Finally the Kowalewski-Cauchy procedure can be applied, since no sonic points occur, i.e. \( f'_{e_i}(u_{e_i}) \neq 0 \).

4. Numerical examples. As numerical examples we present a simple network of advection or Burgers equations. In both cases we used a network of three edges and two nodes, as depicted in Figure 3.
4.1. **Advection equation.** Consider for each edge of the network the conservation law (1) with the flux function $f(u) = u$. At the nodes we choose the coupling conditions (4), with $\alpha_2 = \frac{2}{3}$ and $\alpha_3 = \frac{1}{3}$ at $n_1$. For $n_2$ no parameter has to be defined, since the one equation needed is given by the conservation of mass.

As initial data we take the following functions on the edges of the same length $L_{e_1} = L_{e_2} = L_{e_3} = 1$:

$$u_{e_1}(0, x) = \sin(2\pi x) + 3, \quad u_{e_2}(0, x) = \frac{2}{3} u_{e_1}^0(x), \quad u_{e_3}(0, x) = \frac{1}{3} u_{e_1}^0(x).$$

They are chosen such that the coupling conditions (2) are matched, as well as all its temporal derivatives (5) at the initial time. Since all edges transport with the same speed and the frequencies coincide, the data remains smooth over time, even across the coupling at the nodes. It is important to notice that we intentionally used a CFL number less than one, since for a CFL number equal to one the scheme yields the exact solution.

In Figure 4 we show the solution at time $t = 100$ on the edges $e_1$ and $e_2$. At this time the sine wave has passed 50 times the network. The solution of the scheme of order $k = 8$ still matches perfectly the exact one, while the first order version suffers remarkable diffusion. In Table 1 we show the errors and the corresponding rates of convergence. We omit the data for finer grids and higher order methods, since in both cases the errors reach the bounds of the machine imprecision.
4.2. **Burgers equation with smooth data.** In this example we present the behavior of the scheme for a network of Burgers equations, i.e. we choose \( f(u) = u^2 \) for (1). In (4) we choose \( \alpha_2 = \frac{16}{25} \) and \( \alpha_3 = \frac{9}{25} \). The initial data is set according to the following functions

\[
\begin{align*}
    u_{e_1}(0,x) &= \frac{1}{10} \sin(2\pi x) + \frac{1}{2}, \\
    u_{e_2}(0,x) &= \frac{2}{25} \sin \left( \frac{5}{4} 2\pi x \right) + \frac{2}{5}, \\
    u_{e_3}(0,x) &= \frac{3}{50} \sin \left( \frac{5}{3} 2\pi x \right) + \frac{3}{10}.
\end{align*}
\]

Furthermore, the lengths of the edges are adjusted such that each contains exactly one period of the initial values, i.e. \( L_{e_1} = 1 \), \( L_{e_2} = 4/5 \), \( L_{e_3} = 3/5 \). All these values are chosen such that the characteristics are always positive and the coupling conditions, as well as the equations for all their derivatives (5), are met at the time \( t = 0 \).

In Figure 5 the initial data and the solution in \( e_1 \) and \( e_2 \) at time \( t = 0.2 \) are shown.

![Figure 5. Burgers equation on \( e_1 \) and \( e_2 \), initial data and solution at \( t = 0.2 \)](image)

At this time the waves only have moved a short distance, but the top already starts forming into a shock wave. In Table 2 we show the errors and the rates of convergence for the schemes of order \( k = 5 \) and \( k = 7 \). It can be clearly seen that the desired order of convergence is present as long the error is not yet in the magnitude of the machine imprecision. Especially methods of even higher order converge so fast, that the imprecision of floating point operations prevents proper measurement of the rates of convergence.
4.3. Burgers equation with discontinuous data. As final example we consider
the network of Burgers equations with discontinuous data. As initial data a single
block is placed in $e_1$, while the values in $e_2$ and $e_3$ are constant

\[
    u_{e_1}(0, x) = \begin{cases} 
        4 & x < 0.3 \\
        5 & 0.3 \leq x \leq 0.8 \\
        4 & 0.8 < x
    \end{cases}, \quad u_{e_2}(0, x) = \frac{16}{5}, \quad u_{e_3}(0, x) = \frac{12}{5}.
\]

All edges are of the same length $L_e = 1$, $e = e_1, e_2, e_3$ and the coupling conditions
are as in the example above. From the initial time $t = 0$ the block in $e_1$ moves to
the right. While the front shock remains sharp, a rarefaction wave develops at the
first jump. At about $t = 0.22$ the discontinuity reaches the node $n_1$ and splits up
into two blocks. Both waves pass the junction and travel further in the edges $e_2$
and $e_3$. In Figure 6 we show the solution of a scheme of order $k = 5$ on a grid

![Figure 6](image.png)

**Figure 6.** The solution at $t = 1.2$ in $e_2$ and $e_3$, of a scheme of
order $k = 5$ with 50 cells.

of 50 cells together with a reference solution. The numerical values are displayed
as step function to emphasize the difference to the reference solution. We see that
the shock has passed the node without oscillations and is resolved sharply in both
edges. The not shown order of convergence is near to one due to the discontinuity
in the data.
5. Conclusion. Based on the ideas of [11] we developed a ADER method for networks of scalar conservation laws. The numerical examples show a good agreement with the expected accuracy and robustness in case of discontinuous data. The additional computational costs at the nodes are small compared to the total effort of the scheme.
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Abstract. In this work, we discuss some numerical properties of the viscous numerical scheme introduced in [8] to solve the one-dimensional pressureless gases system, and study in particular, from a computational viewpoint, its asymptotic behavior when the viscosity parameter \( \varepsilon > 0 \) used in the scheme becomes smaller.

1. Introduction. In this work, we focus on the one-dimensional system describing a pressureless gas, which writes, for any \( T > 0 \),

\[
\begin{align*}
\partial_t \rho + \partial_x (\rho u) &= 0, \\
\partial_t q + \partial_x (qu) &= 0,
\end{align*}
\]

in \((0, T] \times \mathbb{R}\), where \( \rho(t, x) \geq 0 \) is the gas density and \( q(t, x) \in \mathbb{R} \) is the momentum at time \( t \in [0, T] \) and location \( x \in \mathbb{R} \). The gas velocity \( u(t, x) \in \mathbb{R} \) must be somehow defined as a quotient of \( q \) by \( \rho \), but there is trouble when \( \rho = 0 \). That is why one needs the notion of duality solutions [5], previously introduced for conservation laws [4]. Clearly, (1) and (2) can be seen as conservation laws, for mass and momentum respectively. System (1)–(2) is supplemented with initial conditions

\[
\rho(0, \cdot) = \rho^{in}, \quad q(0, \cdot) = q^{in}.
\]

This system arises from very various physical situations (cold plasmas [3], astrophysics [17, 9], traffic models [1, 13]...) and has been mathematically studied in numerous articles, such as [14, 10, 16, 5].

We here choose a periodic framework: we focus on \([0,1]\) and impose that mass density, velocity and momentum have the same values at both \( x = 0 \) and \( x = 1 \), so that the solutions are 1-periodic.
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When \( \rho \) and \( u \) are smooth, and if \( \rho \) remains non zero, (2) can be modified into the standard Burgers equation thanks to (1):
\[
\partial_t u + \partial_x \left( \frac{u^2}{2} \right) = \partial_t u + u \partial_x u = 0.
\]
The mass density \( \rho \) then solves a basic transport equation, where \( u \) is given: it does not depend on \( \rho \) because of (4). But it is common knowledge that, in finite time, a mass concentration phenomenon can happen, for instance, when \( u \) does not increase. Consequently, the regularity properties of \( u \) and \( \rho \) are lost, and \( u \) does not solve (4) anymore.

From the numerical viewpoint, one can think about several ways to discretize (1)–(3). Kinetic schemes [3, 6] or particle methods [12] allow to use the kinetic framework underlying the pressureless gas dynamics. It is also natural to try numerical schemes related to hyperbolic conservation laws [15] or relaxation schemes [2].

In [8], we prove that upwind schemes were not an option, since they failed to ensure the discrete one-sided Lipschitz (OSL) condition introduced [11] for convex scalar conservation laws. Then, following the strategy of [7] at the continuous level, we add an artificial viscosity. The new diffusive scheme we obtain is proven to be \( L^\infty \)-stable and consistent, hence converging towards the solution of the viscous pressureless gases system. In particular, it satisfies the discrete OSL condition. We here investigate, at the numerical level, the asymptotic behavior of the same numerical scheme when the artificial viscosity vanishes.

**2. Diffusive numerical scheme.** Let us recall the diffusive scheme we presented in [8]. Consider \( \Delta t, \Delta x > 0 \) such that \( N = T/\Delta t \in \mathbb{N} \) and \( I = 1/\Delta x \in \mathbb{N} \), and set \( \lambda = \Delta t/\Delta x \). Denote \( \rho^n_i, q^n_i \) and \( u^n_i \) the approximate values of \( \rho, q \) and \( u \) at time \( n\Delta t \in [0,T] \) and location \( (i + 1/2)\Delta x \in [0,1] \), for \( 0 \leq n \leq N \) and \( 0 \leq i < I \). Of course, thanks to the periodicity property, \( \rho^n_i, q^n_i \) and \( u^n_i \) can be extended for any \( i \in \mathbb{Z} \).

For the sake of readability, in the previous notations, we may drop the time iteration index \( n \) and replace \( n+1 \) by a prime symbol “\( \prime \)”.

Note that the discrete OSL condition can be written as \( n\lambda(u^n_{i+1} - u^n_i) \leq 1 \), for any \( i \) and \( n > 0 \).

Let us describe step by step the strategy for our scheme.

**2.1. Periodic initial data.** We choose arbitrary 1-periodic initial data \( \rho^{in} \geq 0, u^{in} \geq 0 \). Indeed, the viscous problem in [7] deals with mass density and velocity, and not momentum.

**2.2. Regularizing initial data.** We take a fixed \( \varepsilon > 0 \), small enough. We may have to regularize both \( u^{in} \) and \( \rho^{in} \) so that \( u^{in}, \rho^{in} \in C^1(\mathbb{R}; \mathbb{R}^*_+) \) satisfy the assumptions of Theorem 2 in [8], i.e.
\[
\rho^{in}(x) \geq C \varepsilon^{1/4}, \quad u^{in}(x) \leq C, \quad (u^{in})'(x) \leq \frac{C}{\sqrt{\varepsilon}}, \quad \forall x \in [0,1],
\]
where \( C \geq 0 \) is a constant not depending on \( \varepsilon \). Note that \( \rho^{in} \) must lie in \( \mathbb{R}^*_+ \), since the continuous viscous model involves a division by \( \rho \).
The following quantities
\[ U = \max_{[0,1]} u^n > 0, \quad V = \min_{[0,1]} u^n > 0, \]
\[ A = \max(0, \max_{[0,1]} (u^n)^r) \geq 0, \quad R = \min_{[0]} \rho^n > 0, \]
may depend on \( \varepsilon \). More precisely, they must satisfy properties inherited from (5), i.e.
\[ R \geq C_\varepsilon^{1/4}, \quad V \leq U \leq C, \quad A \leq C \sqrt{\varepsilon}, \]
where \( C \geq 0 \) does not depend on \( \varepsilon \).

2.3. Choosing the time and space steps. The steps \( \Delta t \) and \( \Delta x > 0 \) are then chosen such that
\[ 0 < \Delta x \leq \frac{2V}{1 + A}, \]
\[ 0 < \Delta t \leq \min\left( \frac{1}{4A + 1}, \frac{1}{4U} \Delta x, \frac{R}{4\varepsilon(1 + AT)} \Delta x^2 \right), \]
where we set \( \lambda = \Delta t / \Delta x \) and \( \sigma = \Delta t / \Delta x^2 \).

2.4. Writing the scheme. We eventually write the discretization of the viscous pressureless gases system as
\[ u^n_i = u^n_i - \lambda \left( \frac{u^n_i^2}{2} - \frac{u^n_{i-1}^2}{2} \right) + \varepsilon \sigma \rho_i (u^n_{i-1} + u^n_{i+1} - 2u^n_i), \]
\[ \rho^n_i = (1 - \lambda u^n_i) \rho_i + \lambda u^n_{i-1} \rho_{i-1}. \]

2.5. Properties of the scheme. In [8], we prove the following

**Theorem 2.1.** We assume that (7)–(8) hold. Then we have, for any \( i \) and \( n \geq 0 \),
\[ V \leq u^n_i \leq U, \quad u^n_i - u^n_{i-1} \leq \frac{A \Delta x}{1 + An \Delta t}, \quad \rho^n_i \geq \frac{R}{1 + An \Delta t} \geq \frac{R}{1 + AT} > 0. \]
Moreover, the discrete total mass is conserved. Finally, when \( \varepsilon > 0 \) is fixed, scheme (9)–(10) is first-order consistent (in both \( t \) and \( x \)) with the viscous pressureless gases system, and is monotonic.

In other words, both discrete unknown functions satisfy maximum principles, and the discrete velocity satisfies the OSL condition. Assumptions (8) on \( \Delta t \) are crucial to ensure the stability of the scheme. They are related to the standard assumptions to get stability for explicit schemes on transport or diffusion equations.

3. Numerical study. The viscosity parameter \( \varepsilon > 0 \) is chosen in the first place. We use several values of \( \varepsilon \) in the following computations: \( 10^{-4}, 10^{-5}, 10^{-6}, 5 \times 10^{-7}, 10^{-7} \) and the smallest value \( \varepsilon_0 = 10^{-9}/14 \), which will be considered as the reference situation. We take \( T = 1 \) s as the final time. Moreover, we focus on one case with (almost, see the discussion below) smooth initial data. It allows to point out all the problems arising the pressureless gases system, in particular the regularity loss phenomenon, already explained in Section 1.

We set, for any \( x \in [0,1] \),
\[ \rho^n(x) = 1 + \frac{1}{2} \cos(4\pi x), \quad u^n(x) = 2x(1 - x) + \frac{1}{2}. \]
We clearly have $U = 1$, $V = 1/2$, $A = 2$ and $R = 1/2$. When $\varepsilon$ belongs to the set of values above, (6) is clearly satisfied. Nevertheless, $u^{in}$ is not $C^1(\mathbb{R};\mathbb{R}_+^*)$. Indeed, there is an issue at the bounds of $[0, 1]$. Therefore, we should need to regularize $u^{in}$. Fortunately, it is not necessary: the regularization near 0 and 1 can happen on intervals whose length may be chosen smaller than $2\Delta x$. We can choose it so that $(u^{in})'$ remains in $[-2, 2]$, and consequently, $A$ still equals 2.

Let us now choose $\Delta x = 20\varepsilon$. Again, if $\varepsilon$ belongs to our same set of values, (7) obviously holds. Then $\Delta t$ can be taken as the optimal possible value given by (8), i.e. $\Delta t = \varepsilon \min(5, 50/(1 + 2T)) = 5\varepsilon$.

We want to study the behavior of our numerical solution with respect to $\varepsilon$. In the following, since $\rho$ has a measure meaning when $\varepsilon$ goes to zero, it is really more convenient to focus on the cumulative mass $M$, defined by

$$M(t, x) = \int_0^x \rho(t, y) \, dy.$$ 

We first draw the evolution of $M$ and $u$ with respect to $x$, at two different times, before and after approximately $t = 0.5$. Indeed, until $t = 0.5$, at the continuous level, $u$ solves the Burgers equation, and there is no regularity loss. But, near time $t = 0.5$, a regularity loss happens because of mass concentration and subsequent vacuum appearance.

The solutions are then displayed for various values of $\varepsilon$. More precisely, Fig. 1–2 respectively give the behavior of $M$ and $u$ at time $t = 0.4$, i.e. before the regularity loss. Of course, the curves are sharpened with smaller values of $\varepsilon$, but there is still no jump at all for either $\rho$ or $u$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig1.png}
\caption{Behavior, at time 0.4, of $M$ (a) on $[0, 1]$, (b) focused around $x = 0.2$}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig2.png}
\caption{Behavior, at time 0.4, of $u$ (a) on $[0, 1]$, (b) focused around $x = 0.2$}
\end{figure}
Fig. 3–4 then present the typical profiles of both $M$ and $u$ after the regularity loss, here given at final time $T = 1$. The jump is now visible at $x = 0.59$ on both figures, and $u$ of course still decreases at the jump abscissa.

Let us now study the evolution of the total momentum

$$Q(t) = \int_0^1 \rho(t,x) u(t,x) \, dx$$

with respect to time.

As the reader can see on Fig. 5, till the regularity loss, the numerical conservation of $Q$ is quite satisfactorily ensured. The property is not recovered after the loss. This drawback of our scheme (9)–(10) was already pointed out in [8]: we had to choose between the total momentum conservation (if we write a scheme for $\rho$ and $q$) and the OSL condition (for which we wrote a scheme for $\rho$ and $u$). The latter is in fact crucial to ensure that we select the right solution to the pressureless gases system. Nevertheless, we can at least state that the order of magnitude of $Q$ is conserved.

Eventually, we focus on the behavior with respect to $\varepsilon$. We focus on the following quantities

$$\mathcal{E}_M(t) = \max_{x \in [0,1]} |M(t,x) - M_0(t,x)|,$$

$$\mathcal{E}_u(t) = \max_{x \in [0,1]} |u(t,x) - u_0(t,x)|,$$

for the values $\varepsilon$ under study. Quantities indexed by 0 are of course the ones related to the reference value of $\varepsilon$, $\varepsilon_0$. Quantities on coarser grids are projected on the
(fine) grid of the reference value ($\varepsilon_0$ corresponds to 700,000 space cells) in order to compute the discretized versions of (11)–(12).

Fig. 6–7 respectively show the behavior of $E_M$ and $E_u$ with respect to time.

These results give us hints of what should be the asymptotic behavior of our solutions, in particular when we loose regularity. The convergence seems very slow in $\varepsilon$ but it was expected since the smallest power of $\varepsilon$ in the main hypotheses of the scheme is equal to one fourth, see Eqn. 6. That partially explains that the errors are quite large, even for quite small values of $\varepsilon$. In fact, we were not able to understand why $\varepsilon = 10^{-7}$ gives such a different behavior (in order of magnitude) compared to not so larger values of $\varepsilon$, whereas, from $10^{-4}$ to $10^{-6}$, the results are close after the regularity loss.
4. **Perspectives.** As expected, the crucial point in the asymptotic behavior of our scheme is strongly linked to the regularity loss phenomenon which occurs for the pressureless gases. We should be able to prove reasonable convergence estimates with respect to $\varepsilon$ as long as the solutions remain smooth. Beyond the regularity loss, the situation remains quite unclear.
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Abstract. We analyze the coupling between different nonlinear hyperbolic equations across possibly resonant interfaces. The proposed reformulation of the problem involves a nonconservative product that is understood through a self-similar viscous approximation. We obtain the existence of a coupled solution to the Riemann problem in this thin interface regime, and underline the persisting multiplicity of solutions for some Riemann data, even in simple situations. Another regularization strategy is then studied, that corresponds somehow to a thick interface regime. This other selection criterion leads to a well-posed problem and we thus consider a finite volume scheme to approximate its solution.

1. Introduction.

1.1. Context of this work. The main aim of this work consists in the improvement of the numerical simulation of multi-scale phenomena in the nuclear technology. Namely, in such a context one has typically to couple different existing codes for thermalhydraulic flows, each one of them computing a different and specific part of the flow in the powerplant installation. There is however a strong practical constraint in play: the coupling procedure has to be as non-invasive as possible, using for example the data for the physical variables in only one cell on each side of the interface, or making the useful information passing through a buffer zone. The natural question is then: how to design such a coupling procedure adapted to nonlinear hyperbolic problems? More importantly: how much is this coupling procedure mathematically and physically satisfactory?
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These questions have made the object of a large litterature in the past decade and connect strongly with the problematic of solving discontinuous conservation laws. We refer the reader for example to the works of Audusse and Perthame [2], Seguin and Vovelle [16], Andreianov, Karlsen and Risebro [1], or Panov [15]. However it is important to notice that our point of view is here slightly different. We are interested in the nonconservative coupling. This framework also applies to consider active control devices in which mass may be injected at a well chosen location to prevent from slugging effects in the flow, therefore with a singular (localized) nonconservative term.

1.2. The state-coupling problem. Let consider the coupling between different nonlinear hyperbolic equations across a fixed interface, say at $x = 0$ considering for convenience only the one space variable problem, with unknown $w(x,t) \in \mathbb{R}^d$:

$$\partial_t w + \partial_x f^\pm(w) = 0, \quad t > 0, \quad \pm x > 0. \quad (1)$$

The flux functions $f^+$ and $f^-$ are supposed to be different and a supplemented coupling condition, modeling the transient exchange of informations at the interface, reads as the continuity of the unknown $w$ or of a nonlinear transformation of it $u(x,t) = \theta_\pm(w(x,t)), \pm x > 0$, say

$$u(0^-,t) = u(0^+,t), \quad t > 0. \quad (2)$$

In the hyperbolic framework, it is well-known that such a trace condition has to be formulated in a weak form, for example following the theory for boundary conditions in hyperbolic problems developed by Dubois and LeFloch [12] and used more recently in the context of the coupling by Godlewski and Raviart [13]. However, multiple solutions to a given Riemann problem may then occur. We underline that due to the expected continuity condition (2), the Rankine-Hugoniot relation at $x = 0$ only provides another global formulation of (1) with a measure source term:

$$\partial_t w + \partial_x f(x,w) = (f^+(w(0^+,t)) - f^-(w(0^-,t)))\delta_{x=0}, \quad t > 0, \quad x \in \mathbb{R}, \quad (3)$$

where $f(x,w) := f^\pm(w)$ for $\pm x > 0$.

Using the set of admissible traces in half-Riemann problems, Chalons, Raviart and Seguin [10] have studied the coupling of two Euler systems with different equation of states. They obtain some uniqueness results under condition and prove in certain cases a large non-uniqueness. Another similar result is obtained in the case of general scalar flux functions in [9]. The difficulty arising with the thin interface coupling problem lies in the fact that the initial value problem, even with apparently well-defined interface conditions, is often ill-posed, so that this model does not fully determine the dynamic of the relevant solution. A supplemented selection criterion has to be added to recover uniqueness. As an example for such a selection criterion, one can think at this level of the theory of $L^1$-dissipative admissibility germs developed by Andreianov, Karlsen and Risebro in [1].

1.3. Formulation of the extended system. The keystone of the present work consists in considering the coupling interface as being a standing wave for an augmented system of partial differential equations

$$\partial_t u + A(u,v)\partial_x u = 0, \quad \partial_t v = 0. \quad (4)$$

For the sake of simplicity, we restrict here the situation to the situation where $\theta_\pm = \text{Id}$. The new variable $v \in \mathbb{R}$ plays the role of a color function and one sets for
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Taking for example $A(u, v) = v\nabla f^+(u) + (1 - v)\nabla f^-(u)$, with $v(x) = 0$ for $x \leq 0$ and $v(x) = 1$ for $x > 0$.

Obviously, when $\nabla f^+$ and $\nabla f^-$ have eigenvalues with different signs, then the whole system (4) in $(u, v)$ may fall only non-strictly hyperbolic: 0 is an eigenvalue with multiplicity more than two. Think typically to the scalar situation where one has $A(u, v) = v\lambda_+(u) + (1 - v)\lambda_-(u)$ which may vanish for some $v \in (0, 1)$ as soon as $\lambda_+(u)\lambda_-(u) < 0$.

The system (4) inherits therefore the well-posedness difficulty of the original coupling problem, through its non-strict hyperbolicity and its nonconservativeness.

1.4. Outline of the paper. The present paper organizes as follows. In a first part we consider the so-said thin interface regime. Considering vanishing viscosity self-similar solutions, we get an existence result and illustrate the remaining non-uniqueness for some simple scalar examples. Then, in a second part, we explore a thick interface regime derived from the previous extended PDE system and prospect the above mentioned non-uniqueness through some numerical experiments.

2. The thin interface regime.

2.1. The self-similar viscous approximation. The definition of the weak solutions for the nonconservative system (4) in the resonant regime is tackled turning back to the self-similar vanishing viscosity analysis of Dafermos [11]. This methodology was successfully introduced by Tzavaras [17] and by Joseph and LeFloch [14] to get existence results in hyperbolic systems in nonconservative form. The first results of existence for such solutions in the coupling framework have been obtained in the scalar case by Boutin, Coquel and Godlewski [4]. In [5], we extend this analysis to the coupling of hyperbolic systems. We consider the solution $u^\epsilon$ of

$$(-\xi I + A(u^\epsilon, v^\epsilon))u^\epsilon_{\xi} = \epsilon u^\epsilon_{\xi \xi}, \quad -\xi u^\epsilon_{\xi} - \epsilon^2 v^\epsilon_{\xi \xi},$$

(5)

together with the boundary conditions:

$$\lim_{\xi \to -\infty} u^\epsilon = u^\ell, \quad \lim_{\xi \to +\infty} u^\epsilon = u^r.$$  

(6)

2.2. An existence result. Under fairly general assumptions we obtain the existence of self-similar weak solutions to the Riemann problem for (4), as limit of (a subsequence of) $u^\epsilon$ as $\epsilon$ goes to zero.

**Theorem 2.1** [5]. There exists a solution $u^\epsilon$ of (5)-(6) that converges pointwise to $u \in BV$ satisfying in the sense of distributions

$$-\xi u^\epsilon + (f^\pm(u))_{\xi} = 0, \quad \pm \xi > 0,$$

(7)

and the entropy inequalities (with $\eta_{\pm}$ two convex functions and $q_{\pm}$ the associated entropy fluxes)

$$-\xi(\eta_{\pm}(u))_{\xi} + (q_{\pm}(u))_{\xi} \leq 0, \quad \pm \xi > 0.$$  

(8)

The proof of this result is based on a fixed point argument and requires some smallness estimate on the interaction coefficients involving the different waves of the hyperbolic system (including the stationary wave emanating from the supplemented variable $v$). These smallness estimates follow directly from the strictly hyperbolic character of the whole system in the variable $u$ and from the closeness of the fluxes $f^+$ and $f^-$ and of the Riemann data $u^\ell$ and $u^r$. Moreover the interaction coefficient involving the interfacial wave and the possibly resonant wave is under
control. In the easier scalar setting, the same result extends without any closeness assumption on the Riemann data, nor on the flux functions.

2.3. The analysis of the internal structure of the layer. In order to understand if the diffusive approach achieves a selection of solutions in the resonant situations, we investigate the internal structure of the coupling interface [6]. To that aim, we consider a usual change of variable in the analysis of shock profiles and set $U'(y) = u'(ey)$ and $V'(y) = v'(ey)$ for $y \in \mathbb{R}$.

Hereafter follow some property of the limiting profile in the scalar setting:

- $\mathcal{U}$ is a monotone bounded smooth function ($\mathcal{U} \in C^2(\mathbb{R})$), with the same monotonicity as $u$ (given by the sign of $u_r - u_l$),
- the limit of $\mathcal{U}$ as $y$ tends to $\infty$ (denoted $\mathcal{U}_\infty$), and as $y$ tends to $-\infty$ (denoted $\mathcal{U}_{-\infty}$) satisfy to the following conditions: $f^-(u(0^-)) = f^-(\mathcal{U}_{-\infty})$, $q_-(u(0^-)) \geq q_-(\mathcal{U}_{-\infty})$ and $f^+(\mathcal{U}_\infty) = f^+(u(0^+))$, $q_+(\mathcal{U}_\infty) \geq q_+(u(0^+))$.

In other words, there may be an interfacial layer corresponding to an entropy 0-shock for the left problem, or for the right problem, or for both,

- $\mathcal{U}$ solves the ODE: $A(\mathcal{U}, V)U_y = \mathcal{U}_{yy}$, on $y \in \mathbb{R}$.

In Figures 1 and 2, we draw up a map of possible diffusive self-similar Riemann solutions for each given Riemann data ($u_L, u_R$). To that purpose, we rule out the solutions for which all known necessary conditions are not fulfilled. The Figure 1 concerns the fluxes $f^-(u) = u^2/2$ and $f^+(u) = (u - c)^2/2$ with $c > 0$. In the Figure 2, we choose $c < 0$, reverting the natural order between the sonic points of these quadratic fluxes. As a consequence the resonance phenomenon reveals a large variety of non-uniqueness situations. The vanishing viscosity process however has selected at most a finite number of solutions for each Riemann data, as expected (a Laplace stability analysis provides a new necessary condition for solutions involving two waves and an intermediate constant state, see [6]).

3. The thick interface regime.

3.1. A well-posed balance law. In [7] and [8], we consider another regularization strategy based on thick interfaces. First of all, we reformulate the augmented system (4) to handle the case of a smoothed fixed color function $v$ so that it reads as a conservation law with lipschitz source term (it should be understood as a regularization of the singular source term in (3)):

$$\partial_t w + \partial_x f(w, v) = \ell(w, v)\partial_x v, \quad \text{with } \ell(w, v) = \partial_x f(w, v).$$

The choice for the interface profile function $v$ is thought here somehow arbitrary but it suppresses any difficulty due to the above mentioned resonant behavior. It is yet expected that different choices of $v$ lead to different solutions $w$.

On the other side, we define a thick coupling condition to fully characterize the dynamic of solutions through the thick interface. The expected coupling condition (2), i.e. $\theta_-(w(0^-, t)) = \theta_+(w(0^+, t))$, is now ensured by requiring the PDE (and later the scheme) to preserve the $u$-constant states $w$ where we set $w = C_0(u, v)$. Here $C_0(u, v)$ is a function connecting smoothly $\theta^{-1}_-(u)$ to $\theta^{-1}_+(u)$ as $v$ goes from 0 to 1. It is supposed to realize the following monotonicity assumptions that $\partial_u C_0(u, v) > 0$ for any $u \in \mathbb{R}$ and any $v \in [0, 1]$.

**Theorem 3.1** (A Kružkov theorem). As soon as $v \in W^{2, \infty}(\mathbb{R})$, and for any initial Cauchy data $w_0 \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$, there exists a unique $w \in L^\infty(\mathbb{R}_+, L^1(\mathbb{R}) \cap ...)
COUPLING NONLINEAR HYPERBOLIC EQUATIONS

\[ u_r + u_t = 0 \]
\[ u_t + c u_x = 0 \]
\[ u_x + u_t = 2c \]

Figure 1. Diffusive self-similar Riemann solutions for the coupling of two quadratic fluxes \((c > 0)\)

\[ L^\infty(\mathbb{R}) , \text{ solution of } (9) \text{ satisfying the entropy inequalities} \]
\[ \partial_t \mu(w) + \partial_x \mathcal{F}(w, v) - \mathcal{L}(w, v) \partial_x v \leq 0. \]  
(See [7] for the details of the notation)

3.2. Finite volume approximation and prospecting results. A new well-balanced finite volume scheme is proposed in [7]. It approximates the entropy solution of (9) and preserves exactly the equilibria satisfying the thick coupling condition. This scheme is based on a non co-localized finite volume method with two distinct grids. An adapted reconstruction step ensures the required well-balanced property (see [3] for a review). The family of approximate solutions is proved to be uniformly bounded in sup-norm under a naturel CFL condition and the convergence of the numerical solution to an entropy measure-valued solution is obtained via infinity many entropy inequalities and the use of DiPerna’s theory. The numerical solution is shown to converge to the unique solution of Kružkov theorem.

Some numerical experiments are conducted in order to understand the sensitivity of the selected solution with relation to the structure of the interface. We parametrize the choice of the interface profile with two parameters \(\eta > 0\) and \(\zeta \in \mathbb{R}\) and set \(v(x) = \frac{1}{2}(\text{erf}(x/\eta) + 1)\). The fluxes are the one corresponding to Figure 2 (with \(c < 0\)) where the resonant effects occur in the thin interface regime. In Figure 3 we represent three different selected interface profiles with various values for the parameter \(\zeta\) and the same fixed small value for the parameter \(\eta\). In Figures 4 and 5, the corresponding solutions \(w\) computed with 1000 points for the coupling problem with \(\theta_\perp = \text{Id}\). In the first case, the solution consists in a double rarefaction fan with an intermediate constant state. We observe that the obtained intermediate
state depends on the interface profile. In the second case, the solution consist in a unique shock, either for the left problem, or for the right problem, or a standing discontinuity at $x = 0$. These numerical results illustrate the unstability of the solution with respect to the interface profile function in the resonant situations.
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Figure 4. Corresponding solutions with $u_\ell = -1$, $u_r = 0.5$: three different double rarefaction fans

Figure 5. Corresponding solutions with $u_\ell = 1$, $u_r = -2$: three different shock solutions
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GLOBALLY OPTIMAL AND NASH EQUILIBRIUM SOLUTIONS
FOR TRAFFIC FLOW ON NETWORKS
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Abstract. We consider a conservation law model of traffic flow on a network of roads, where drivers choose their departure times in order to minimize the sum of a departure cost and an arrival cost. Drivers can have different origins and destinations, and different cost functions. Under natural assumptions, two main results have been established: (i) the existence of a globally optimal solution, minimizing the sum of the costs to all drivers, and (ii) the existence of a Nash equilibrium solution, where no driver can lower his own cost by changing his departure time or the route taken to reach destination. In the special case of one single road, the global optimum and the Nash equilibrium are uniquely determined.

1. Introduction. Starting with the classical papers [14, 15], conservation law models have been widely used in the analysis of traffic flow [5, 6, 7, 10, 11, 12, 13]. Most of these studies were concerned with modeling, prediction, and control of traffic flow, on a single road or on a network of roads.

We adopt here a different perspective, looking at vehicular traffic in connection with decision problems [1, 2, 3, 4, 8, 9]. Traffic patterns are determined by the choices of a large number of individual drivers; each one choosing his departure time and the route to reach destination in an optimal way, for a given cost criterion.

To begin with a simple example, consider a group of drivers starting from a location A (a residential neighborhood), who wish to reach a destination B (a working place) at a given time $T$, all driving on the same road. There is a cost for starting early and a cost for arriving late. These costs can also account for the discomfort of waking up early in the morning or spending a long time stuck in traffic. Denoting by $\tau^d$ and $\tau^a$ respectively the departure and the arrival time, the total cost to each driver can be described as

$$\Psi = \varphi(\tau^d) + \psi(\tau^a).$$ (1)

For example, one could choose the penalty functions

$$\varphi(s) = -s, \quad \psi(s) = ae^{b(s-T)}$$ (2)

for suitable constants $a, b > 0$. If $L$ is the length of the road connecting A with B, and $v$ is the (constant) speed of cars, then $\tau^a = \tau^d + \frac{L}{v}$ and the optimal departure
time for each driver is
\[
\tau^d_{\text{opt}} = \arg\min_s \left\{ \phi(s) + \psi\left(s + \frac{L}{v}\right) \right\}.
\]  
(3)

However, if everyone adopts this same strategy and departs exactly at the same time, in a real life situation a big traffic jam is created and this strategy is not optimal anymore. Clearly, the simple-minded solution (3) does not take into account the impact of traffic density on the velocity of cars.

Calling \( \rho = \rho(t, x) \) the density of cars at time \( t \) at the point \( x \) along the road, we thus consider the conservation law
\[
\rho_t + [\rho v(\rho)]_x = 0.
\]  
(4)

Here the decreasing function \( v = v(\rho) \) describes the velocity of cars depending on the density. Let \( \kappa > 0 \) be the total number of drivers. In connection with the above model, a natural problem can be considered.

(1) - Global Optimization Problem. Find a departure rate \( \bar{u}(\cdot) \) which minimizes the combined total cost to all drivers.

Let \( x \in [0, L] \) be the space variable, denoting points along the road, and let
\[
u(t, 0) \equiv \rho(t, 0) v(\rho(t, 0)) = \bar{u}(t)
\]  
(5)

be the departure rate at time \( t \), measuring how many drivers enter the highway per unit time. We regard \( t \mapsto \bar{u}(t) \) as a control function, that can be assigned at will, subject to the obvious constraints
\[
\bar{u}(t) \geq 0, \quad \int_{-\infty}^{\infty} \bar{u}(t) \, dt = \kappa.
\]  
(6)

Let \( \rho = \rho(t, x) \) be the solution of conservation law (4), defined for \( (t, x) \in \mathbb{R} \times [0, L] \), with boundary data (5) assigned at \( x = 0 \), and let
\[
u(t, x) \equiv \rho(t, x) v(\rho(t, x))
\]  
\( t \geq 0, \ x \in [0, L] \)

be the corresponding flux. The optimization problem can thus be stated as
\[
\text{minimize: } J(u) = \int \phi(t) u(t, 0) \, dt + \int \psi(t) u(t, L) \, dt.
\]  
(7)

The above problem is relevant if there exists a central planner who can decide the departure time of all vehicles. In a more realistic situation each driver makes an individual choice, minimizing his own cost function given the traffic pattern determined by the decisions of all the other drivers. This leads to a different mathematical problem, namely:

(II) - Equilibrium problem. Find a departure rate \( \bar{u}(\cdot) \) which yields a Nash equilibrium solution, i.e., a solution where no driver can reduce his own cost by choosing a different departure time.

Clearly, this implies that in an equilibrium solution all drivers share the same total cost (departure cost + arrival cost).

Recent results concerning the existence, uniqueness, and characterization of globally optimal and of Nash equilibrium solutions are described in Section 2. As mentioned in Section 3, the existence results remain valid also in the case of several groups of drivers, with different origins and destinations, different departure and arrival costs, traveling on a general networks of roads. The difficult issue of stability of Nash equilibria is discussed in Section 4.
2. A single road. As usual, we assume that the flux function $\rho \mapsto \rho v(\rho)$ is strictly concave down and attains a positive maximum $M$ for some density $\rho^* > 0$. Here $M$ is the maximum flux of cars that can transit on the highway. Since in (6) we are not requiring that $\bar{u}(t) \leq M$, we need to specify what happens if the flux of cars arriving at the entrance of the highway is strictly larger than this maximum flux. As in [1], we shall simply assume that a queue is formed at the entrance of the highway. The length $q(t)$ of this queue varies in time according to

$$\dot{q}(t) = \begin{cases} \bar{u}(t) - M & \text{if } q(t) > 0, \\ 0 & \text{if } q(t) = 0. \end{cases}$$

As remarked in [1], it is convenient to switch the usual role of the variables $t$, $x$, and write (4) in the form of a conservation law for the flux $u = \rho v(\rho)$:

$$u_x + f(u)_t = 0, \quad u(t,0) = \bar{u}(t). \quad (8)$$

The function $u \mapsto f(u) = \rho$ is here defined as a partial inverse of the function $\rho \mapsto \rho v(\rho) = u$, mapping $[0,M]$ onto $[0,\rho^*]$. The advantage of this new formulation is that, instead of a boundary value problem, we now have a Cauchy problem, whose solution can be determined by the Lax formula. More precisely, let

$$U(t,x) = \int_{-\infty}^{t} u(\tau,x) d\tau$$

be the total number of drivers that have crossed the point $x$ along the highway before time $t$. Then the function $U$ provides a viscosity solution to the Hamilton-Jacobi equation

$$u_x + f(u)_t = 0, \quad U(t,0) = \bar{U}(t). \quad (9)$$

Here $\bar{U}(t) = \int_{-\infty}^{t} \bar{u}(s) ds$ denotes the total number of drivers that have started their journey before time $t$ (joining the queue at the entrance of the highway, if there is any). Interpreting $U = U(t,x)$ as the value function for an auxiliary optimization problem, and calling $f^*$ the Legendre transform of $f$, for every $x > 0$ the solution of (9) is provided by

$$U(t,x) = \inf_{\tau} \left\{ x f^*\left(\frac{t - \tau}{x}\right) + \bar{U}(\tau) \right\}. \quad (10)$$

Globally optimal solutions and Nash equilibrium solutions will be studied under the following natural set of assumptions.

(A1) The flux function $f : [0,M] \mapsto \mathcal{R}$ is continuous, increasing, and strictly convex. It is twice continuously differentiable on the open interval $]0,M[$ and satisfies

$$f(0) = 0, \quad f''(u) \geq b > 0 \quad \text{for } 0 < u < M. \quad (11)$$

(A2) The cost functions $\varphi, \psi$ are locally Lipschitz continuous and satisfy

$$\varphi' < 0, \quad \psi, \psi' > 0, \quad \lim_{x \to -\infty} \varphi(x) = \lim_{x \to +\infty} \left(\varphi(x) + \psi(x)\right) = +\infty. \quad (12)$$

The following results were proved in [1].

**Theorem 1 (globally optimal solutions).** Under the assumptions (A1)-(A2), for every $\kappa > 0$ there exists a unique solution $u = u(t,x)$ of (8), with initial values $u(0,x) = \bar{u}$ satisfying the constraint (6), which minimizes the total cost (7).

(i) The optimal solution is continuous, i.e., it contains no shocks. Moreover, it does not produce any queue at the entrance of the highway.
(ii) On the support of $u$, the sum of the departure and arrival costs along all characteristics is constant. More precisely, if $x \mapsto t(x) = t_0 + xf'(\bar{u}(t_0))$ is any characteristic line where $u > 0$, then

$$\varphi(t_0) + \psi(t(L)) = C,$$

for some constant $C$ independent of $t_0$.

**Theorem 2 (Nash equilibrium solutions).** Under the assumptions (A1)-(A2), for every $\kappa > 0$ there exists a unique Nash equilibrium solution $u = u(t, x)$ of (8), with initial values $u(0, x) = \bar{u}$ satisfying the constraint (6).

Calling $\tau^e(t)$ the arrival time of a driver departing at time $t$, one has

$$\varphi(t) + \psi(\tau^e(t)) = C$$

for every $t$ in the support of $\bar{u}$. Here $C$ is a constant independent of $t$.

**Remark 1.** In general, the Nash equilibrium solution produces a queue at the entrance of the highway, and contains shocks. Notice the further difference between (13) and (14):

- For a globally optimal solution, the sum $\varphi(t(0)) + \psi(t(L))$ is constant along characteristics. These are straight lines, defined by $dx/dt = v(\rho) + \rho v'(\rho)$.
- For a Nash equilibrium solution, the sum $\varphi(\tau(0)) + \psi(\tau(L))$ is constant along car trajectories. These are curves defined by $dx/dt = v(\rho)$.

**Remark 2.** The Nash equilibrium satisfies a minimax property: among all admissible departure rates $\bar{u}$ which satisfy (6), it minimizes the maximum total cost to each driver. With the same notation as in (14), it was proved in [4] that the Nash equilibrium provides a solution to the problem

$$\text{minimize: } \sup \{ \varphi(t) + \psi(\tau^e(t)) ; t \in \text{Supp}(\bar{u}) \}.$$

For further analysis and examples of these solutions we refer to [1]. Continuous dependence on data was studied in [4].

3. **A network of roads.** In this section we consider a more general model of traffic flow where drivers travel on a network of roads. Let $A_1, \ldots, A_m$ be the nodes of the network. Along the arc $\gamma_{ij}$ connecting $A_i$ with $A_j$, we assume that the flow of traffic is described by the conservation law

$$\rho_t + [\rho v_{ij}(\rho)]_x = 0.$$

Here $t$ is time and $x \in [0, L_{ij}]$ is the space variable along $\gamma_{ij}$. We assume that the velocity $v_{ij}$ is a continuous, nonincreasing function of the car density $\rho$. If $v_{ij}(0) > 0$ we say that the arc $\gamma_{ij}$ is viable. If the two nodes $i, j$ are not directly linked by a road, we simply take $v_{ij} \equiv 0$, so that the arc is not viable. We consider $n$ groups of drivers traveling on the network, distinguished by the locations of departure and arrival, or by their cost functions. More precisely:

- All drivers of the $k$-th group depart from a node $A_{d(k)}$ and arrive at a node $A_{a(k)}$, but can choose different paths to reach destination.
- Any driver of the $k$-th group, departing at time $\tau^d$ and arriving at destination at time $\tau^a$, will incur in the total cost $\varphi_k(\tau^d) + \psi_k(\tau^a)$. 
For $k \in \{1, \ldots, n\}$, let $G_k$ be the total number of drivers in the $k$-th group. Of course, we assume that there exists at least one chain of viable arcs

$$\Gamma \doteq (\gamma_{i(0),i(1)}, \gamma_{i(1),i(2)}, \ldots, \gamma_{i(\nu-1),i(\nu)})$$

with $i(0) = d(k)$ and $i(\nu) = a(k)$, connecting the departure node $A_{d(k)}$ with the arrival node $A_{a(k)}$. We denote by

$$\mathcal{V} \doteq \{\Gamma_1, \Gamma_2, \ldots, \Gamma_N\}$$

the set of all viable paths (i.e. concatenations of viable arcs) which do not contain any closed loop. For a given $k \in \{1, \ldots, n\}$, we call $V_k \subset \mathcal{V}$ the set of all viable paths for the $k$-drivers, connecting $A_{d(k)}$ with $A_{a(k)}$.

Let $G_{k,p}$ be the total number of $k$-drivers who travel along the path $\Gamma_p$. The assumption that every driver eventually reaches destination means that

$$\sum_{\Gamma_p \in V_k} G_{k,p} = G_k \quad \text{for every } k.$$  \hspace{1cm} (17)

We shall use the Lagrangian variable $\beta \in [0, G_{k,p}]$ to label a particular driver in this subgroup. The departure and arrival time of this driver will be denoted by $\tau_{d,k,p}(\beta)$ and $\tau_{a,k,p}(\beta)$, respectively. With this notation, the definition of globally optimal and of Nash equilibrium solution can be more precisely formulated.

**Definition 1.** Given population sizes $G_1, \ldots, G_n$, a family of departure timings $\tau_{d,k,p} : [0, G_{k,p}] \mapsto \mathbb{R}$ is a **globally optimal solution** if it provides a global minimum to the functional

$$J = \sum_{k,p} \int_0^{G_{k,p}} \left( \varphi_k(\tau_{k,p}(\beta)) + \psi_k(\tau_{a,k,p}(\beta)) \right) d\beta,$$  \hspace{1cm} (18)

subject to the constraints (17).

**Definition 2.** A family of departure timings $\{\tau_{k,p}^d\}$ is a **Nash equilibrium solution** if no driver can lower his total cost by changing departure time or the route taken to reach destination. This is the case if and only if there exist constants $c_1, \ldots, c_n$ such that:

(i) For almost every $\beta \in [0, G_{k,p}]$ one has

$$\varphi_k(\tau_{k,p}^d(\beta)) + \psi_k(\tau_{a,k,p}^a(\beta)) = c_k.$$  \hspace{1cm} (19)

(ii) For all $\tau \in \mathbb{R}$, there holds

$$\varphi_k(\tau) + \psi_k(A_{k,p}(\tau)) \geq c_k.$$  \hspace{1cm} (20)

Here $A_{k,p}(\tau)$ is the arrival time of a driver that starts at time $\tau$ from the node $A_{d(k)}$ and reaches the node $A_{a(k)}$ traveling along the path $\Gamma_p$.

Notice that (i) means that all $k$-drivers bear the same cost $c_k$, regardless of the path $\Gamma_p$ that they take to reach destination. Moreover, (ii) means that no $k$-driver can achieve a cost $< c_k$ by choosing any other starting time $\tau$.

We observe that, given the departure times $\tau_{k,p}^d(\beta)$, the corresponding arrival times $\tau_{k,p}^a(\beta)$ depend on the overall traffic pattern on the entire network. This is obtained by solving the various conservation laws (15) on every arc, with suitable conditions at junctions, specifying the priorities assigned to drivers that wish to
enter the same road. A simple condition governing junctions was considered in [3], assuming that a separate queue can form at the entrance of each road. Drivers arriving at the node $A_i$ from all incoming roads $\gamma_{\ell i}$, and who want to travel along the arc $\gamma_{ij}$, join a queue at the entrance of this outgoing arc. Their place in the queue is determined by the time at which they arrive at $A_i$, first in first out. With these modeling assumptions, the following results were proved in [3].

Theorem 3 (existence of globally optimal solutions on networks). Assume that, for every viable arc $\gamma_{ij}$ the corresponding flux function $f = f_{ij}$ satisfies (A1). Moreover, assume that for every $k = 1, \ldots, n$ the cost functions $\varphi_k, \psi_k$ satisfy (A2). Then, for any $n$-tuple $(G_1, \ldots, G_n)$ of nonnegative numbers, there exists departure timings $\tau_{k,p}^d : [0, G_{k,p}] \mapsto \mathbb{R}$ satisfying (17) which yield a globally optimal solution of the traffic flow problem.

Theorem 4 (existence of a Nash equilibrium solutions on networks). Under the same assumptions on Theorem 3, for any $n$-tuple $(G_1, \ldots, G_n)$ of nonnegative numbers there exists departure timings $\tau_{k,p}^d : [0, G_{k,p}] \mapsto \mathbb{R}$ satisfying (17), which yield a Nash solution of the traffic flow problem.

Remark 3. In the case of one group of drivers traveling on a single road, the uniqueness of the globally optimal solution stated in Theorem 1 is an easy consequence of the characterization (14). The uniqueness of the Nash equilibrium, stated in Theorem 2, is derived from a monotonicity argument. Indeed, the departure distribution $\bar{U}(t) = \int_{-\infty}^t \bar{u}(t) \, dt$ for a Nash equilibrium can be characterized as the pointwise supremum of a family of admissible distributions, satisfying an additional constraint of the form (14). In the case of several groups of drivers on a network of roads, the existence of a Nash equilibrium stated in Theorem 4 is proved by a fixed point argument. By its nature, this topological technique does not yield information about uniqueness or continuous dependence of the Nash equilibrium.

Remark 4. It would be interesting to see if the above theorems remain valid for more general models of road intersections. Instead of putting a buffer at the beginning of each outgoing road, the Riemann solvers studied in [6, 10, 11] allow for the back-propagation of queues along incoming roads. These models are more realistic. However, it is not clear if the corresponding solutions are sufficiently well behaved, in order to to apply the same arguments used in [3].

4. Stability of the Nash equilibrium. For simplicity, consider one group of drivers on a single road. Assume that on a given day the departure rate is $\bar{u}(\cdot)$. If this is not a Nash equilibrium, on the next day some drivers may decide to depart at a different time, hopefully achieving a lower individual cost. An interesting question is whether, iterating this process, after several days the traffic pattern will approach an equilibrium solution.

To set the ideas, given a departure distribution $\bar{u}$, call

$$\Phi^\bar{u}(t) = \varphi(t) + \psi(\tau^a(t))$$

the total cost to a driver who departs at time $t$. Notice that the arrival time $\tau^a$ depends on the departure time $t$ but also on the overall traffic pattern, i.e. on $\bar{u}$. Two models have been proposed in [4], describing how drivers can change their behavior day after day. To simplify the mathematical analysis, it is convenient to
replace the discrete variable recording the day on the calendar by a continuous time variable $s$.

**Model 1.** Drivers who initially depart at time $t$ continuously modify their departure time, depending on the gradient $\Phi^u_t$ of the cost. The evolution of the departure rate $\bar{u}$ is then described by

$$\frac{d}{ds} \bar{u} = (\Phi^u_t \bar{u})_t. \quad (21)$$

**Model 2.** Drivers who depart at time $t$ may decide to jump to a different departure time $\tau \in \mathbb{R}$, with probability proportional to the difference in cost. This leads to the integro-differential evolution equation

$$\frac{d}{ds} \bar{u}(t) = \int \bar{u}(\tau) \left[ \Phi^u(\tau) - \Phi^u(t) \right]_+ d\tau - \int \bar{u}(t) \left[ \Phi^u(t) - \Phi^u(\tau) \right]_+ d\tau, \quad (22)$$

where $[a]_+ \equiv \max\{a, 0\}$.

In both cases the key issue is whether, as $s \to \infty$, the departure rate $\bar{u}(\cdot)$ converges to the unique Nash equilibrium. At the present date, this problem is completely open. Quite surprisingly, numerical simulations reported in [4] indicate that the equilibrium solution may be unstable, while solutions of (21) or (22) approach a chaotic attractor. Even for initial data close to equilibrium, linearized stability has not been rigorously investigated.
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HOW TO IMPROVE THE DECAY OF THE NUMERICAL ERROR FOR LARGE TIMES: THE CASE OF DISSIPATIVE BGK SYSTEMS
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Abstract. We introduce new finite differences schemes to approximate one dimensional dissipative semilinear hyperbolic systems with a BGK structure. Using accurate analytical time-decay properties of the local truncation error, it is possible to design schemes based on standard upwinding schemes, which are increasingly accurate for large times when computing small perturbations of constants asymptotic states.

1. Introduction. Consider the following class of one dimensional BGK systems:

\[
\frac{\partial}{\partial t} f^i + \lambda_i \frac{\partial}{\partial x} f^i = M_i(u) - f^i, \quad i = 1, \ldots, m.
\]  

(1)

Here \( f^i \in \mathbb{R}^k \), \( u := \sum_{i=1}^m f^i \), \( x \in \mathbb{R} \) and \( t > 0 \), and the functions \( M_i = M_i(u) \in \mathbb{R}^k \) are smooth functions of \( u \) such that: \( \sum_{i=1}^m M_i(u) = u \).

To obtain the time decay rates of these solutions, we need to rewrite the problem in more suitable coordinates. Following [3], we rewrite the BGK system in its conservative-dissipative form for the new unknowns

\[
Z = (u, \tilde{Z})^T.
\]

It is proved in [3] that, under some dissipativity conditions and for initial data which are small and smooth in some suitable norms, the time decay of the global solutions, for large times and in the \( L^\infty \)-norm, is given by

\[
\frac{\partial}{\partial t} u = O(t^{-1/2-1/2}), \quad \frac{\partial}{\partial t} \tilde{Z} = O(t^{-1-1/2}),
\]

and similar estimates are available for their time derivatives. Notice that the improved estimate for \( \tilde{Z} \) can only be obtained in these new coordinates.

The aim of this paper is to give a brief overview of the way it is possible to take advantage of these precise decay estimates to build up more accurate numerical schemes. Actually, we can see that, for standard numerical schemes, like for instance
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the upwind scheme with the source term approximated pointwise by the standard Euler scheme, the truncation error has the following decay as $t \to +\infty$:

$$
T_u(x,t) = O(\Delta x \ t^{-3/2}) + O(\Delta t \ t^{-3/2}),
T_{\tilde{Z}}(x,t) = O(\Delta x \ t^{-3/2}) + O(\Delta t \ t^{-3/2}).
$$

(2)

It can be seen numerically that the corresponding absolute error, for a fixed space step, decays as

$$
e_u(t) = O(t^{-1/2}), e_{\tilde{Z}}(t) = O(t^{-1}),$$

which implies that the relative error is essentially constant in time.

Here, our main goal is to improve the decay estimates on the truncation order to achieve an effective decay in time of the relative error, both in $u$ and $\tilde{Z}$. To obtain this result, we perform a detailed analysis of the behavior of the truncation error for a general class of schemes, called ”Time Asymptotically High Order” (TAHO) schemes, which generalize those introduced in [2]. Thanks to this analysis, we are able to select some schemes such that the truncation order behaves as

$$
T_u(x,t) = O(\Delta x \ t^{-2}), T_{\tilde{Z}}(x,t) = O(\Delta x \ t^{-2}),
$$

(3)

for a fixed CFL ratio and such that the numerical error observed in the practical tests improves of $t^{-1/2}$ on other schemes.

The plan of the paper is the following. In Section 2, we introduce our analytical framework. The main schemes are derived in Section 3, where we show how to improve the time decay of their local truncation error. Section 4 presents some numerical tests which show the nice behavior of our new schemes in two test cases.

2. **The analytical framework.** Following [3], we rewrite system 1 in its conservative-dissipative form. This means that we assume that there exists an invertible matrix

$$
D = \begin{pmatrix}
D_{11} & D_{12} \\
D_{21} & D_{22}
\end{pmatrix},
$$

(4)

such that, setting $m_1 = k$, $m_2 = k(m-1)$, the new unknown

$$
Z = Df = (u, \tilde{Z})^T \in \mathbb{R}^k \times \mathbb{R}^{m_2},
$$

(5)

solves the system

$$
\begin{cases}
\partial_t u + A_{11} \partial_x u + A_{12} \partial_x \tilde{Z} = 0, \\
\partial_t \tilde{Z} + A_{21} \partial_x u + A_{22} \partial_x \tilde{Z} = \tilde{Q}(u) - \tilde{Z},
\end{cases}
$$

(6)

where $A$ is symmetric and $\tilde{Q}(u)$ is quadratic in $u$, i.e.: $\tilde{Q}(0) = 0$ and $\tilde{Q}'(0) = 0$. Observe that, after this transformation, which a priori is not unique, the source term is zero in the first component and the second one is the sum of a quadratic term and of the dissipative term $-\tilde{Z}$.

Moreover, when transforming system 1 in system 6, we can always assume that blocks $D_{11}$ and $D_{12}$ have the special form

$$
D_{11} = I_k, \quad D_{12} = (I_k I_k \cdots I_k) \in \mathbb{R}^{k \times m_2},
$$

and, setting $\Lambda = \text{diag}(\lambda_1 I_k, \ldots, \lambda_m I_k)$, we have that

$$
A = \begin{pmatrix} A_{11} & A_{12} \\
A_{21} & A_{22} \end{pmatrix} = D\Lambda D^{-1}.
$$

Therefore, we can rewrite our system in a more compact form:

$$
\partial_t Z + A \partial_x Z = -Z + DM(u).
$$

(7)
To guarantee the existence of the matrix $D$ in 4, we can assume that our system is strictly entropy dissipative in the sense of [5] and verifies the Shizuta-Kawashima condition [6, 5, 3].

For instance, using Bouchut’s Entropy dissipation condition [4], it is possible to prove the existence of a matrix $D$ in 4, with all the above properties.

2.1. The simplest example: the Jin-Xin $2 \times 2$ relaxation system. Consider the following system

\[ \begin{align*}
\frac{\partial}{\partial t} u + \frac{\partial}{\partial x} v &= 0, \\
\frac{\partial}{\partial t} v + \lambda^2 \frac{\partial}{\partial x} u &= F(u) - v,
\end{align*} \]

with $\lambda > 0$. The unknowns $u$ and $v$ are scalar and the function $F = F(u)$ is smooth, with $F(0) = 0$. This case is obtained from 1 for $k = 1$, $m = 2$, and $\lambda_2 = -\lambda_1 = \lambda$, by setting

\[ u = f^1 + f^2, \quad v = \lambda(f^2 - f^1), \quad F(u) = \lambda(M_2 - M_1). \]

Under the condition

\[ \lambda > |F'(0)|, \]

the problem is dissipative, at least in a small neighborhood of the origin, in the sense of [5] and the Shizuta-Kawashima condition is verified.

In this case the conservative-dissipative form is obtained by using

\[ D = \begin{pmatrix} 1 & 1 \\ -\mu a_+ & \mu a_- \end{pmatrix}, \]

where $a = F'(0)$, $\mu = (\lambda^2 - a^2)^{-1/2}$ is real and positive, $a_\pm = \lambda \pm a > 0$, from assumption 9.

2.2. A $3 \times 3$ BGK example. Let us now compute the conservative-dissipative form for the following $3 \times 3$ BGK model,

\[ \begin{align*}
\frac{\partial}{\partial t} f_1 - \lambda \frac{\partial}{\partial x} f_1 &= M_1(u) - f_1, \\
\frac{\partial}{\partial t} f_2 &= M_2(u) - f_2, \\
\frac{\partial}{\partial t} f_3 + \lambda \frac{\partial}{\partial x} f_3 &= M_3(u) - f_3.
\end{align*} \]

Let $F = F(u)$ be a smooth scalar function such that $F(0) = 0$ and let $\gamma$ be such that $\gamma'(u) = |F'(u)|$, with $\gamma(0) = 0$. We choose our three maxwellian functions as follows, for $\beta \in [0, 1]$ and $\lambda > 0$

\[ M_1(u) = \frac{1}{2} \left( \frac{\gamma(u) - F(u)}{\lambda} + \beta u \right), \quad M_2(u) = \frac{1}{2} \left( \frac{\gamma(u) + F(u)}{\lambda} + \beta u \right), \quad M_3(u) = (1 - \beta)u - \frac{\gamma(u)}{\lambda}. \]

The functions $M_i$, $i = 1, 2, 3$, are strictly increasing if for any $u$ under consideration

\[ \lambda > \frac{|F'(u)|}{1 - \beta}, \]

and so the entropy dissipation condition [4] is verified. Let $a = F'(0)$ and $\alpha = |a| + \beta \lambda$, following the results in [4, 5, 3], the matrix $D$ for the transformation in
the conservative–dissipative form 5 is given by

\[
D = \begin{pmatrix}
1 & 1 \\
\frac{\alpha + \alpha}{\alpha - \alpha} - \sqrt{\frac{\lambda(\alpha - \alpha)}{\alpha(\alpha + \alpha)}} & 0 \\
-\sqrt{\frac{\lambda - \alpha}{\alpha}} - \sqrt{\frac{\lambda - \alpha}{\alpha}} + \frac{\lambda}{\sqrt{\alpha(\lambda - \alpha)}} & -\sqrt{\frac{\lambda - \alpha}{\alpha}}
\end{pmatrix}.
\]

3. The numerical approximation. In this section we first introduce general finite difference approximations for system 1. Then, we compute the local truncation error of these schemes and we discuss its decays properties. The main result is given in Theorem 3.1, where a class of Time Asymptotically High Order (TAHO) schemes is fully characterized. First, we approximate the differential part following the direction of the characteristic velocities, so we study the methods for the system in diagonal form 1.

We denote by \( f = (f^1, \ldots, f^m) \) the exact solution. Let \( \Delta x \) the uniform mesh-length and \( x_j = j \Delta x \) the spatial grid points for all \( j \in \mathbb{Z} \). The time levels \( t_n \), with \( t_0 = 0 \), are also spaced uniformly with mesh-length \( \Delta t = t_{n+1} - t_n \) for \( n \in \mathbb{N} \). We denote by \( \rho \) the CFL ratio \( \rho = \Delta t / \Delta x \), which is taken constant through all the paper.

We consider the Cauchy problem for system 1 possibly subjected to some stability conditions. The initial data \( f^0 \) is supposed to be smooth and approximated by its node values. The approximate solution \( (f^1_{j,n}, \ldots, f^m_{j,n})^T, f^i_{j,n} \in \mathbb{R}^k, i = 1, \ldots, m, \) for \( j \in \mathbb{Z} \) and \( n \in \mathbb{N} \), is given by

\[
\frac{f^i_{j,n+1} - f^i_{j,n}}{\Delta t} + \frac{\lambda_i}{2\Delta x} (f^i_{j+1,n} - f^i_{j-1,n}) - \frac{q_i}{2\Delta x} \delta^2_{x} f^i_{j,n} = \sum_{l=-1,0,1} \left( B^i_l(u_{j+l,n}) - \beta^i_l f^i_{j+l,n} \right),
\]

with \( f^i_{j,0} = f^i_0(x_j) \) and \( \delta^2_{x} f^i_{j,n} = (f^i_{j+1,n} - 2f^i_{j,n} + f^i_{j-1,n}) \), for all \( i = 1, \ldots, m \).

The artificial diffusion terms \( q_i \) are diagonal matrices in \( \mathbb{R}^{k \times k} \). The source term approximation is defined, for \( l = -1,0,1 \), by the diagonal matrices \( \beta^i_l \in \mathbb{R}^{k \times k} \) and by the vectors of functions \( B^i_l(\cdot) \in \mathbb{R}^k \).

We assume the scheme 10 is consistent with system 1, i.e, for all \( i = 1, \ldots, m \)

\[
\beta^i_{-1} + \beta^i_0 + \beta^i_1 = I_k + \Delta x C^i,
\]

\[
B^i_{-1}(u) + B^i_0(u) + B^i_1(u) = M_i(u) + \Delta x C_i(u),
\]

where \( C^i = \text{diag}(c^i_1, \ldots, c^i_k) \in \mathbb{R}^{k \times k} \) and \( C_i(u) \) are \( k \) functions to be defined.

3.1. Decay properties of the local truncation error. In this section we focus on the local truncation error for the general scheme 10. By applying the time decay properties given in [3], we will show how it is possible to build up numerical schemes which are more accurate for large times.

Set, for \( i = 1, \ldots, m \),

\[
C = \text{diag}(C^i), \quad \bar{C} = DCD^{-1}, \quad \bar{C}(u) = (C_i(u))^T, \quad \gamma^i = (\beta^i_1 - \beta^i_{-1}).
\]

Scheme 10 is clearly consistent. Now, using the time decay estimates in [3] and similar estimates for their time derivatives, we obtain for a general approximation
the following estimates for the local truncation error, as \( t \to +\infty \):
\[
\mathcal{T}_u(x,t) = O(\Delta x^{-3/2}) + O(\Delta t^{-3/2}), \mathcal{T}_z(x,t) = O(\Delta x^{-3/2}) + O(\Delta t^{-3/2}).
\]
We would like to improve the decay property of this local truncation error to build up more accurate numerical schemes. The main idea is to choose the free parameters of the scheme to delete the terms that decay more slowly in the Taylor expansion of the local truncation error (see [1] for details).

Let \( g_i = \text{diag}(\gamma(i-1)k+1, ..., \gamma_i k) \) for \( i = 1, ..., m \) and \( G = \text{diag}(g_1, ..., g_m) \).

**Theorem 3.1** (Local Truncation Error). Let \( \Delta t/\Delta x = \rho \) be fixed and let \( H = \text{diag}(h_1, ..., h_m) \) be the block diagonal matrix given by \( H = D^T D \) and set \( P = \sum_{i=1}^m \lambda_i^2 h_i^{-1} \). Assume \( A_{11} \neq 0 \) and that the following condition holds:

the matrix \((\lambda_i I_k - A_{11})\) is invertible for \( i = 1, ..., m \).

If we make the following choice for the coefficients of the scheme 10,
\[
C = -\frac{\rho}{2} I_{km}, \quad C = CM(u) = -\frac{\rho}{2} M(u),
\]
\[
g_i = - \left( \frac{1}{2} g_i h_i^{-1} - \frac{\rho}{2} h_i^{-1} (P - (\lambda_i I_k - A_{11})) \right) (\lambda_i I_k - A_{11})^{-1} h_i
\]
and
\[
\Gamma_i'(u) = g_i M_i'(u) + \frac{\rho}{2} \left( (h_i^{-1} - M_i'(u))A_{11} + \lambda_i M_i'(u) - h_i^{-1} \sum_{j=1}^m \lambda_j M_j'(u) \right),
\]
both for \( i = 1, ..., m \), then the scheme 10 is TAHO and the local truncation error reads
\[
\mathcal{T}_u(x,t) = O(\Delta x^{-3/2}) + O(\Delta x^2 t^{-3/2}), \mathcal{T}_z(x,t) = O(\Delta x^{-3/2}) + O(\Delta x^2 t^{-3/2}).
\]
For the proof and further considerations in case \( A_{11} = 0 \) we refer to [1].

4. **Numerical tests.** In this Section we show how, for large time simulations, TAHO schemes give better numerical results than standard approximations for both examples considered in Sections 2.1 and 2.2.

Specifically, we shall compare our TAHO scheme with two numerical approximations: i) a source pointwise approximation, denoted by STD and defined by 10 with \( \Gamma_i = 0, \gamma_i = 0, C_i = 0, \) and \( C_i = 0 \), for \( i = 1, ..., m \); ii) a source upwinding approximation, denoted by ROE and defined by
\[
\frac{f_{j,n+1}^i - f_{j,n}^i}{\Delta t} + \frac{\lambda_i}{2\Delta x} (f_{j+1,n}^i - f_{j-1,n}^i) - \frac{|\lambda_i|}{2\Delta x} \delta f_{j,n}^i
\]
\[
= M_i(u_{j-1}^n) + 2M_i(u_j^n) + M_i(u_{j+1}^n) + \frac{sgn(\lambda_i)}{4} (M_i(u_{j-1}^n) - M_i(u_{j+1}^n))
\]
\[
- \frac{f_{j-1,n}^i + 2f_{j,n}^i + f_{j+1,n}^i}{4} - \frac{sgn(\lambda_i)}{4} (f_{j-1,n}^i - f_{j+1,n}^i).
\]
To complete the definition of scheme 10 coupled with conditions 11-13 it is still necessary to choose some free parameters, such as for the \( 2 \times 2 \) case \( B_{0,2}^1(\cdot) \) and \( B_{0,2}^1 \). For both cases considered, such parameters can be defined by applying monotonicity conditions to the scheme. We refer to [1] for more details.

For all tests, we focus our attention on the numerical error as a function of time: we plot the error \( e(t) = \| (u^H - U^h)(t) \|_{L^\infty} \) as the time \( t = \Delta t \) increases, where \( u^H \) is the reference solution obtained by the ROE scheme 14, with \( \Delta x = O(10^{-4}) \).
Then, given different numerical approximations $U^h$, we look for a constant $C$ and $\gamma$ which best fit the equality

$$e(t) = \|(u^H - U^h)(t)\|_{L^\infty} = Ct^{-\gamma}. \tag{15}$$

Given $N$ data points $(t_i, e(t_i))_{i=1,N}$, we shall define $\gamma$ and $C$ as the solution of the following least squares problem,

$$\min_{C, \gamma} \sum_{i=1}^N \left| \ln(e(t_i)) - \ln(Ct^{-\gamma}) \right|^2.$$

For all schemes, we fix the steps ratio $\rho$ to verify all the CFL conditions. Since all schemes are of first order approximation, to emphasize the good behaviour of TAHO compared to the others schemes, we compute the numerical solutions $U^h$ by using a quite big grid step $\Delta x = O(10^{-1})$.

All numerical results we present show that for standard approximations, such as STD and ROE, the absolute error $e(t)$, for a fixed space step, decays as $e_u(t) = O(t^{-1/2})$, $e_z(t) = O(t^{-1/2})$, while for the TAHO scheme, it improves of $t^{-1/2}$ on the previous schemes.

4.1. Results for the Jin–Xin $2 \times 2$ system. We fix $q = \lambda$ and we compare for the $2 \times 2$ case the TAHO scheme coupled with monotonicity assumptions, with ROE and STD scheme. We shall consider as initial datum the function

$$u_0 = \chi_{[-1,1]}(-x^2 + 1), \quad z_0 = \frac{1}{\lambda} F(u_0(x)),$$

and we fix

$$F(u) = a (u - u^2).$$

The numerical results 1 show a better performance of the TAHO scheme; for both conservative and dissipative variable, the numerical solution obtained by TAHO fit better the benchmark curve. Again, the decay of the errors $e_u(t)$ and $e_z(t)$, Figure 1-(c)-(d), goes faster for the TAHO scheme, as confirmed by Table 1. There the decay parameter $\gamma$ is numerically computed for all three schemes. The value obtained for the TAHO scheme improve of $t^{-1/2}$ on the others. We stress on that the numerical solutions are computed with quite big step $\Delta x = 0.1$.

4.2. Results for the $3 \times 3$ system. As initial data, we take the smooth function $u_0$ defined by

$$u_0(x) = \chi_{[-1,1]} \exp \left(1 - \frac{1}{1 - x^2} \right).$$

Then we set $f_0(x) = M(u_0(x))$. We choose $a = 1$, $\lambda = 2.1$, $\beta = (\alpha - a)/\lambda = 0.1$. The discretization parameters are $\Delta x = 0.1$, $\rho = \frac{1}{2\lambda}$, which satisfy all monotonicity requirements, see [1].

The numerical results show as in the $2 \times 2$ case a better performance of the TAHO scheme. In Figure 2-(a)-(b), we plot the time evolution of the $L^\infty$ errors $e_u(t)$ and $e_z(t)$. They show how for the TAHO scheme both errors decay as time increases more quickly than other. This result is also confirmed by Table 2, where the values of $\gamma$ and $C$ are computed. Looking at the different values of $\gamma$, it is clear that for the TAHO approximation the decay velocity of the absolute error improves of $t^{-1/2}$ on the previous schemes.
Table 1. The $2 \times 2$ Test, see subsection 4.1. Evaluation of constants $\gamma$ and $C$ for $e_u(t) = C_u t^{-\gamma_u}$ and $e_z(t) = C_z t^{-\gamma_z}$ defined in 15. For standard approximation STD and ROE, the absolute error decays as $e_{u,z}(t) \approx O(t^{-1/2})$; while, for the TAHO scheme it improves of $t^{-1/2}$.

<table>
<thead>
<tr>
<th>scheme</th>
<th>$C_u$</th>
<th>$\gamma_u$</th>
<th>$C_z$</th>
<th>$\gamma_z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>STD</td>
<td>0.013797</td>
<td>0.374708</td>
<td>0.010744</td>
<td>0.341554</td>
</tr>
<tr>
<td>ROE</td>
<td>0.004874</td>
<td>0.333634</td>
<td>0.007850</td>
<td>0.439996</td>
</tr>
<tr>
<td>TAHO</td>
<td>0.111380</td>
<td>1.151517</td>
<td>0.495480</td>
<td>1.451030</td>
</tr>
</tbody>
</table>

Figure 1. The $2 \times 2$ Test, see subsection 4.1. (a)-(b) Zoom on the solutions $u$ and $z$ respectively obtained by the different schemes at final time $T$. The plot show that TAHO scheme gives better results than others with a quite big step $\Delta x = 0.1$. (c)-(d) Time evolution of the $l^\infty$ errors $e_u(t)$ and $e_z(t)$ defined in 15 for the different schemes. As expected by our asymptotic analysis, for the TAHO scheme the absolute errors $e_{u,z}(t)$ decay faster as the time increases. This result is confirmed in Table 1, where we compute the decay parameters $\gamma$ of absolute errors previously plotted.
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Figure 2. The $3 \times 3$ Test, see section 4.2. Absolute errors for $u$ component (left) and $Z$ components (right) with respect to time.
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Abstract. In this paper, we consider a system of micro-beam resonators within the thermoelastic theory of Lord and Shulman. It is a particular case of a thermoelastic system given by a coupling of a plate equation to a hyperbolic heat equation arising from Cattaneo’s law of heat conduction. In a bounded domain, the system can be damped by a term such that it is exponentially stable. In the whole space, one can determine the decay rates for the system.

1. Introduction. Resonators are systems which naturally oscillate at some frequencies, called its resonant frequencies. There are many kinds of resonators. We consider mechanical resonators. Microresonators have high sensitivity at room temperature. Thermoelastic damping is one of the reasons for the dissipation or loss of energy from the system to its surroundings, see [8, 1, 2].

We model the problem of thermoelastic damping in micro-resonators by coupling the plate equation to a modified heat equation with one relaxation parameter proposed by Lord and Shulman [4]. One can find a good review of the relevance of the thermoelastic damping and the derivation for the one dimensional case in [8].

We consider the system in the dimensionless form. The system of equations reads as

\[ \begin{align*}
    a \Delta^2 u + \Delta \theta + u_{tt} &= F, \quad (1) \\
    \Delta \theta - m \theta + d \Delta \dot{u}_t &= c \dot{\theta}_t + G, \quad (2)
\end{align*} \]

where \( \hat{f} = f + \tau f_t \).

We assume first that \( a, d, c \) and \( \tau \) are positive constants. The constant \( m \) may be non-negative. \( F \) and \( G \) correspond to the external force and heat supply. First, we consider a bounded domain \( B \subset \mathbb{R}^n \) whose boundary satisfies the assumptions of the divergence theorem. In this paper solutions \( (u, \theta) = (u(x, t), \theta(x, t)) \) with \( x \in B, t \geq 0 \) are considered. The initial conditions are given by

\[ u(x, 0) = u_0(x), \quad u_t(x, 0) = u_1(x), \quad \theta(x, 0) = \theta_0(x), \quad \theta_t(x, 0) = \theta_1(x) \quad (3) \]

and the boundary conditions read

\[ u(x, t) = \Delta u(x, t) = \theta(x, t) = 0, \quad x \in \partial B, \quad t \in [0, \infty) \]
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or
\[
  u(x,t) = \nabla u(x,t) \cdot n(x) = \theta(x,t) = 0, \quad x \in \partial B, \quad t \in [0, \infty).
\]
(5)

In this context \( n(x) \) is the outer normal vector to \( \partial B \) at a certain \( x \in \partial B \).

2. Exponential Stability of a damped System. The system (1), (2) in a bounded domain with the initial conditions (3) and boundary conditions (4) or (5) was partly considered in [5]. Unfortunately, [5] includes a mistake which was corrected in [6]. It is shown in [6] that the associated semigroup \( \{e^{tA}\}_{t \geq 0} \) for \( \tau > 0 \) is not exponentially stable. This effect can also be observed in some Timoshenko systems, see [7].

Next, we want to introduce an additional term, called damping, to assure for the exponential stability. The damped system has the form
\[
a \Delta^2 u + \Delta \theta + u_{tt} + \gamma u_t = 0, \quad (6)
\]
\[
\Delta \theta - m \theta + d \Delta \hat{u}_t = c \hat{\theta}_t, \quad (7)
\]
where \( \gamma > 0 \) is a damping factor. The natural energy is given by
\[
E(t) = \int_B (d \hat{u}_t^2 + ad|\Delta \hat{u}|^2 + c\hat{\theta}^2 + \tau (|\nabla \theta|^2 + m \theta^2)) dB.
\]

One can show that
\[
\frac{d}{dt} E(t) = -2 \int_B (|\nabla \theta|^2 + m \theta^2) dB - 2\gamma d \int_B \hat{u}_t^2 dB. \quad (8)
\]

Our aim is to determine a suitable Lyapunov functional which is equivalent to the energy. First of all we define
\[
\eta(x,t) := \int_0^t \theta(x,s) ds. \quad (9)
\]

Letting \( Q \) be the solution to
\[
\Delta Q - mQ = [c \theta_0 + c \tau \theta_1 - d \Delta u_0 - d \tau \Delta u_1] \quad (10)
\]
with homogenous boundary conditions \( Q = 0 \) on \( \partial B \), we observe that \( \beta := \eta + Q \) satisfies the homogenized equation
\[
\Delta \beta - m \beta = c \hat{\theta} - d \Delta \hat{u}. \quad (11)
\]

Now we define the Lyapunov functional
\[
F(t) := NE(t) + \int_B \left( \frac{1}{2}(|\nabla \beta|^2 + m \beta^2) + \tau \nabla \beta \nabla \beta_t + m \tau \beta \beta_t + d \Delta \hat{u}_t + \frac{\gamma d}{2} \hat{u}_t^2 \right) dB,
\]
for a constant $N > 0$ being arbitrary for a moment. It yields
\[
\frac{d}{dt} F(t) = -2N \int_B (|\nabla \theta|^2 + m\theta^2) dB - 2N\gamma \int_B \dot{\theta}^2 dB - \int_B c\dot{\theta}^2 dB
\]
\[= \int_B ad|\Delta \hat{u}|^2 dB + \int_B \ddot{u}^2 dB + \int_B (|\nabla \theta|^2 + m\theta^2) dB \]
\[= \left( \frac{-2N + \tau}{\tau} \right) \int_B (|\nabla \theta|^2 + m\theta^2) dB + (\tau - 2N\gamma + 1) \int_B \ddot{u}^2 dB \]
\[= \int_B c\dot{\theta}^2 dB - \int_B ad|\Delta \hat{u}|^2 dB.\]

We choose $N$ to satisfy
\[
-\frac{2N}{\tau} + 1 < 0 \quad \text{and} \quad -2N\gamma + 1 < 0. \tag{12}
\]

Thus, we obtain
\[
\frac{d}{dt} F(t) \leq -\min \left\{ \frac{2N}{\tau} - 1, 2N\gamma - 1, 1 \right\} \int_B (\ddot{u}^2 + ad|\Delta \hat{u}|^2 + c\dot{\theta}^2 + \tau(|\nabla \theta|^2 + m\theta^2)) dB \]
\[= -E(t)\]
meaning
\[
\frac{d}{dt} F(t) \leq -CE(t), \quad C > 0.
\]

Using the homogenized equation (11), one can show the equivalence of the functional and the energy, i.e.,
\[
\exists c_1, c_2 > 0 : \quad c_1 E(t) \leq F(t) \leq c_2 E(t).
\]
In particular, we can show that there is a positive constant $C$ such that
\[
|F(t) - NE(t)| \leq CE(t).
\]
Altogether we obtain for generic positive constant $C$
\[
\frac{d}{dt} F(t) \leq -CF(t).
\]
Gronwall’s lemma implies
\[
F(t) \leq e^{-Ct} F(0).
\]
This yields the exponential stability of the damped system.

**Theorem 2.1.** For the energy of the damped system (6), (7), there exist constants $\tilde{c}_1 > 0$ and $\tilde{c}_2 > 0$ independent from the initial data such that
\[
E(t) \leq \tilde{c}_1 E(0)e^{-\tilde{c}_2 t} \tag{13}
\]
holds for all $t \geq 0$.

**Remark 1.** One can similarly show that the following damped system is also exponentially stable:
\[
a\Delta^2 u + \Delta \theta + u_{tt} - \gamma \Delta u_t = 0, \tag{14}
\]
\[
\Delta \theta - m\theta + d\Delta \hat{u}_t = c\dot{\theta}_t. \tag{15}
\]
3. Asymptotics and Decay Rates. The resonator equations in the whole space have not been studied in the literature before. Here, we want to study the asymptotic behaviour of the solutions to the Cauchy problem
\begin{align}
a \Delta^2 u + \Delta \theta + u_{tt} &= 0, \quad \text{(16)} \\
\Delta \theta - m \theta + d \Delta w_t &= \hat{c} \theta_t, \quad \text{(17)}
\end{align}
where \( t \in \mathbb{R}^+ \) and \( x \in \mathbb{R}^n \). Our aim is to determine the decay rates of this system. Now we have to assume \( m \neq 0 \). The initial conditions are
\[
u(x,0) = u_0(x), \quad u_t(x,0) = u_1(x), \quad \theta(x,0) = \theta_0(x), \quad \theta_t(x,0) = \theta_1(x)
\]
for \( x \in \mathbb{R}^n \). We assume the existence of smooth solutions which can be shown by using the Fourier transform. Application of the Fourier transform \((Fu(x,t))(\xi) =: v(\xi,t), (F\theta(x,t))(\xi) =: w(\xi,t)\) implies
\begin{align}
\rho^2 v(\xi,t) - pw(\xi,t) + v_{tt}(\xi,t) &= 0, \quad \text{(18)} \\
pw(\xi,t) - m(w(\xi,t) - d\hat{\rho}w_t(\xi,t) &= c\hat{w}_t(\xi,t), \quad \text{(19)}
\end{align}
where \( \rho := |\xi|^2 \). It is easy to see that both \( v \) and \( w \) satisfy the following fourth-order ordinary differential equation
\[
v_{tttt} + \frac{1}{\tau} v_{ttt} + \frac{1}{\tau^2} ((ac + d)\tau \rho^2 + m + \rho) v_{tt} \\
+ \frac{1}{\tau^2} \rho^2 (ac + d) v_t + \frac{a}{\tau^2} \rho^2 (\rho + m) v = 0. \quad \text{(20)}
\]
The characteristic polynomial of equation (20) is given by
\[
P_\rho(\lambda) = \lambda^4 + \frac{1}{\tau} \lambda^3 + \frac{1}{\tau^2} (\rho + m + \tau(ac + d)\rho^2)\lambda^2 + \frac{1}{\tau^2} (ac + d)\rho^2 \lambda + \frac{a}{\tau^2} (\rho^3 + m\rho^2). \quad \text{(21)}
\]
First, we study the behaviour of the roots for \( \rho \to 0 \). By a straightforward analysis, we obtain the following asymptotic properties of the roots which give information about the decay rates.

**Proposition 1.** The roots of the characteristic polynomial have the following properties for \( \xi \to 0 \) and \( \rho := |\xi|^2 \):
\[
\lambda_1 = -\frac{d}{2m} \rho^2 + \mathcal{O}(\rho^3) + i\sqrt{m} \rho + i\mathcal{O}(\rho^2), \\
\lambda_2 = -\frac{d}{\sqrt{m}} \rho^2 + \mathcal{O}(\rho^3) - i\sqrt{m} \rho + i\mathcal{O}(\rho^2), \\
\lambda_3 = -\frac{1}{2\tau} + \frac{1}{2} \left( \frac{1}{\tau^2} - \frac{4m}{\tau^2} \right)^{1/2} - \frac{1}{\tau^2} \left( \frac{1}{\tau^2} - \frac{4m}{\tau^2} \right)^{1/2} \rho + \mathcal{O}(\rho^2), \\
\lambda_4 = -\frac{1}{2\tau} - \frac{1}{2} \left( \frac{1}{\tau^2} - \frac{4m}{\tau^2} \right)^{1/2} + \frac{1}{\tau^2} \left( \frac{1}{\tau^2} - \frac{4m}{\tau^2} \right)^{1/2} \rho + \mathcal{O}(\rho^2).
\]
One can numerically verify these properties. One can also determine the asymptotic behaviour of the roots for \( \rho \to \infty \). The following proposition describes the asymptotic behaviour of the roots for \( \rho \to \infty \).

**Proposition 2.** The roots of the characteristic polynomial have the following properties for \( \xi \to \infty \) and \( \rho := |\xi|^2 \). There are positive constants \( c_1, c_2, c_3, c_4 > 0 \) such
where $b$

Every solution of equation (20) has the form

$$\lambda_{1,2} = -c_1 \frac{1}{\rho} + O\left(\frac{1}{\rho^2}\right) \pm c_2 \rho i + iO(\rho^2),$$

$$\lambda_{3,4} = -c_3 + O\left(\frac{1}{\rho}\right) \pm c_4 \sqrt{\rho} i + O(\rho).$$

3.1. Decay Rates for $m \neq 0$. In this section $C$ stands for a generic positive constant. We want to determine the decay rates for the homogenous system (1), (2) for the case $m \neq 0$. A fundamental system for equation (20) is given by

$$\{e^{\lambda_1 t}, e^{\lambda_2 t}, e^{\lambda_3 t}, e^{\lambda_4 t}\}.$$ 

Every solution of equation (20) has the form

$$v(t, \xi) = a_1(\xi)e^{\lambda_1 t} + a_2(\xi)e^{\lambda_2 t} + a_3(\xi)e^{\lambda_3 t} + a_4(\xi)e^{\lambda_4 t}.$$ 

We can explicitly determine the coefficients $a_j(\xi)$ as

$$a_j(\xi) = \sum_{k=0}^{3} b_j^k v_k \quad \text{for} \quad j = 1, 2, 3, 4,$$

where $b_j^k$ are given by

$$b_j^0 = -\prod_{i \neq j} \frac{\lambda_i}{\lambda_j - \lambda_i}, \quad b_j^1 = \sum_{\substack{i \neq j \neq i}} \frac{\lambda_i \lambda_j}{\lambda_j - \lambda_i},$$

$$b_j^2 = -\sum_{i \neq j} \frac{\lambda_i}{\lambda_j - \lambda_i}, \quad b_j^3 = \frac{1}{\lambda_j - \lambda_i}.$$ 

The following lemma describes the asymptotic behaviour of the coefficients $a_j(\xi)$.

**Lemma 3.1.** $\exists C > 0, \forall R_1 > 0, \forall \rho \leq R_1$:

$$|a_1(\xi)e^{\lambda_1(\xi)t}| \leq C (|v_0(\xi)| + |v_1(\xi)| + |v_2(\xi)| + |v_3(\xi)|) e^{\Re \lambda_1 t},$$

$$|a_2(\xi)e^{\lambda_2(\xi)t}| \leq C (|v_0(\xi)| + |v_1(\xi)| + |v_2(\xi)| + |v_3(\xi)|) e^{\Re \lambda_2 t}.$$ 

We can also estimate the first part of the solution for small $\rho$.

**Lemma 3.2.** $\exists C > 0, \exists R_1 > 0, \forall \rho \leq R_1$:

$$|a_1(\xi)e^{\lambda_1(\xi)t} + a_2(\xi)e^{\lambda_2(\xi)t}|$$

$$\leq C \left( |v_0(\xi)| + C \frac{\sin(\rho t)}{\rho} (|v_1(\xi)| + |v_2(\xi)| + |v_3(\xi)|) \right) e^{\Re \lambda_1 t}.$$ 

As a corollary we obtain

**Corollary 1.** $\exists C > 0, \exists R_1 > 0, \forall \rho \leq R_1$:

$$|a_i(\xi)e^{\lambda_i(\xi)t}| \leq C |v_0(\xi)| e^{\Re \lambda_i t} + C \frac{1}{\rho} (|v_1(\xi)| + |v_2(\xi)| + |v_3(\xi)|) e^{\Re \lambda_i t},$$

where $i = 1, 2$.

For large $\rho$, we have

**Lemma 3.3.** $\exists R_2 > 0, \exists C > 0, \forall \rho \geq R_2$:

$$|a_i e^{\lambda_i t}| \leq C e^{\Re \lambda_i t}(|v_0| + |v_1| + |v_2| + |v_3|),$$

where $i = 1, 2, 3, 4$.  

These results lead to the estimate
\[
|v_t| = |\lambda_1 a_1 e^{\lambda_1 t} + \lambda_2 a_2 e^{\lambda_2 t} + \lambda_3 a_3 e^{\lambda_3 t} + \lambda_4 a_4 e^{\lambda_4 t}| \\
\leq |\lambda_1||a_1 e^{\lambda_1 t}| + |\lambda_2||a_2 e^{\lambda_2 t}| + |\lambda_3||a_3 e^{\lambda_3 t}| + |\lambda_4||a_4 e^{\lambda_4 t}|.
\]

Let \( \tilde{u} \) be the Fourier transformed of \( v \), yielding
\[
|\tilde{u}_t| = C \left| \int e^{ix \xi} v_t(\xi,t) d\xi \right| \\
\leq C \int_{|\xi| \leq R_1} |v_t(\xi,t)| d\xi + C \int_{R_1 \leq |\xi| \leq R_2} |v_2(\xi,t)| d\xi + C \int_{|\xi| \geq R_2} |v_3(\xi,t)| d\xi
\]

 Altogether, these results lead to the following estimate
\[
\int_{|\xi| \geq R_2} |v_t(\xi,t)| d\xi \leq C \left( ||v_0||_{3n+3,0} + ||v_1||_{3n+3,0} + ||v_2||_{3n+3,0} + ||v_3||_{3n+3,0} \right) \times \\
\times \left( e^{-Ct} + t^{-n} \right).
\]

We obtain for all \( t \geq 0 \):
\[
|\tilde{u}_t| \leq C (1 + t)^{-n/4} \left( ||\tilde{u}_0||_{3n+3,1} + ||\tilde{u}_1||_{3n+3,1} + ||\tilde{u}_2||_{3n+3,1} + ||\tilde{u}_3||_{3n+3,1} \right).
\]

We can also get an estimate for the solution in the \( L^2 \)-norm since the system is dissipative. Now we can use interpolation techniques to describe the asymptotic behaviour of the solutions.

**Theorem 3.4.** Let \( 2 \leq q \leq \infty, 1/p + 1/q = 1, m \neq 0, N_p > (1 - 2/q)(3n + 3) \). Then \( \exists c = c(n,q) > 0 \) \( \forall V_0 \in W^{N_p,p}(\mathbb{R}^n) \) \( \forall t \geq 0 \):
\[
||V_t(t)||_q \leq c (1 + t)^{-\frac{n}{2}(1 - \frac{2}{q})} ||V_0||_{N_p,q},
\]

where \( V(t) = (\tilde{u}(t), \tilde{u}_t(t), \theta(t), \theta_t(t)) \) and \( (u, \theta) \) the solutions of the system (16), (17).

It should be mentioned that \( m \neq 0 \) has been assumed. We will see that the decay rates differ from the case \( m = 0 \). Compared to the classical linear thermoelastic plate equations \( \tau = 0 \), i.e.,
\[
a \Delta^2 u + \Delta \theta + u_{tt} = 0, \\
c \theta_t - \Delta \theta - d \Delta u_t = 0,
\]

we also observe different decay rates. Namely, the decay rates in the system of linear thermoelastic plate equation has the form \( t^{-n/2} \). We remark that the decay rate \( t^{-n/4} \) for the case \( m = 0 \) is not the decay rate of the classical plate equation
\[
u_{tt} + \Delta^2 u = 0
\]

having the rate of \( t^{-n/2} \) corresponding to that of the heat equation. We compare the decay rates of the systems, i.e., we estimate the vector \( V(t) \) in some time derivatives to the decay rate. In this case you can do this for first time derivative.
3.2. Decay Rates for $m = 0$. Letting $m = 0$, we observe that the homogenized system
\begin{align*}
a\Delta^2 u + \Delta \theta + u_{tt} &= 0, \\
\Delta \theta - m\theta + d\Delta \hat{u}_t &= c\hat{\theta}_t
\end{align*}
(22)
(23)
can be rewritten as
\begin{align*}
a\Delta^2 u + \Delta \theta + u_{tt} &= 0, \\
c\theta_t + \nabla'q - d\Delta \hat{u}_t &= c\hat{\theta}_t
\end{align*}
(24)
(25)
\begin{align*}
\tau q_t + q + \nabla \theta &= 0,
\end{align*}
(26)
where $q$ is the heat flux. The system is given by a coupling of the plate equation to the heat equation after Cattaneo’s law. The last equation represents the Cattaneo’s law. One can easily get for $\tau = 0$ and $m = 0$ the classical thermoelastic plate equations.

As mentioned before, the system changes its decay rates for $m = 0$, because the roots of the characteristic polynomial change their behaviour. We assume $a = c = d = 1$ and $m = 0$. By a similar analysis we obtain the following proposition.

**Proposition 3.** There holds for $m = 0$, $\rho \to 0$:
\begin{align*}
\lambda_1 &= \frac{1}{2}(c_1 - 1)\rho + O(\rho^2) + (O(\rho^2))^{1/2}, \\
\lambda_2 &= \frac{1}{2}(c_1 - 1)\rho + O(\rho^2) - (O(\rho^2))^{1/2}, \\
\lambda_3 &= -c_1\rho + O(\rho^2), \\
\lambda_4 &= -\frac{1}{\tau} + \rho + O(\rho^2),
\end{align*}
where
\begin{align*}
c_1 &\approx 0.56984, \quad c_1 - 1 \approx -0.43015.
\end{align*}
The behaviour of the roots for $\rho \to \infty$ does not change, so we have the same result as before for $\rho \to \infty$. Analogously, we can study the asymptotics of the system for $m = 0$. By a similar analysis of the solution as in the section before, we can obtain an estimate for the second time derivative of the solution. So we have the following theorem.

**Theorem 3.5.** Let $2 \leq q < \infty$, $1/p + 1/q = 1$, $m = 0$, $N_p > (1 - 2/q)(3n + 5)$. Then $\exists c = c(n, q) > 0$ $\forall V_0 \in W^{N_p,p}(\mathbb{R}^n)$ $\forall t \geq 0$:
\begin{align*}
||V_t(t)||_q \leq c(1 + t)^{-\frac{q}{2}(1 - \frac{2}{q})}||V_0||_{N_p,p},
\end{align*}
where $V(t) = (\hat{u}(t), \hat{u}_t(t), \theta(t), \theta_t(t))$.

One can get estimates for the vector $V(t)$ putting some conditions on the space dimension. These theorems are presented next without proofs which can be done analogously.

**Theorem 3.6.** Let $2 \leq q < \infty$, $1/p + 1/q = 1$, $m \neq 0$, $N_p > (1 - 2/q)(3n + 1)$, $n \geq 3$. Then $\exists c = c(n, q) > 0$ $\forall V_0 \in W^{N_p,p}(\mathbb{R}^n)$ $\forall t \geq 0$:
\begin{align*}
||V(t)||_q \leq c(1 + t)^{-\frac{n+2}{2}(1 - \frac{2}{q})}||V_0||_{N_p,p}.
\end{align*}
Theorem 3.7. Let $2 \leq q \leq \infty$, $1/p + 1/q = 1$, $m = 0$, $N_p > (1 - 2/q)(3n + 1)$, $n \geq 5$. Then $\exists c = c(n, q) > 0 \ \forall V_0 \in W^{N_p,p}(\mathbb{R}^n) \ \forall t \geq 0$:

$$||V(t)||_q \leq c(1 + t)^{-\frac{n-2}{2}(1 - \frac{2}{q})}||V_0||_{N_p,p}.$$ 
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Abstract. The sedimentation of a polydisperse suspension with $N$ particle size classes can be described by a system of $N$ nonlinear scalar first-order conservation laws. For its numerical solution, Bürger et al. [J. Comput. Phys. 230, 2322–2344 (2011)] proposed a spectral weighted essentially non-oscillatory (WENO) scheme based on a hyperbolicity analysis. It is demonstrated that this scheme becomes more efficient by the technique of Adaptive Mesh Refinement (AMR), which concentrates computational effort on zones of strong variation.

1. Introduction. The sedimentation of a polydisperse suspension of small rigid equal-density spheres of $N$ size classes can be described by a spatially one-dimensional system of first-order nonlinear conservation laws

$$\partial_t \Phi + \partial_x f(\Phi) = 0, \quad \Phi = (\phi_1, \ldots, \phi_N)^T, \quad f(\Phi) = (f_1(\Phi), \ldots, f_N(\Phi))^T,$$

where $t > 0$ and $x \in I \subset \mathbb{R}$. The unknowns are the volume fractions (concentrations) $\phi_i$ of species $i$, $i = 1, \ldots, N$, as functions of depth $x$ and time $t$. The flux density functions are $f_i(\Phi) = \phi_i v_i(\Phi)$, where the settling velocities $v_i$ are given functions of $\Phi$. The model (1) is widely used in engineering and other applications, and a very similar model describes multi-class traffic flow. See [5, 7, 10] for references.

Typical solutions of (1) include discontinuities (kinematic shocks) separating areas of different composition. The accurate numerical approximation of these solutions is a challenge since closed-form eigenvalues and eigenvectors of the flux Jacobian $J_f(\Phi) = (f_{ij}(\Phi))_{1 \leq i, j \leq N}$ are usually not available. Some of these sedimentation models, including the widely used one by Masliyah, Lockett and Bassoon (MLB model, cf. [5]), lead to flux Jacobians that can be analyzed by a convenient hyperbolicity criterion that has become known as the “secular equation” [1, 6]. When this approach applies, hyperbolicity can be ensured under easily verifiable conditions and the eigenstructure of the Jacobian can be computed numerically, so that efficient shock capturing schemes may be applied for (1).
Adaptive techniques, as the Adaptive Mesh Refinement (AMR) algorithm [4], aim to reduce the computational cost of these schemes, by using a higher resolution near shocks, heads and tails of rarefactions, etc., while employing a coarse mesh near smooth regions of the flow. We herein apply the AMR technique to a WENO scheme implemented in a component-wise fashion combined with global Lax-Friedrichs flux vector splitting (denoted by “COMP-GLF”), and alternatively, to a WENO scheme applied in a characteristic-wise (spectral) fashion (denoted by “SPEC-INT”) [7]. The scheme COMP-GLF does not rely on characteristic information, is much easier to implement than SPEC-INT, and on a fixed uniform grid is several times faster than SPEC-INT. However, SPEC-INT is more accurate than COMP-GLF, and more efficient than COMP-GLF in terms of reduction of numerical error per CPU time [7]. It turns out that equipping both versions with AMR produces substantial gains in computational efficiency when compared with the corresponding non-adaptive version, and that the adaptive versions based on SPEC-INT are consistently more efficient than those relying on COMP-GLF.

Any kind of adaptivity that permits to restrict the use of a high-resolution scheme on a fine grid to a portion of the computational domain will make computations more efficient (cf., e.g., [8, 9, 17]). AMR is a grid adaptation technique, introduced by Berger and Oliger [4] for hyperbolic conservation laws, which is based not so much on the reduction of the number of cells on the grid as on the reduction of the overall number of applications of the integration algorithm. This algorithm is very time-consuming especially for high-resolution shock capturing schemes. The AMR algorithm is a two-fold adaptive method. The goal of allowing arbitrary grid resolution is attained by the definition of a set of overlapping grids of different resolutions—a grid hierarchy— being the grid at each resolution level defined only on the part of the domain that is foreseen to require such a resolution. The way in which the grids are overlapped allows to refine also in time, in the sense that each grid is integrated with temporal steps adapted to its spatial grid size. This time refinement further improves the overall performance of the algorithm [3, 4].

2. Sedimentation of polydisperse suspensions. The MLB model arises from the continuity and linear momentum balance equations for the solid species and the fluid through suitable constitutive assumptions and simplifications (cf. [5]). For particles that have the same density, the MLB velocities $v_1, \ldots, v_N$ are given by

$$v_i(\Phi) := \frac{(\rho_s - \rho_f)gd_1^2}{18\mu_f}(1 - \phi)V(\phi)(\delta_i - \delta^T\Phi), \quad i = 1, \ldots, N, \quad (2)$$

where $d_1 > d_2 > \cdots > d_N$ are the respective species diameters, $\delta_i := d_i^2/d_1^2$, $\delta := (\delta_1, \ldots, \delta_N)^T$, $\rho_s$ and $\rho_f$ are the solid and fluid densities, $g$ is the acceleration of gravity, $\mu_f$ is the fluid viscosity, $\phi := \phi_1 + \cdots + \phi_N$, and $V(\phi)$ is a hindered settling factor that should satisfy $V(0) = 1$, $V(\phi_{\text{max}}) = 0$ and $V'(\phi) \leq 0$ for $\phi \in [0, \phi_{\text{max}}]$, where $\phi_{\text{max}}$ denotes the maximum total solids concentration. A standard choice is

$$V(\phi) = (1 - \phi)^{n_{\text{RZ}}} - 2 \quad \text{if } \Phi \in D_{\phi_{\text{max}}}, \quad n_{\text{RZ}} > 2; \quad V(\phi) = 0 \quad \text{otherwise}, \quad (3)$$

where $D_{\phi_{\text{max}}} := \{ \Phi \in \mathbb{R}^n | \phi_1 \geq 0, \ldots, \phi_N \geq 0, \phi \leq \phi_{\text{max}} \}$. The components $f_1(\Phi), \ldots, f_N(\Phi)$ of the flux vector $f(\Phi)$ of the MLB model are given by

$$f_i(\Phi) := v_1(0)\phi_i(1 - \phi)V(\phi)(\delta_i - \delta^T\Phi), \quad i = 1, \ldots, N. \quad (4)$$
3. Secular equation and hyperbolicity analysis. For general kinematic models with \( v_i = v_i(\phi_1, \ldots, \phi_N) \), the spectral information of \( \mathcal{J}_f(\Phi) \) cannot be readily obtained. However, when \( v_i = v_i(p_1, \ldots, p_m) \) and \( p_l = p_l(\Phi) \) for \( i = 1, \ldots, N \) and \( l = 1, \ldots, m \ll N \), then \( \mathcal{J}_f(\Phi) \) is a rank-\( m \) perturbation of \( D := \text{diag}(v_1, \ldots, v_N) \) of the form \( \mathcal{J}_f = D + BA^T \), where

\[
B := (B_{il}) = \left( \phi_i \frac{\partial v_i}{\partial p_l} \right), \quad A := (A_{jl}) = \left( \frac{\partial p_l}{\partial \phi_j} \right), \quad 1 \leq i, j \leq N, \quad 1 \leq l \leq m. \tag{5}
\]

The hyperbolicity analysis is then based on the following theorem.

**Theorem 3.1** (The secular equation, [1, 10]). Assume that \( v_i > v_j \) for \( i < j \), and that \( A \) and \( B \) have the formats specified in (5). Let \( \lambda \neq v_i \) for \( i = 1, \ldots, N \). Then \( \lambda \) is an eigenvalue of \( D + BA^T \) if and only if

\[
R(\lambda) := \det(I + A^T(D - \lambda I)^{-1}B) = 1 + \sum_{i=1}^{N} \gamma_i \frac{v_i - \lambda}{v_i} = 0,
\]

where \( \gamma_i \) can be effectively computed from \( v_i \) and determinants of submatrices of \( A, B \). The relation \( R(\lambda) = 0 \) is known as the secular equation [1].

When \( m \leq 2 \), one may easily compute \( \gamma_1, \ldots, \gamma_N \), and the hyperbolicity analysis via Theorem 3.1 is less involved than discussing the zeros of \( \det(\mathcal{J}_f(\Phi) - \lambda I) \). For the MLB model with equal-density spheres, \( v_i \) depends on \( p_1 := \phi \) and \( p_2 := \delta T \). Thus, \( m = 2 \) and \( \gamma_i = -v_i(0)(n-1)(1-\phi)^{n-2} \delta \phi_1 > 0 \) if \( \phi_1 > 0 \) and \( \phi < 1 \).

The proof of the following corollary follows from Theorem 3.1 by a discussion of the poles of \( R(\lambda) \) and its asymptotic behavior as \( \lambda \to \pm \infty \), see [6].

**Corollary 1** ([6]). With the notation of Theorem 3.1, assume that \( \gamma_i \cdot \gamma_j > 0 \) for \( i, j = 1, \ldots, N \). Then \( D + BA^T \) is diagonalizable with real eigenvalues \( \lambda_1, \ldots, \lambda_N \). If \( \gamma_1, \ldots, \gamma_N < 0 \), the following so-called interlacing property holds:

\[
v_{N+1} := v_N + \gamma_1 + \cdots + \gamma_N < \lambda_N < v_N < \lambda_{N-1} < \cdots < v_2 < v_1. \tag{6}
\]

As a consequence, we see that the model (1) with the flux vector \( f(\Phi) \) of the MLB model given by (4) is strictly hyperbolic if \( \phi_1 > 0, \ldots, \phi_N > 0 \) and \( \phi < \phi_{\max} < 1 \).

4. SPEC-INT and COMP-GLF schemes. For grid points \( x_i = (i + 1/2) \Delta x, \quad t_n = n \Delta t \), a conservative scheme for \( \Phi^n_i = \Phi(x_i, t_n) \) is given by

\[
\Phi^{n+1}_i = \Phi^n_i - \frac{\Delta t}{\Delta x} (\hat{f}_{i+1/2} - \hat{f}_{i-1/2}), \quad \hat{f}_{i+1/2} = \hat{f}(\Phi^n_{i-s+1}, \ldots, \Phi^n_{i+s})
\]

for \( i = 0, \ldots, M - 1 \) along with \( \hat{f}_{-1/2} = \hat{f}_{M-1/2} = 0 \) (zero-flux boundary conditions). The key point is the design of the numerical flux \( \hat{f}_{i+1/2} \) so that the resulting scheme is (at least formally second-order) accurate and stable. The most common approach for this task is to solve Riemann problems, either exactly or approximately. For polydisperse sedimentation, exact Riemann solvers are out of reach, since the eigenstructure of the flux Jacobian is hard to compute.

In [7] we used Shu-Osher’s technique [16] along with the information provided by the secular equation to get efficient schemes for polydisperse sedimentation models. We here briefly describe this scheme, which is based on applying the third-order TVD Runge-Kutta method of [16] to spatially semi-discretized equations. For the discretization of the flux derivative we use local characteristic projections. Local characteristic information to compute \( \hat{f}_{i+1/2} \) is provided by the eigenstructure of
\[ J_f(\Phi_{i+1/2}), \text{ where } \Phi_{i+1/2} := \frac{1}{2}(\Phi_i + \Phi_{i+1}), \text{ given by the right and left eigenvectors, } r_{i+1/2,j} \text{ and } l_{i+1/2,j}, \text{ respectively, that form the respective matrices} \]

\[ R_{i+1/2} = \begin{bmatrix} r_{i+1/2,1} & \cdots & r_{i+1/2,N} \end{bmatrix}, \quad (R_{i+1/2}^{-1})^T = \begin{bmatrix} l_{i+1/2,1} & \cdots & l_{i+1/2,N} \end{bmatrix}. \]

From a local flux-splitting \( f_{-k}^\pm \) (we omit its dependency on \( i + 1/2 \)) given by \( f_{-k}^+ + f_{-k}^- = f \), where \( \pm \lambda_k(J_f \pm (\Phi)) \geq 0, \Phi \approx \Phi_{i+1/2} \) and \( \lambda_k \) is the \( k \)-th eigenvalue, we can define the \( k \)-th characteristic flux as \( g_{j,k}^\pm = \lambda_{i+1/2,k}^\pm \cdot f_{-k}^\pm(\Phi_j) \), \( k = 1, \ldots, N \). If \( R^+ \) and \( R^- \) denote upwind-biased reconstructions (in our experiments we use the fifth-order WENO method introduced in \([13]\)), then

\[ \hat{g}_{i+1/2,k} = R^+(\hat{g}_{i+1/2,k}; \Phi_{i+1/2}) + R^-(\hat{g}_{i+1/2,k}; \Phi_{i+1/2}), \]

\[ \hat{f}_{i+1/2} = R_{i+1/2} \hat{g}_{i+1/2} = \hat{g}_{i+1/2,1} r_{i+1/2,1} + \cdots + \hat{g}_{i+1/2,N} r_{i+1/2,N}. \]

If we do not want to use local characteristic information, we can use the previous formula with \( R_{i+1/2} = I_N \), where \( I_N \) denotes the \( N \times N \) identity matrix, and a global flux splitting \( f^+ + f^- = f \), where \( \pm \lambda_k(J_f(\Phi)) \geq 0 \) for all \( k \). With this choice, and denoting by \( e_k \) the \( k \)-th unit vector, we get \( g_{j,k}^\pm = e_k^T f_{-k}^\pm(\Phi_j) = f_{-k}^\pm(\Phi_j) \), i.e., \( g_{j,k}^\pm \) are the components of the split fluxes, and the numerical flux is computed by reconstructing the split fluxes component by component, i.e., \( \hat{f}_{i+1/2} = (\hat{f}_{i+1/2,1}, \ldots, \hat{f}_{i+1/2,N})^T \), where

\[ \hat{f}_{i+1/2,k} = R^+(g_{i+1/2,k}; \Phi_{i+1/2}) + R^-(g_{i+1/2,k}; \Phi_{i+1/2}) \]

for \( k = 1, \ldots, N \). This scheme will be referred to as COMP-GLF and it is a high-order extension of the Lax-Friedrichs scheme.

We now explain the SPEC-INT scheme. If \( \lambda_k(J_f(\Phi)) > 0 \) (respectively, \( < 0 \)) for all \( \Phi \in \Gamma_i := [\Phi_i, \Phi_{i+1}] \), where \( \Gamma_i \subset \mathbb{R}^N \) denotes the segment joining both states, then we upwind (since then there is no need for flux splitting):

\[ f_{-k}^+ = f, \quad f_{-k}^- = 0 \quad \text{if } \lambda_k(J_f(\Phi)) > 0, \]

\[ f_{-k}^+ = 0, \quad f_{-k}^- = f \quad \text{if } \lambda_k(J_f(\Phi)) < 0. \]

On the other hand, if \( \lambda_k(J_f(\Phi)) \) changes sign on \( \Gamma_i \), then we use a Local Lax-Friedrichs flux splitting given by \( f_{-k}^\pm = f(\Phi) \pm \alpha_k \Phi \), where the numerical viscosity parameter \( \alpha_k \) should satisfy \( \alpha_k \geq \max_{\Phi \in \Gamma_i} |\lambda_k(J_f(\Phi))| \). The usual choice of the numerical viscosity \( \alpha_k = \max \{ |\lambda_k(J_f(\Phi_i))|, |\lambda_k(J_f(\Phi_{i+1}))| \} \) produces oscillations in the numerical solution indicating that the amount of numerical viscosity is insufficient. Usually \( \max_{\Phi \in \Gamma_i} |\lambda_k(J_f(\Phi))| \) cannot be evaluated exactly. However, in the case of the MLB model, we have \( \gamma_k < 0 \) (see \([6, 10]\)) and may employ the interlacing property \((6)\) to obtain efficiently computable bounds

\[ \max_{\Phi \in \Gamma_i} |\lambda_k(\Phi)| \leq \alpha_k := \max \left\{ \max_{\Phi \in \Gamma_i} |v_k(\Phi)|, \max_{\Phi \in \Gamma_i} |v_{k+1}(\Phi)| \right\}, \quad k = 1, \ldots, N. \tag{7} \]

(This property also holds for other models, under appropriate circumstances \([6]\).)

We denote by “SPEC-INT” the scheme for which \( \alpha_1, \ldots, \alpha_N \) are defined by \((7)\).

5. **Adaptive Mesh Refinement (AMR).** We now outline the main building blocks of the AMR algorithm and refer to \([2]\) for details. We denote by \( G_0, \ldots, G_L \) a 1D grid hierarchy composed of \( L+1 \) grids, such that, except for the coarsest grid \( G_0 \), cells of a given grid are obtained by the subdivision of cells of the immediately coarser grid into \( r \) parts (we assume \( r = 2 \)). The unit interval is thus divided into \( N_0, \ldots, N_L \) subintervals of length \( h_l = 1/N_l \), with \( N_l = 2^l N_0, \quad l = 0, \ldots, L \), whose centers will be denoted by \( x_j^l = (j + 1/2)h_l, \quad j = 0, \ldots, N_l - 1, \quad l = 0, \ldots, L \). A “mesh” \( G_l \) at resolution level \( l \) is just a subset of the index set \( \{0, \ldots, N_l - 1\} \).
whose “extent”, the union of the cells indexed by elements of $G_l$, is denoted by $\Omega_l(G_l)$. We consider only “nested” grid hierarchies, i.e., $\Omega_l(G_l) \subseteq \Omega_{l-1}(G_{l-1})$ for $1 \leq l \leq L$ is assumed to hold along with $\Omega_0(G_0) = \Omega$.

The meshes will be dynamically updated so that they adapt to the features of the solution, and we denote by $G^l_t$ the mesh that corresponds to the resolution level $l$ and time $t_l$. Over each mesh we consider a numerical solution defined by a discrete function $\Phi^l_t = (\Phi^l_{t,j})$, with $\Phi^l_{t,j} \approx \Phi(x^l_{t,j}, t_l)$ and $j \in G^l_{t,j}$.

The algorithm can be described by the time evolution of the meshes and their associated numerical solutions, starting with $t_l = 0$, $l = 0, \ldots, L$ and ending at $t_l = T$, $l = 0, \ldots, L$, for some $T > 0$. The main building blocks of the AMR algorithm — integration and adaptation of the grids and projection from fine to coarse grids — are described next. The time step $\Delta t_0$ to integrate $G_0$ is selected to comply with a CFL condition that takes into account the maximal characteristic speed, computed from the spectral radius (or a estimate of it in case of the COMP-GLF scheme) of all Jacobian matrices $J_f(\Phi)$ appearing in the grid hierarchy. The time steps for the rest of the grids are taken by $\Delta t_l = \Delta t_{l-1}/2$ for $l = 1, \ldots, L$, so the equivalent CFL condition holds for each grid. The grids are integrated according to the order dictated by the following condition: $t_l - t_{l-1} \leq \Delta t_l / 2$. At some step of this time evolution, $(\Phi_{l+1,t}^{l+1}, G_{l+1}^t)$, $k = 1, 2$, are sequentially computed from $(\Phi^t_{l}, G^t_{l})$, supplemented by boundary conditions at a band surrounding $\Omega_l(G^l_{t})$ obtained by MUSCL-type interpolation from $(\Phi^t_{l+1}, G^t_{l+1})$ and $(\Phi^t_{l-1}, G^t_{l-1})$, which must have been computed in previous steps. Once $(\Phi^t_{l}+2\Delta t_l, G^t_{l})$ is computed, there is data that overlay $\Omega_l(G^l_{t})$ at different resolution levels. A suitable projection of the data at the fine resolution level should be applied to modify the values $\Phi_{l+1}^{l+1,2\Delta t_l}$ of the immediately coarser grid function that correspond to cells overlaid by cells at $G^l_{t}$ and adjacent to them as well. This can be achieved by modifying the coarse numerical fluxes so that discrete conservation is maintained.

The update of the grids is performed by marking some cells to be refined following the following criteria: Let $I_h(\Phi^t_{l-1}, x)$ be an interpolation operator defined on the data $(\Phi^t_{l-1}, x)$, then the cell centered at $x_{t-1}^j$ is selected for refinement if $|I_h(\Phi^t_{l-1}, x^j)| > \tau_p \cdot \max_{x^j} |I_h(\Phi^t_{l-1}, x^j)|$, where $\tau_p$ is a given tolerance. Further, we also include a cell in the refinement list if the modulus of the discrete gradient, computed in the coarser grid, exceeds some large threshold, so that shock formation can be detected from steepened data.

Once the cells that will compose the refined grid have been selected we add a certain number of extra cells forming a band around each marked cell to ensure that the cells adjacent to a singularity are refined. This device of creating “safety points” follows the spirit of [12, 14, 15]. These extra cells will avoid singularities to escape from the fine grid during one coarse time step and provide smooth data for accurate interpolation to the next finer grid. This refinement procedure is performed from fine to coarse resolution levels to ensure that $\Omega_l(G^l_{t}) \subseteq \Omega_{l-1}(G^l_{t-1})$ for all $t$.

Once the new grid $\hat{G}_t$ is computed such that $\Omega_l(\hat{G}^l_{t}) \subseteq \Omega_{l-1}(G^l_{t-1})$, one sets

$$\hat{\Phi}^l_{t,j} = I_h(\Phi^t_{l-1}, x^j) \quad \text{if} \quad j \in \hat{G}^l_{t} \setminus G^l_{t}, \quad \hat{\Phi}^l_{t,j} = \Phi^l_{t,j} \quad \text{if} \quad j \in G^l_{t},$$

i.e., the value at the $j$-th cell is interpolated from data at the next coarser level for cells not in $G^l_{t}$. The refined grid is therefore defined by $(\hat{G}^l_{t}, \hat{\Phi}^l_{t})$. Discrete boundary conditions are also applied if the grid overlaps the domain boundary.

6. **Numerical example.** This example is based on experimental data from [11], where a suspension in a column of height $h = 0.227$ m is considered and which
is characterized by (2) with \( N = 7 \), \( \rho_s = 2790 \text{ kg/m}^3 \), \( \rho_f = 1208 \text{ kg/m}^3 \), \( \mu_f = 0.02416 \text{ Pa s} \), \( g = 9.8 \text{ m/s}^2 \). Initial concentrations \( \phi_{0i} \), the diameters \( d_i \) and normalized diameters \( \delta_i = d_i/d_1 \) are given in Table 1. The maximum total concentration is \( \phi_{\text{max}} = 0.6 \) and \( V(\phi) \) is given by (3) with the exponent \( n_{RZ} = 5 \).

We simulate the process until the phenomenon enters in a steady state. Figure 1 shows the numerical solution obtained by SPEC-INT-AMR at four different times together with the corresponding grid hierarchy. We have used \( L + 1 = 5 \) levels with a coarsest grid of \( N_0 = 50 \) points so that results are comparable with those for a fixed grid of \( N_4 = 800 \) points. We have tested for different choices for the threshold value \( \tau_p \) and observed that \( \tau_p = 10^{-2} \) is the most efficient choice. The plotted positions indicate that the adaptive mesh refinement technique works correctly, in the sense that the scheme detects the shock formation and refines these areas.

In Table 2, we present the percentages of storage space, number of integrations and CPU time required by AMR with respect to schemes on the uniform finest mesh.
The indicated percentages represent the average memory load over all iterations. The values of Table 2 correspond to coarsest grids of $N_0 = 50, 100, 200$ and 400 subintervals and $L + 1 = 5$ levels of refinement. CPU times and the percentages of memory allocated by SPEC-INT-AMR decrease as $N_0$ increases, as expected.

Table 3 and Figure 2 show approximate $L^1$ errors and CPU times at two different times for the method SPEC-INT-AMR using a grid hierarchy for different levels, corresponding to $N_0 = 25, 50, 100, 200$ and 400, and for the method SPEC-INT using a fixed uniform grid corresponding to $N_0 = 400, 800, 1600, 3200$ and 6400. For a fixed $L^1$ error, the CPU time is smaller for the AMR technique than for the equivalent fixed-grid computation. In many cases the AMR technique is around twice faster at least for short simulated times.
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Figure 2. Approximate $L^1$ errors versus CPU time for SPEC-INT-AMR at simulated times (a) at $t = 600$ s, (b) $t = 2000$ s.
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Abstract. Motivated by modeling blood flow in human arteries, we study a fluid-structure interaction problem in which the structure is composed of multiple layers, each with possibly different mechanical characteristics and thickness. In the problem presented in this manuscript the structure is composed of two layers: a thin layer modeled by the 1D wave equation, and a thick layer modeled by the 2D equations of linear elasticity. The flow of an incompressible, viscous fluid is modeled by the Navier-Stokes equations. The thin structure is in contact with the fluid thereby serving as a fluid-structure interface with mass. The coupling between the fluid and the structure is nonlinear. The resulting problem is a nonlinear, moving-boundary problem of parabolic-hyperbolic-hyperbolic type. We show that the model problem has a well-defined energy, and that the energy is bounded by the work done by the inlet and outlet dynamic pressure data. The spaces of weak solutions reveal that the presence of a thin fluid-structure interface with mass regularizes solutions of the coupled problem. This opens up a new area withing the field of fluid-structure interaction problems, possibly revealing properties of FSI solutions that have not been studied before.

1. Motivation. Fluid-structure interaction (FSI) problems arise in many applications. They include multi-physics problems in engineering such as aeroelasticity and propeller turbines, as well as biofluidic application such as self-propulsion organisms, fluid-cell interactions, and the interaction between blood flow and cardiovascular tissue. In biofluidic applications, such as the interaction between blood flow and cardiovascular tissue, the density of the structure (arterial walls) is roughly equal to the density of the fluid (blood). In such problems the energy exchange between the fluid and the structure is significant, leading to a highly nonlinear FSI coupling which is responsible for the instabilities in loosely coupled partitioned algorithms [3]. Despite a significant progress within the past decade [1, 2, 7, 8, 10, 13, 14, 6, 5, 4, 11, 15],
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a comprehensive study of these problems remains to be a challenge due to their strong nonlinearity and multi-physics nature. In the blood flow application, the problems are further exacerbated by the fact that arterial walls of major arteries are composed of several layers, each with different mechanical characteristics. The main layers are the tunica intima, the tunica media, and the tunica adventitia. They are separated by the thin elastic laminae, see Figure 1, left. To this date,

![Figure 1. Left: Arterial wall structure. Right: Domain sketch.](image)

there are no fluid-structure interaction models or computational solvers in hemodynamics that take into account the multi-layered structure of arterial walls. In this manuscript we take a first step in this direction by proposing a benchmark problem in fluid-multi-layered-structure interaction. The proposed problem is a nonlinear moving-boundary problem of parabolic-hyperbolic-hyperbolic type for which the questions of well-posedness and numerical simulation are wide open. This opens up a new area within the field of FSI problems, in which the structure is composed of multiple layers, each with possibly different mechanical characteristics and thickness.

2. The benchmark problem. We study a FSI problem in which the structure consists of two layers: a “thin” structural layer (modeled, e.g., by the linearly elastic Koiter shell equations), and a “thick” layer (modeled, e.g., by the equations of 2D/3D elasticity). To simplify matters, we will be assuming that the elastodynamics of the thin structure is modeled by the 1D linear wave equation. The wave equation model retains the main difficulties associated with the study of solutions to the more general elastodynamics models mentioned above. The thin structural layer is in contact with the flow of an incompressible, viscous fluid, modeled by the Navier-Stokes equations. From an application point of view, it is of interest to study this fluid-multi-structure interaction problem on a cylindrical domain, with the flow driven by the time-dependent dynamic pressure data, see Figure 1, right. The Navier-Stokes equations are defined in a time-dependent fluid domain $\Omega_F(t)$, which is not known a priori:

\[
\begin{align*}
\text{FLUID:} & \quad \rho_F (\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u}) = \nabla \cdot \sigma, \\
& \quad \nabla \cdot \mathbf{u} = 0,
\end{align*}
\]

in $\Omega_F(t)$, $t \in (0, T)$, (1)

where $\rho_F$ denotes the fluid density; $\mathbf{u}$ the fluid velocity; $\sigma = -p I + 2\mu_F \mathbf{D}(\mathbf{u})$ is the fluid Cauchy stress tensor; $p$ is the fluid pressure; $\mu_F$ is the dynamic viscosity coefficient; and $\mathbf{D}(\mathbf{u}) = \frac{1}{2}(\nabla \mathbf{u} + \nabla^T \mathbf{u})$ is the symmetrized gradient of $\mathbf{u}$. 

We assume that the reference fluid domain is a cylinder of radius $R$ and length $L$, denoted by $\Omega_F$, with the lateral boundary denoted by $\Gamma$. To fix ideas, consider the fluid domain to be a subset of $\mathbb{R}^2$ with $z$ and $r$ denoting the axial (horizontal) and radial (vertical) coordinates. The cylinder wall is assumed to be compliant and consisting of two layers: a thin layer, whose location at time $t$ is denoted by $\Gamma(t)$, and a thick structural layer, whose location at time $t$ is denoted by $\Omega_S(t)$, as shown in Figure 1, right. The thin layer $\Gamma(t)$ is modeled by the 1D linear wave equation

**THIN STRUCTURE:** 
\[ m \partial_{tt} \eta = T \partial_{zz} \eta + f, \quad \text{on } \Gamma \times (0, T). \tag{2} \]

Here $\eta := \eta(t, z)$ denotes the radial (transverse) displacement from the reference position $\Gamma = \{(z, R)|z \in (0, L)\}$, $f$ is the source term (the radial component), $m$ is mass per unit length, and $T$ is tension. The elastodynamics of the thick structural layer is governed by the 2D equations of linear elasticity:

**THICK STRUCTURE:** 
\[ \rho \partial_t d = \nabla \cdot S \quad \text{in } \Omega_S, \ t \in (0, T). \tag{3} \]

Here $d := (d_r(t, z, r), d_z(t, z, r))$ describes the displacement of a thick elastic structure with respect to a fixed, reference configuration $\Omega_S$, and $S$ is the first Piola-Kirchoff stress tensor $S = 2\mu \mathbf{D}(d) + \lambda(\nabla \cdot d)\mathbf{I}$, with the Lamé constants $\lambda$ and $\mu$, where $\mathbf{D}(d)$ is the symmetrized gradient of $d$, and $\rho$ is the mass density.

To capture a full two-way coupling between the fluid and the structure, and between the two structural layers, two sets of boundary conditions need to be prescribed: the kinematic and dynamic coupling conditions. The kinematic condition provides information about the kinematic quantities, such as velocity. We adopt the no-slip condition requiring continuity of velocities at both the fluid-structure interface and at the structure-structure interface. The dynamic coupling condition, on the other hand, describes the second Newton’s Law of motion. This condition states that the rate of change of (radial) momentum $\partial_{tt} \eta$ of the interface with mass is a result of the balancing of all the forces exerted onto $\Gamma(t)$, which includes the radial component of the trace of normal stress $\sigma_n$ exerted by the fluid onto $\Gamma(t)$, the trace of the radial component of the normal Piola-Kirchoff stress $S_e$ exerted by the thick structure onto $\Gamma(t)$, and the action of the elastic forces associated with $\Gamma(t)$. Therefore, the coupling conditions are given by:

\[
\begin{align*}
\text{COUPLING :} \quad \mathbf{u}|_{\Gamma(t)} &= (\partial_t \eta, 0)^T \\
\mathbf{d}|_{\Gamma} &= (\eta, 0)^T \quad \text{(or } \partial_t d|_{\Gamma} = (\partial_t \eta, 0)^T), \\
-m \partial_{tt} \eta - T \partial_{zz} \eta &= -J \sigma_n|_{\Gamma(t)} \cdot \mathbf{e}_r + S_e|_{\Gamma(t)} \cdot \mathbf{e}_r,
\end{align*}
\]

where $J = \sqrt{1 + (\partial_z \eta)^2}$ is the Jacobian of the transformation between the Lagrangian coordinates used in the formulation of the structure problem and the Eulerian coordinates used in the formulation of the fluid problem. Vector $\mathbf{e}_r$ is the unit normal to the reference cylinder $\Gamma$, while $u_r$ and $d_r$ denote the vertical components of the velocity and displacement of the thick structure, respectively. Notation $\mathbf{u}|_{\Gamma(t)} = (\partial_t \eta, 0)^T$ means $\mathbf{u}(t, z, R + \eta(t, z)) = (\partial_t \eta(t, z), 0)^T$ on $\Gamma \times (0, T)$.

We supplement this problem by the initial and boundary conditions. For example, let the inlet and outlet boundary data for the fluid be given in terms of the dynamic pressure $(p + |\mathbf{u}|^2/2 = P_{in/out}(t)$ on $\Gamma_{in/out})$ and assume that the fluid is entering and leaving the domain parallel to the axis of symmetry ($u_r = 0$ on $\Gamma_{in/out}$). Furthermore, assume that the displacement of both structures is equal to zero at the in/out boundaries ($\eta = d_r = d_z = 0$ on $\Gamma_{in/out}$), and that $S_e = 0$ at the external wall of the thick structure. We can also introduce the symmetry boundary
\[ \Gamma_b = \{(z,0)\mid z \in (0,L)\} \] with the symmetry boundary conditions \( u_r = \partial_r u_z = 0, \) and consider the problem only in the upper half-domain.

The resulting fluid-multi-structure-interaction problem can be summarized as follows (for simplicity we take all the parameters in the problem equal to 1, i.e., \( m = T = \rho = \lambda = \mu = \rho_F = \mu_F = 1 \)): find \( u, \eta \) and \( d \) such that

\[
\begin{align*}
\{ \partial_t u + (u \cdot \nabla)u &= \nabla \cdot \sigma, \quad \nabla \cdot u = 0 \} \quad &\text{in } \Omega_F(t), \ t \in (0,T), \tag{5} \\
\partial_t d &= \nabla \cdot S \quad &\text{on } \Omega_S \times (0,T), \tag{6} \\
\mathbf{u}_{|_{\Gamma(t)}} &= (\partial_t \eta, 0)^T, \quad \mathbf{d}_{|_{\Gamma}} = (\eta, 0)^T, \tag{7} \\
\partial_t \eta - \partial_{zz} \eta &= -J \sigma \mathbf{n}_{|_{\Gamma(t)}} \cdot \mathbf{e}_r + S \mathbf{e}_r \cdot \mathbf{e}_r \quad &\text{on } \Gamma \times (0,T), \tag{8} \\
p + |u|^2/2 &= P_{in/out}(t) \quad &\text{on } \Gamma_{in/out}^{f} \times (0,T), \tag{9} \\
\eta &= 0 \quad &\text{on } \partial \Gamma \tag{10} \\
d &= 0 \quad &\text{on } \Gamma_{in/out}^{S}, \tag{11} \\
u_r &= 0 \quad \partial_r u_z &= 0 \quad &\text{on } \Gamma_b \times (0,T),
\end{align*}
\] with \( \mathbf{u}(0,\cdot) = \mathbf{u}_0, \eta(0,\cdot) = \eta_0, \partial_t \eta(0,\cdot) = \nu_0, d(0,\cdot) = d_0, \partial_d d(0,\cdot) = \mathbf{V}_0. \)

Problem (5)-(7) defines a nonlinear, moving boundary problem of mixed, parabolic-hyperbolic-hyperbolic type. The nonlinearity appears both in the equations, as well as in the coupling conditions (7) via the composite function \( \mathbf{u}_{|_{\Gamma(t)}} := \mathbf{u}(t, z, R+ \eta(t, z)) \). The hyperbolic problem in (7) (3rd equation) serves as a lateral boundary condition for both the fluid problem (5) and for the thick-structure problem (6).

**Lemma 2.1.** Problem (5)-(10) satisfies the following energy inequality

\[
\begin{align*}
\frac{d}{dt} (E_{kin}(t) + E_{el}(t)) + D(t) &\leq C(P_{in}(t), P_{out}(t)), \tag{12}
\end{align*}
\]

where

\[
\begin{align*}
E_{kin}(t) &:= \|\mathbf{u}\|_{L^2(\Omega(t))}^2 + \|\partial_t \eta\|_{L^2(\Gamma)}^2 + \|\partial_t \mathbf{d}\|_{L^2(\Omega_S)}^2, \\
E_{el}(t) &:= \|\partial_z \eta\|_{L^2(\Gamma)}^2 + 2\|\mathbf{D}(\mathbf{d})\|_{L^2(\Omega_S)}^2 + \|\nabla \cdot \mathbf{d}\|_{L^2(\Omega_S)}^2,
\end{align*}
\]

denote the kinetic and elastic energy of the coupled problem, respectively, and the term \( D(t) \) captures dissipation \( D(t) := \|\mathbf{D}(\mathbf{u})\|_{L^2(\Omega(t))}^2 \). The bound \( C(P_{in}(t), P_{out}(t)) \) depends only on the inlet and outlet pressure data.

**Proof.** To show that (12) holds, multiply the first equation in (5) by \( u \), integrate over \( \Omega_F(t) \), and formally integrate by parts to obtain:

\[
\int_{\Omega_F(t)} (\partial_t \mathbf{u} \cdot \mathbf{u} + (\mathbf{u} \cdot \nabla) \mathbf{u} \cdot \mathbf{u} ) + 2 \int_{\Omega_F(t)} |\mathbf{D} \mathbf{u}|^2 - \int_{\partial \Omega_F(t)} (-pI + 2 \mathbf{D}(\mathbf{u})) \mathbf{n}(t) \cdot \mathbf{u} = 0. \tag{13}
\]

To deal with the inertia term we first recall that \( \Omega_F(t) \) is moving in time and that the velocity of the lateral boundary is given by \( \mathbf{u}_{|_{\Gamma(t)}} \). The transport theorem applied to the first term on the left hand-side of the above equation then gives:

\[
\int_{\Omega_F(t)} \partial_t \mathbf{u} \cdot \mathbf{u} = \frac{1}{2} \frac{d}{dt} \int_{\Omega_F(t)} |\mathbf{u}|^2 - \frac{1}{2} \int_{\Gamma(t)} |\mathbf{u}|^2 \mathbf{u} \cdot \mathbf{n}(t).
\]
To deal with the nonlinear advection term in (13) we integrate by parts, and use the divergence-free condition to obtain:

$$\int_{\Omega_F(t)} (\mathbf{u} \cdot \nabla) \mathbf{u} \cdot \mathbf{u} = \frac{1}{2} \int_{\partial \Omega_F(t)} |\mathbf{u}|^2 \mathbf{n} \cdot \mathbf{u} = \frac{1}{2} \left( \int_{\Gamma(t)} |\mathbf{u}|^2 \mathbf{n} \cdot \mathbf{u} \right) - \int_{\Gamma_{in}} |\mathbf{u}|^2 u_z + \int_{\Gamma_{out}} |\mathbf{u}|^2 u_z. \quad (14)$$

These two terms added together give

$$\int_{\Omega(u(t))} \partial_t \mathbf{u} \cdot \mathbf{u} + \int_{\Omega(u(t))} (\mathbf{u} \cdot \nabla) \mathbf{u} \cdot \mathbf{u} = \frac{1}{2} \frac{d}{dt} \int_{\Omega(u(t))} |\mathbf{u}|^2 - \frac{1}{2} \int_{\Gamma_{in}} |\mathbf{u}|^2 u_z + \frac{1}{2} \int_{\Gamma_{out}} |\mathbf{u}|^2 u_z. \quad (15)$$

Notice the importance of nonlinear advection in canceling the cubic term \( \int_{\Gamma(t)} |\mathbf{u}|^2 \mathbf{n} \cdot \mathbf{u} \). To deal with the boundary integral over \( \partial \Omega_F(t) \) of the normal stress in (13) we first employ the boundary condition \( u_r = 0 \) form (8) in combination with the divergence-free condition to obtain \( \partial_z u_z = -\partial_t u_r = 0 \). Now, using the fact that the normal to \( \Gamma_{in/out} \) is \( \mathbf{n} = (\mp 1, 0) \), we get:

$$\int_{\Gamma_{in/out}} (-p \mathbf{I} + 2D(\mathbf{u})) \mathbf{n} \cdot \mathbf{u} = \int_{\Gamma_{in}} P_{in} u_z - \int_{\Gamma_{out}} P_{out} u_z. \quad (16)$$

In a similar way, using the symmetry boundary condition (11), we obtain

$$\int_{\Gamma_T} (-p \mathbf{I} + 2D(\mathbf{u})) \mathbf{n} \cdot \mathbf{u} = 0.$$

What is left is to integrate the normal stress over \( \Gamma(t) \). For this purpose we consider the wave equation (2), multiply it by \( \partial_t \eta \), and integrate by parts to obtain

$$\int_{\Gamma} f \partial_t \eta = \frac{1}{2} \frac{d}{dt} \|\partial_t \eta\|_{L^2(\Gamma)}^2 + \frac{1}{2} \frac{d}{dt} \|\partial_z \eta\|_{L^2(\Gamma)}^2. \quad (17)$$

Furthermore, we consider the elasticity equation (6), multiply it by \( \partial_t \mathbf{d} \) and integrate by parts over \( \Omega_S \) to obtain:

$$\frac{1}{2} \frac{d}{dt} \left( \|\partial_t \mathbf{d}\|_{L^2(\Omega_S)}^2 + 2\|D(\mathbf{d})\|_{L^2(\Omega_S)}^2 + \|\nabla \cdot \mathbf{d}\|_{L^2(\Omega_S)}^2 \right) = -\int_{\Gamma} \mathbf{S}_r \cdot \partial_t \mathbf{d}. \quad (18)$$

By enforcing the dynamic and kinematic coupling conditions (7) we obtain

$$-\int_{\Gamma(t)} \sigma \mathbf{n} \cdot \mathbf{u} = -\int_{\Gamma} J \sigma \mathbf{n} \cdot \mathbf{u} = \int_{\Gamma} (f - \mathbf{S}_r) \partial_t \eta. \quad (18)$$

Finally, by combining (18) with (16), (17), and by adding the remaining contributions to the energy of the FSI problem one obtains the following energy equality:

$$\frac{1}{2} \frac{d}{dt} \int_{\Omega_F(t)} |\mathbf{u}|^2 + \frac{1}{2} \frac{d}{dt} \|\partial_t \eta\|_{L^2(0,1)}^2 + \frac{1}{2} \frac{d}{dt} \|\partial_z \eta\|_{L^2(0,1)}^2 + \frac{1}{2} \frac{d}{dt} \|\partial_z \mathbf{u}\|_{L^2(0,1)}^2 + \int_{\Omega_F(t)} |\mathbf{u}|^2 u_z + \frac{1}{2} \frac{d}{dt} \left( \|\partial_t \mathbf{d}\|_{L^2(\Omega_S)}^2 + 2\|D(\mathbf{d})\|_{L^2(\Omega_S)}^2 + \|\nabla \cdot \mathbf{d}\|_{L^2(\Omega_S)}^2 \right) = \pm P_{in/out}(t) \int_{\Gamma_{in/out}} u_z$$

By using the trace inequality and Korn inequality one can estimate:

$$|P_{in/out}(t) \int_{\Gamma_{in/out}} u_z| \leq C|P_{in/out}|\|\mathbf{u}\|_{H^1(\Omega_F(t))}$$
By choosing $\varepsilon$ such that $\frac{\varepsilon C}{2} \leq 1$ we get the energy inequality (12). \hfill \Box

3. Weak Solutions. To define weak solutions of the moving-boundary problem (5)-(11) we introduce the following notation. We use $a_S$ to denote the following bilinear form associated with the elastic properties of the thick structure:

$$a_S(d, \psi) := \int_{\Omega_S} 2D(d) : D(\psi) + (\nabla \cdot d) \cdot (\nabla \cdot \psi). \quad (19)$$

Here $A : B := \text{tr} [AB^T]$. Furthermore, we use $b$ to denote the following trilinear form corresponding to the (symmetrized) nonlinear advection term in the Navier-Stokes equations:

$$b(t, u, v, w) := \frac{1}{2} \int_{\Omega_F(t)} (u \cdot \nabla)v \cdot w - \frac{1}{2} \int_{\Omega_F(t)} (u \cdot \nabla)w \cdot v. \quad (20)$$

Finally, we define a linear functional which associates the inlet and outlet dynamic pressure boundary data to a test function $v$ in the following way:

$$\langle F(t), v \rangle_{\Gamma_{in/out}} = P_{in}(t) \int_{\Gamma_{in}} v_z - P_{out}(t) \int_{\Gamma_{out}} v_z.$$

To define a weak solution to problem (5)-(11) we introduce the following function spaces. For the fluid velocity we would like to work with the classical function space. Namely, from the energy inequality (12) we see that $\eta \in H^1(\Omega_2, 0,1)$, the Sobolev embedding then implies that $\eta \in C^{0,1/2}(0,1)$, which means that $\Omega_F(t)$ is not necessarily a Lipschitz domain. However, $\Omega_F(t)$ is locally a sub-graph of a Hölder continuous function. In that case one can define a “Lagrangian” trace

$$\gamma_{\Gamma(t)} : C^1(\Omega_F(t)) \to C(\Gamma),$$

$$\gamma_{\Gamma(t)} : v \mapsto v(t, z, r + \eta(t, z)). \quad (21)$$

Furthermore, it was shown in [4, 11, 16] that the trace operator $\gamma_{\Gamma(t)}$ can be extended by continuity to a linear operator from $H^1(\Omega_F(t))$ to $H^s(\Gamma)$, $0 \leq s < \frac{1}{2}$. Therefore, we define the fluid velocity solution space to be the closure in $H^1(\Omega_F(t))$ of the set $\{u = (u_z, u_r) \in C^1(\Omega_F(t)) : \nabla \cdot u = 0, u_z = 0 \text{ on } \Gamma(t), \ u_r = 0 \text{ on } \Omega_F(t) \setminus \Gamma(t)\}$. Using the fact that $\Omega_F(t)$ is locally a sub-graph of a Hölder continuous function we can get the following characterization of the velocity solution space $V_F(t)$: (see [4, 11])

$$V_F(t) = \{u = (u_z, u_r) \in H^1(\Omega_2(t)) : \nabla \cdot u = 0, \ u_z = 0 \text{ on } \Gamma(t), \ u_r = 0 \text{ on } \Omega_2(t) \setminus \Gamma(t)\}. \quad (22)$$

The function space associated displacement of the thin structural layer is

$$V_K = H^1_0(\Gamma), \quad (23)$$

and the function space associated with displacement of the thick structural layer is

$$V_S = \{d = (d_z, d_r) \in H^1(\Omega_S)^2 : d_z = 0 \text{ on } \Gamma, \ d_r = 0 \text{ on } \Gamma_{in/out} \cup \Gamma_{ext}\}. \quad (24)$$
Motivated by the energy inequality (12) we also define the corresponding evolution spaces for the fluid and structure sub-problems, respectively:

\[ W_F(0, T) = L^\infty(0, T; L^2(\Omega_F(t))) \cap L^2(0, T; \mathcal{V}_F(t)), \]
\[ W_K(0, T) = W^{1, \infty}(0, T; L^2(\Gamma)) \cap L^2(0, T; \mathcal{V}_K), \]
\[ W_S(0, T) = W^{1, \infty}(0, T; L^2(\Omega_S)) \cap L^2(0, T; \mathcal{V}_S). \]

Finally, we are in a position to define the solution space for the coupled fluid-multi-layered-structure interaction problem. This space must involve the kinematic coupling condition. The dynamic coupling condition will be enforced in a weak sense, through integration by parts in the weak formulation of the problem. Thus, we define

\[ \mathcal{W}(0, T) = \{ (u, \eta, d) \in \mathcal{W}_F(0, T) \times \mathcal{W}_K(0, T) \times \mathcal{W}_S(0, T) : \]
\[ u(t, z, R + \eta(t, z)) = \partial_\eta(t, z)e_r, \quad d(t, z, R) = \eta(t, z)e_r \}. \]

The equality \( u(t, z, R + \eta(t, z)) = \partial_\eta(t, z)e_r \) is taken in a sense of operator \( \gamma(t) \), defined in (21). The corresponding test space will be denoted by

\[ \mathcal{Q}(0, T) = \{ (q, \psi) \in C^1([0, T); \mathcal{V}_F \times \mathcal{V}_K \times \mathcal{V}_S) : \]
\[ q(t, z, R + \eta(t, z)) = \psi(t, z)e_r = \psi(t, z, R) \}. \]

Definition 3.1. (Weak Solution) We say that \((u, \eta, d) \in \mathcal{W}(0, T)\) is a weak solution of problem (5)-(11) if for every \((q, \psi) \in \mathcal{Q}(0, T)\) the following holds:

\[
- \int_0^T \int_{\Omega_F(t)} u \cdot \partial_t q + \int_0^T b(t, u, u, q) + 2 \int_0^T \int_{\Omega_F(t)} D(u) : D(q) \\
- \frac{1}{2} \int_0^T \int_{\Gamma} (\partial_\eta^2)\psi - \int_0^T \int_{\Gamma} \partial_t \eta \partial_t \psi + \int_0^T \int_{\Gamma} \partial_\eta \partial_\psi \\
- \int_0^T \int_{\Omega_S} \partial_t d : \partial_t \psi + \int_0^T a_s(d, \psi) = \int_0^T (F(t), q)_{\Gamma_{in\text{/out}}} \\
+ \int_{\Omega_F(0)} u_0 \cdot q(0) + \int_{\Gamma} v_0 \psi(0) + \int_{\Omega_S} V_0 \cdot \psi(0).
\]

In deriving the weak formulation we used integration by parts in a classical way, and the following equalities which hold for smooth functions:

\[
\int_{\Omega_F(t)} (u \cdot \nabla) u \cdot q = \frac{1}{2} \int_{\Omega_F(t)} (u \cdot \nabla) u \cdot q - \frac{1}{2} \int_{\Omega_F(t)} (u \cdot \nabla) q \cdot u + \frac{1}{2} \int_{\Gamma} (\partial_\eta^2)\psi \pm \frac{1}{2} \int_{\Gamma_{out\text{/in}}} |u_r|^2 v_r,
\]
\[
\int_0^T \int_{\Omega_F(t)} \partial_t u \cdot q = - \int_0^T \int_{\Omega_F(t)} u \cdot \partial_t q - \int_{\Omega_F(0)} u_0 \cdot q(0) - \int_0^T \int_{\Gamma} (\partial_\eta^2)\psi.
\]
4. Conclusions. The energy estimate (12) and the spaces of weak solutions show that the presence of a fluid-structure interface with mass regularizes the solution of this fluid-structure interaction problem. If we had a FSI problem between an incompressible, viscous fluid and a thick structure only, the trace of the displacement of the structure would not have been defined at the fluid-structure interface, and the evolution of the fluid-structure interface could not be controlled by the energy estimates. In problem (5)-(11) not only that the trace of the displacement and the axial derivative of the displacement of the fluid-structure interface are well defined, but the time-derivative of the displacement of the fluid-structure interface is controlled by the energy estimate. The kinetic energy term $\|\partial_t \eta\|^2$ in the energy estimate (12), which is responsible for the control of the evolution of the fluid-structure interface, appears in (12) due to the inertia of the fluid-structure interface with mass. Our preliminary results indicate that this will play a crucial role in proving existence of a weak solution to this fluid-multi-structure interaction problem [17]. Namely, in a problem in which viscoelasticity of the structure is lacking, the inertia of the fluid-structure interface with mass provides a new regularizing mechanism for a weak solution to exist. This is reminiscent of the results by Hansen and Zuazua [12] in which the presence of a point mass at the interface between two linearly elastic strings with solutions in asymmetric spaces (different regularity on each side) allowed the proof of well-posedness due to the regularizing effects by the point mass. Further research in this direction for problem (5)-(11) is under way [17].
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Abstract. We consider continuous solutions $u$ to the balance equation
\[ \partial_t u(t, x) + \partial_x \left[ f(u(t, x)) \right] = g(t, x) \quad f \in C^2(\mathbb{R}), \ g \in L^\infty(\mathbb{R}^+ \times \mathbb{R}) \]
for a bounded source term $g$. Continuity improves to H"older continuity when $f$ is uniformly convex, but it is not more regular in general. We discuss the reduction to ODEs on characteristics, mainly based on the joint works [5, 1].

We provide here local Lipschitz regularity results holding in the region where $f'(u)f''(u) \neq 0$ and only in the simpler case of autonomous sources $g = g(x)$, but for solutions $u(t, x)$ which may depend on time. This corresponds to a local Lipschitz regularity result, in that region, for the system of ODEs
\[ \begin{align*}
\dot{\gamma}(t) &= f'(u(t, \gamma(t))) \\
\frac{d}{dt} u(t, \gamma(t)) &= g(\gamma(t)).
\end{align*} \]

1. Introduction. In the context of classical solutions, the balance law
\[ \partial_t u(t, x) + \partial_x \left[ f(u(t, x)) \right] = g(t, x), \quad f \in C^2(\mathbb{R}), \quad (1.1) \]
can be reduced to ordinary differential equations along characteristic curves, defined as those curves $t \mapsto (t, \gamma(t))$ satisfying $\dot{\gamma}(t) = f'(u(t, \gamma(t)))$. Indeed,
\[ \begin{align*}
g(t, \gamma(t)) &= \partial_t u(t, \gamma(t)) + \partial_x \left[ f(u(t, \gamma(t)) \right] \\
&= \partial_t u(t, \gamma(t)) + f'(u(t, \gamma(t))) \partial_x u(t, \gamma(t)) \\
&= \partial_t u(t, \gamma(t)) + \dot{\gamma}(t) \partial_x u(t, \gamma(t)) = \frac{d}{dt} u(t, \gamma(t)).
\end{align*} \]

This more generally allows a parallel between the Cauchy problem for a scalar quasi-linear first order PDE and for a system of ODEs, which is known as the method of characteristics (see for instance [10], where it is also provided an application to determine local existence).
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If one interprets \( f'(u) \) as a velocity, this is just the change of variable from the Eulerian (PDE) to the Lagrangian (ODEs) formulation.

We discuss here what remains of this equivalence when \( u \) is just continuous and \( g \) is bounded. We prove then in Section 2 that when \( g \) depends only on \( x \), but not on the time \( t \), then \( u(t, x) \) is locally Lipschitz continuous on the open set where \( f'(u)f''(u) \) is nonvanishing. This is sensibly better than the general case, where \( u \) is only Hölder continuous. It is based on proving the corresponding result for the system of ODEs. As we are discussing local issues, we will fix for simplicity the domain \( \mathbb{R}^2 \) and we will assume \( u \) bounded.

1.1. A motivation for a different setting. The development of Geometric Measure Theory in the context of the sub-Riemannian Heisenberg group \( \mathbb{H}^n \) brought the attention to continuous solutions to the equation

\[
\partial_t u(t, x) + \partial_x \left[ \frac{u^2(t, x)}{2} \right] = g(t, x). \tag{1.2}
\]

Continuity is natural from the fact that \( u \) parametrizes a surface. As one studies surfaces that have differentiability properties in the intrinsic structure of the Heisenberg group, but not in the Euclidean structure, then it is not natural assuming more regularity of \( u \) than continuity [13], which for bounded sources improves to 1/2-Hölder continuity [4, 5]. Notice that with \( u \) continuous the second term of the equation cannot even be rewritten as \( u\partial_x u \), because \( \partial_x u \) is only a distribution and \( u \) is not a suitable test function.

The PDE arises if one wants to show the equivalence between a pointwise, metric notion of differentiability and a distributional one: for \( n = 1 \) the distributional definition is precisely (1.2), while for \( n > 1 \) it is a related multi-D system of PDEs. The correspondence was introduced first in [3, 4] for intrinsic regular hypersurfaces, which are the analogue of what are \( C^1 \)-hypersurfaces in the Euclidean setting. It was extended in [5, 7] when considering intrinsic Lipschitz hypersurfaces, analogue of Lipschitz hypersurfaces in the Euclidean setting. The source term \( g \), in \( \mathbb{H}^1 \), turns out to be what is called the intrinsic gradient of \( u \), which is the counterpart of the gradient in Euclidean geometry; in \( \mathbb{H}^n \) it is one if its components: \( u \) locally parametrizes an intrinsic regular hypersurface if and only if (1.2) holds locally with \( g \) continuous; it parametrizes an intrinsic regular hypersurface if and only if (1.2) holds locally with \( g \) bounded. As the notion of differentiability they provide in the intrinsic structure of \( \mathbb{H}^n \) is closer to the Lagrangian formulation, the equivalence between Lagrangian and Eulerian formulation arises as intermediate step of this characterization.

When considering intrinsic Lipschitz hypersurfaces the fact that \( g \) is only bounded gives rise to new subtleties. In particular, one already knows by an intrinsic Rademacher theorem [11] that the intrinsic differential exists and it is unique \( L^2 \)-a.e. However, for the ODE formulation this is not enough: as one needs to restrict this \( L^\infty \) function on curves, a precise representative is needed also at points where \( u \) is not intrinsically differentiable. Viceversa, if one chooses badly the representative of the source of the ODE formulation a priori it differs on a positive measure set from the source of the ODE. There is however a canonical choice for defining the two sources, which makes the formulations equivalent when the inflection points of \( f \) are negligible.
1.2. **Summary of the equivalence.** When $u$ is Lipschitz, the ODEs
\[
\begin{aligned}
\dot{\chi}(t,x) &= f'(u(t,\chi(t,x))) \\
\chi(0,x) &= x
\end{aligned}
\]
$x \in \mathbb{R}$, $f \in C^2$
provides a local diffeomorphism by the classical theory on ODE. If $u$ is instead continuous, Peano’s theorem ensures local existence of solutions, but more characteristics may start at one point and characteristics from different points may collapse (see in [5] the classical example of the square-root). This makes clearly impossible to have a local diffeomorphism, or even having a Lagrangian flow in the sense by Ambrosio-DiPerna-Lions [9, 2]. A recent result about this can be obtained for $u$ not depending on time [6], but it is clearly not our assumption. Dropping out injectivity, it is however possible to construct a continuous change of variables with bounded variation.

Let $u$ be a continuous, bounded function.

**Lemma 1.1.** There exists a continuous function $\chi : \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ such that
- $\tau \mapsto \chi(t,\tau)$ is nondecreasing for every $t$ and surjective;
- $\partial_t \chi(t,\tau) = f'(u(t,\tau))$.

We call it Lagrangian parameterization. This function is not unique.

See [1, 5] for the proof. See also [12] for a similar change of variable, for a 1D-system. In general one cannot have that $\chi$ is SBV [1].

Consider now $u$ continuous distributional solution to (1.1) with $g$ bounded.

**Lemma 1.2.** Assume that $L^1(\text{clos}(\{\text{Inflection points of } f\})) = 0$. Then $u$ is Lipschitz continuous along every characteristic curve.

The proof follows a computation by Dafermos [8]. For general fluxes, there are cases when $u$ is not Lipschitz along some Lagrangian parameterization [1]. The counterexample holds also for continuous autonomous sources $g(t,x) = g_0(x)$. What we find more striking is the following.

**Theorem 1.3.** Assume that $L^1(\text{clos}(\{\text{Inflection points of } f\})) = 0$. Then there exists a pointwise defined function $\hat{g}(t,x)$
\[
\frac{d}{dt} u(t,\gamma(t)) = \hat{g}(t,\gamma(t)) \quad \text{in } D'({\mathbb{R}}) \text{ for every characteristic curve } \gamma.
\]

The proof is based on a selection theorem as a technical device, but $\hat{g}$ is essentially uniquely defined as the derivative of $u$ along some characteristic.

**Remark 1.4.** There is a substantial difference between the uniformly convex and the strictly convex cases: in the former at almost every $(t,x)$ there exists a unique value for $\frac{d}{dt} u(t,\gamma(t))$, $\gamma(t) = x$, and it does not depend on which characteristic $\gamma(s)$ one has chosen. That value is the most natural choice of $\hat{g}$ at those points, and this a.e. defined function $\hat{g}$ identifies the same distribution as the source term $g$. Without uniform convexity $\frac{d}{dt} u(t,\gamma(t))$ may not exist on a set of positive $L^2$-measure, independently of which characteristic $\gamma$ one choses through the point. The correspondence between distributional and Lagrangian sources gets more complicated with non-convexity.

The converse also holds. We give here a weaker statement without the negligibility condition on the inflection points. As mentioned identifying sources is delicate, we refer for it to the more extensive work [1].
Theorem 1.5. Assume that a continuous function $u$ has a Lagrangian parameterization $\chi$ for which there exists a bounded function $\tilde{g}$ s.t. it satisfies
\[
\frac{d}{dt}u(t, \chi(t, \tau)) = \tilde{g}(t, \chi(t, \tau)) \quad \text{in } D'(\mathbb{R}) \text{ for every } \tau \in \mathbb{R}.
\] (1.3)
Then there exists a function $g(t, x)$ s.t. (1.1) holds.

Vice versa, if (1.1) holds then there exists a Lagrangian parameterization $\chi$ and function $\tilde{g}$ s.t. (1.3) holds.

We finally mention that continuous distributional solutions to this simple equation do not dissipate entropy.

Theorem 1.6. Let $u$ be a continuous distributional solution to (1.1) with bounded source $g$. Then for every smooth function $\eta$ and $q$ satisfying
\[
q' = \eta' f'
\]
\[
\partial_t [\eta(u(t, x))] + \partial_x [q(u(t, x))] = \eta'(u(t, x))g(t, x).
\]

2. Some Local Regularity with Autonomous Sources. We mention a local regularity result holding in the case of autonomous sources: the continuous function $u(t, x)$ is locally Lipschitz continuous in the (open) complementary of the 0-level set of the product $f'(u)f''(u)$. For $f(u) = u^2/2$, this means $u \neq 0$. When the source is not autonomous, then this fails to be true, indeed characteristics may bifurcate also at points where $u$ is not vanishing.

We remind [1] that when $f$ has inflection points of positive measure, then a priori $u$ may not be Lipschitz along some characteristics, even with $g = g(x)$.

Lemma 2.1. There may be locally multiple solutions to the ordinary differential equation
\[
\begin{align*}
\gamma(t) &= u(t, \gamma(t)) \\
\dot{\gamma}(t) &= g(\gamma(t))
\end{align*}
\]
\[
\gamma(\bar{t}) = \bar{x} \quad \text{u(t, x) continuous, g(x) bounded}
\]
only if $u(\bar{t}, \bar{x}) = 0$ but it does not identically vanish in a whole neighborhood.

Remark 2.2. We are not stating existence. The lemma is however still not obvious because we do not have differentiability properties of $u$, which follow a posteriori by the next corollary in the region where $u$ does not vanish. As a consequence, we do not have now the differentiability of the map $\gamma(t)$ w.r.t. the initial data of the ODE. The lemma asserts indeed the continuity in this variable in that region, provided it exists. We remind that when $g$ depends on $t$ bifurcations may easily occur also if $u \neq 0$.

Proof. We just prove that if $u$ does not vanish at some point $(\bar{t}, \bar{x})$, at that point there is at most one solution of the ODE, as an effect of the autonomous source. The reason is that if $u(\bar{t}, \bar{x})$ does not vanish, then any Lipschitz characteristic $x = \gamma(t)$, with $\bar{x} = \gamma(\bar{t})$, is a diffeomorphism in some neighborhood of $(\bar{t}, \bar{x})$, and we can invert it. This allows to have the space variable as a parameter: the characteristic can be expressed as $t = \theta(x)$. However, the second order relation $\dot{\gamma}(t) = g(\gamma(t))$, once expressed in the $x$ variable, can be integrated determining the function $\theta$.

By elementary arguments, it suffices to show that there exists (locally) only one characteristic passing through $(\bar{t}, \bar{x}) = (0, 0)$ with slope $u(0, 0) = 1$. Focus the attention on a neighborhood $U$ of the origin where $u$ is bigger than some $\varepsilon > 0$. Let
easily solved locally by $\delta > 0$, case there exists $g$ thus for $t$ value, this value must be 0. For simplifying notations, consider two characteristics that when two characteristics meet and have both second derivative with the same moreover, it is continuously differentiable with derivative

$$\dot{\theta}(x) = \frac{1}{\dot{\gamma}(\theta(x))} = \frac{1}{u(\theta(x), x)} \in \left[ \frac{1}{\max|u|}, \frac{1}{\varepsilon} \right].$$

(2.1)

From the Lipschitz continuity of $u(t, \gamma(t))$ and the fact that $\gamma$ is a local diffeomorphism with inverse $\theta$ we deduce that the composite function $u(\theta(x), x)$ is Lipschitz continuous. At points $X \subset U$ of differentiability by the classical chain rule

$$\lim_{h \to 0} \frac{\dot{\gamma}(\theta(x + h)) - \dot{\gamma}(\theta(x))}{h} = \frac{\dot{\gamma}(\theta(x + h)) - \dot{\gamma}(\theta(x))}{\theta(x + h) - \theta(x)} = \dot{\gamma}(\theta(x)) \dot{\theta}(x)$$

and by (2.1) we have that $\dot{\theta}$ is differentiable at $x \in X$ with derivative

$$\dot{\theta}(x) = -\frac{\dot{\gamma}(\theta(x)) \dot{\theta}(x)}{[\dot{\gamma}(\theta(x))]^2} = -\frac{g(\theta(x))}{u^1(\theta(x), x)} \iff \frac{\dot{\theta}(x)}{[\theta(x)]^2} = g(x).$$

For those $x \in X$, the differential equation may be rewritten as

$$\frac{d}{dx} \left[ \frac{1}{2[\theta(x)]^2} \right] = g(x) \iff \frac{d}{dx} \frac{u^2(\theta(x), x)}{2} = g(x).$$

The explicit ODE for $\theta(x)$, with initial data $\theta(0) = 0$, $[\dot{\theta}(0)]^{-1} = u(0, 0) = 1$ is easily solved locally by

$$u^2(\theta(x), x) = \frac{1}{\theta^2(x)} = 1 + 2 \int_0^x g(z)dz.$$  

(2.2)

This shows that the slope of every characteristic through the origin, which is a local diffeomorphism, is fixed at each $x$ independently of the characteristic we have chosen: therefore there can be only one characteristic, precisely (in the space parameterization)

$$\theta(x; \bar{t}, \bar{x}) = \bar{t} + \int_{\bar{x}}^{x} \frac{1}{\sqrt{u^2(\bar{t}, \bar{x}) + 2 \int_{\bar{x}}^{z} g(z)dz}}dw.$$  

(2.3)

Notice finally that if $u$ vanishes in a neighborhood, being $\dot{\gamma}(t) \equiv 0$ there characteristics must be vertical (in that region of the $(x, t)$-plane).

Lemma 2.3. Under the hypothesis of Lemma 2.1, if $g(x)$ is continuous it should also vanish at points where there are more characteristics, but it must not identically vanish in a neighborhood.

Proof. We show that not only $u$, but also $g$ must vanish. The argument shows that when two characteristics meet and have both second derivative with the same value, this value must be 0. For simplifying notations, consider two characteristics $\gamma_1(t) \leq \gamma_2(t)$ for arbitrarily small $t > 0$ with $\gamma_1(0) = \gamma_2(0) = 0$. If $\gamma_1(t_k)\gamma_2(t_k) \leq 0$ for $t_k \downarrow 0$, then

$$0 \leq \dot{\gamma}_2(0) = g(0) = \dot{\gamma}_1(0) \leq 0,$$

thus $g$ vanishes. If instead e.g. $g > 0$ near the origin, having excluded the above case there exists $\delta > 0$ such that $0 < \gamma_1(t) \leq \gamma_2(t)$ for $t \in [0, \delta]$. Then (2.2) implies
that the two curves coincide: having \( \dot{\gamma}_1(t_k) = 0 \) or \( \dot{\gamma}_2(t_k) = 0 \) for a sequence \( |t_k| \downarrow 0 \) would contradict the positivity of \( g \), therefore for small \( t > 0 \) necessarily \( \dot{\gamma}_1(t) > 0 \), \( \dot{\gamma}_2(t) > 0 \) and therefore

\[
 u^2(\gamma^{-1}_1(x), x) + 2 \int_x^0 g(z)dz = \dot{\gamma}_1^2(0)
\]

\[
 = 0 = \dot{\gamma}_2^2(0) = u^2(\gamma^{-1}_2(x), x) + 2 \int_x^0 g(z)dz.
\]

Being \( \dot{\gamma}_i(t) = u(t, \gamma_i(t)), i = 1, 2 \), by the differential relation, this shows that \( \dot{\gamma}_1(t) \equiv \dot{\gamma}_2(t) \) for small times. This implies that the two curves coincide.

Finally, suppose \( g \) vanishes in a neighborhood. Then, as \( \ddot{\gamma}(t) = 0 \) in that neighborhood, characteristics are straight lines. As by the continuity of \( u \) characteristics may only intersect with the same derivative, they must be parallel lines and therefore bifurcation of characteristics does not occur.

We now show that in case \( u \) does not vanish, in the above lemma much more regularity holds.

**Lemma 2.4.** If for every \( (\bar{t}, \bar{x}) \in \Omega \) open in \( \mathbb{R}^2 \) there exists a curve \( \gamma \) s.t.

\[
\begin{cases}
\dot{\gamma}(t) = u(t, \gamma(t)) \\
\ddot{\gamma}(t) = g(\gamma(t))
\end{cases}
\]

\( \gamma(\bar{t}) = \bar{x} \) \( u(t, x) \) continuous, \( g(x) \) bounded

then \( u(t, x) \) is locally Lipschitz in the open set \( \{(t, x) : u(t, x) \neq 0\} \subset \Omega \).

**Corollary 2.5.** If \( u \) is not locally Lipschitz where nonvanishing then the system in Lemma 2.1 cannot have solutions through each point of the plane. In particular, \( u \) cannot be a continuous solution to

\[
\partial_t u(t, x) + \partial_x [f(u(t, x))] = g(x).
\]

**Proof.** By Lemma 2.1 there is a unique characteristic starting at each point \( (\bar{t}, \bar{x}) \in \Omega = \{(t, x) : u(t, x) \neq 0\} \), which is given by (2.3). We start comparing the value of \( u \) at two points \( (0, 0), (-t, 0) \), \( t > 0 \), in a ball \( B \) compactly contained in \( \Omega \). In particular, there exists \( \delta(B) \) s.t. the two characteristics starting from the points we have chosen do not intersect if \( 0 < x < \delta(B) \), as there \( u \) does not vanish. For such small \( x \) one has by (2.3)

\[
\int_0^x \frac{1}{\sqrt{\lambda_1^2 + 2 \int_0^w g(z)dz}} dw > -t + \int_0^x \frac{1}{\sqrt{\lambda_2^2 + 2 \int_0^w g(z)dz}} dw,
\]

where we defined \( \lambda_1 = u(0, 0) \) and \( \lambda_2 = u(-t, 0) \). Equivalently

\[
t > \int_0^x \left\{ \frac{1}{\sqrt{\lambda_1^2 + 2 \int_0^w g(z)dz}} - \frac{1}{\sqrt{\lambda_2^2 + 2 \int_0^w g(z)dz}} \right\} dw.
\]
Suppose \( \lambda_1 > \lambda_2 \). By convexity of the graph of \( r \mapsto \frac{1}{\sqrt{r}} \), the RHS is more than
\[
\int_0^x \frac{d}{dr} \left\{ \frac{1}{\sqrt{r}} \right\} \bigg|_{r=\lambda_1^2+2 \int_0^w g(z) dz} (\lambda_2^2 - \lambda_1^2) dw
= \left\{ \frac{\lambda_2 + \lambda_1}{-2} \int_0^x \left( \frac{1}{\lambda_1^2 + 2 \int_0^w g(z) dz} \right)^{3/2} dw \right\} (\lambda_2 - \lambda_1)
\geq \left\{ \frac{\lambda_2 + \lambda_1}{2(\lambda_1^2 + 2Gx)^{3/2}} \right\} (\lambda_1 - \lambda_2)
\]
The argument in the last brackets is uniformly continuous and as \( t \downarrow 0 \) it is more than \( x/\lambda_1^2 \). As the inequalities hold for every positive \( t \), \( x < \delta = \delta(B) \), the non-intersecting condition (2.4) implies
\[
t > \left( \frac{\lambda_2^2 + \varepsilon}{\delta} \right)^{-1} (\lambda_1 - \lambda_2) \quad \Rightarrow \quad u(0,0) - u(t,0) = \lambda_1 - \lambda_2 \leq \left( \frac{\lambda_2^2 + \varepsilon}{\delta} \right) t,
\]
which is half the Lipschitz inequality at the points \((0,0), (-t,0)\). The other half, for \( \lambda_1 < \lambda_2 \) is similarly obtained considering small negative \( x \).

For comparing two generic close points \((t,x)\) and \((0,0)\), by the finite speed of propagation one can combine the Lipschitz regularity along characteristics and the Lipschitz regularity along vertical lines.

**Corollary 2.6.** Let \( u(t,x) \) be a continuous solution to the balance equation
\[
d_t u(t,x) + \partial_x[f(u(t,x))] = g(x), \quad g \in L^\infty(\mathbb{R}).
\]
The function \( u(t,x) \) is locally Lipschitz in the open set
\[
\{(t,x) : f'(u(t,x)) \cdot f''(u(t,x)) \neq 0\}.
\]

**Proof.** We first consider the case of quadratic flux \( f(u) = u^2/2 \). By Theorem 1.3, there exists a function \( \hat{g}(t,x) \) such that we can apply Lemma 2.1, which gives the thesis. If \( g \in L^\infty \) they may a priori differ on an \( L^2 \)-negligible set, but one can prove that \( \hat{g}(t,x) = \hat{g}(x) \).

Being \( u \) an entropy solution by Theorem 1.6, \( f'(u) \) solves the equation
\[
[f'(u)]_t + \frac{f'(u)^2}{2}_x = f''(u)g.
\]

By the previous case then \( f'(u) \) is Lipschitz in the open set where it does not vanish. If moreover \( f''(u) \) does not vanish, then the regularity of \( u \) can be proved just by inverting \( f' \).
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Abstract. Traveling waves arising in detonation physics are described by the reactive Euler equations obtained in the fluid dynamical limit of the Boltzmann equation for a binary reactive mixture. The hydrodynamic linear stability of the detonation wave solution is investigated with a normal mode analysis. Numerical simulations are performed for both the detonation wave solution and its linear stability.

1. Introduction. Detonation waves are combustion fronts triggered by a strong shock and sustained by a chemical reaction [1, 2]. They can be mathematically modeled by the reactive Euler equations, which includes conservation laws of momentum and total energy (kinetic and chemical) of the mixture as well as reaction rate equation for the constituents. Experimental studies show that the detonation waves tend to be structurally unstable and a first attempt to understand and describe the instabilities is a hydrodynamic stability analysis based on the linearization of the governing Euler equations and a normal-mode representation of the perturbations [3]. It is well known that the numerical analysis of detonation waves and its hydrodynamic stability is a rich and challenging problem with many engineering applications [2, 3]. We investigate this problem starting by considering a binary mixture modeled by the Boltzmann equation for the constituent distribution functions, with both elastic scattering and reactive collision terms. Then we pass to the fluid dynamical limit for an Eulerian regime and use the resulting macroscopic reactive equations to investigate the existence of detonation wave solutions. The analysis presented in this paper includes the modeling of the detonation waves, its hydrodynamic stability and the numerical treatment of these problems.

2. The model for the explosive reactive mixture. We consider an idealized explosive mixture of two constituents, denoted by A and B, whose particles undergo a reversible symmetric chemical reaction of type \( A + A \rightleftharpoons B + B \). The molecules have binding energies \( E_A \) and \( E_B \), the same mass \( m \) and equal diameter \( d \).
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In one-space dimension, the macroscopic physical observables of the reactive mixture are the constituent number densities $n_A$, $n_B$, the mixture mean velocity $v$ and the mixture temperature $T$. Neglecting diffusion and heat fluxes, as well as shear and non-equilibrium stresses, the governing equations of the mixture are the reactive Euler equations, namely the rate equations of the constituents together with the conservation laws of momentum and total energy of the whole mixture. They are given by

$$\frac{\partial n_\alpha}{\partial t} + \frac{\partial}{\partial x} (n_\alpha v) = \tau_\alpha, \quad \alpha = A, B \tag{1}$$

$$\frac{\partial}{\partial t} (\varrho v) + \frac{\partial}{\partial x} (\varrho v^2 + p) = 0 \tag{2}$$

$$\frac{\partial}{\partial t} \left( \frac{1}{2} \varrho v^2 + \frac{3}{2} n k T + n_A E_A + n_B E_B \right)$$
$$+ \frac{\partial}{\partial x} \left[ p v + \left( \frac{1}{2} \varrho v^2 + \frac{3}{2} n k T + n_A E_A + n_B E_B \right) v \right] = 0 \tag{3}$$

where $\tau_\alpha$ represents the reaction rate of the $\alpha$-constituent, such that $\tau_B = -\tau_A$ as predicted by the chemical law. Moreover, $\varrho$, $p$ and $n$ are the mass density, pressure and number density of the whole mixture, with

$$n = n_A + n_B, \quad \varrho = mn, \quad p = nkT \tag{4}$$

The number density $n_\alpha$ represents a measure of the concentration of the constituent $\alpha$ and thus Eq. 1 constitutes the rate equation of the considered reactive mixture. The term $n_A E_A + n_B E_B$ appearing in Eq. 3 represents the chemical bond energy of the mixture, and $k$ is the Boltzmann constant.

The above governing equations 1-3 have been derived from a kinetic theory based on the Boltzmann equation extended to the considered reactive mixture, see Refs. \[4, 5\]. In particular, a chemical regime of slow reactive process is assumed and an appropriate scaling is introduced in terms of the Knudsen number associated to elastic scattering. The corresponding fluid dynamic limit is obtained by means of the Chapman-Enskog method \[6\] which leads to a distribution function containing the non-equilibrium effects associated to the chemical reaction. The procedure leads to the explicit computation of the reaction rate $\tau_\alpha$, which follows an Arrhenius-type law, given by

$$\tau_B = -\tau_A, \quad \tau_A = -4n_A^2 d^2 \sqrt{\frac{\pi k T}{m}} e^{-\varepsilon_A^*} \left[ 1 + \varepsilon_A^* + \frac{n_A^2}{128 n^2} \left( \frac{d}{d\varepsilon} \right)^2 Q_R^* \right. \left. \times \left( 1 + Q_R^* + Q_R^* \varepsilon_A^* + \varepsilon_A^* - 2\varepsilon_A^2 \right) \left( 4\varepsilon_A^3 - 8\varepsilon_A^2 - \varepsilon_A^* - 1 \right) e^{-\varepsilon_A^*} \right] \tag{5}$$

where $\varepsilon_A^*$ is the activation energy of the forward chemical reaction in units of $kT$ and $Q_R^* = 2(E_B - E_a)/kT$ is the reaction heat of the chemical reaction, also in units of $kT$. The details of the passage to the fluid dynamic limit are given in Ref. \[7\] and revisited in Refs. \[4, 5\].

The qualitative properties of the Euler equations are well known in literature, see for example Refs. \[8, 9, 10\]. In particular they constitute an hyperbolic set of non-linear PDE’s and admit shock profile solutions.

In addition, when a reactive gaseous mixture is considered, like the one previously introduced in this section, an interesting and relevant type of shock solutions may arise, namely steady traveling detonation wave solutions.
3. Detonation waves. Physically, detonation wave solutions represent a combustion front in which a strong shock wave ignites the explosive mixture and the burning keeps the shock advancing and proceeding to equilibrium in the reaction zone behind the shock. The configuration of such solutions is well described in the literature of the detonation phenomenon and a good and accepted model for such solutions is the well known ZND model developed by Zeldovich, von Neumann and Doering, the founders of the modern detonation theory, see Refs. [1, 2]. According to the ZND model, the structure of the detonation wave solution consists of a leadind planar non-reactive shock propagating with constant velocity, followed by a finite reaction zone where the chemical process evolves.

3.1. Steady detonation solutions. We investigate one-dimensional ZND steady detonation wave solutions propagating in an explosive mixture described by the model of Section 2. Mathematically, these solutions are traveling waves for the reactive Euler equations 1-3.

We consider a planar shock wave propagating in the $x-$direction with constant velocity $D$ from left to the right. Ahead the shock front, we consider the initial quiescent mixture at rest, where the rate of the chemical reaction is negligible. Such initial state is labeled as $I = (n_A^+, n_B^+, 0, T^+)$. The passage of the shock raises the density and temperature above the ignition values, so that the chemical reaction is suddenly activated. The state just behind the shock wave, where the chemical reaction is triggered, is the von Neumann state which is labeled as $N = (n_A, n_B, v, T)$. The shock wave is followed by a reaction zone with a finite length, where the chemical reaction continuously proceeds from the state $N$ to a final state $F$ of chemical equilibrium. All states inside the reaction zone are intermediate states $R$ of partial reaction.

Traveling detonation waves with velocity $D$ are determined as solutions depending on the normalized steady variable

$$x_s = \frac{x - Dt}{Dt_c}, \quad \text{with} \quad t_c = \frac{1}{4n+d^2} \sqrt{\frac{m}{\pi kT^+}}$$

where $t_c$ is a characteristic time. The Euler equations 1-3 are transformed to the steady frame attached to the shock wave and re-written in terms of the variable $x_s$. They transform to a system of four ODE's for the unknowns $n_A, n, v, T$, which can be written in the more conservative form

$$\frac{d}{dx} [(v - D) n_A] = Dt_c \tau_A$$

$$\frac{d}{dx} [(v - D) n] = 0$$

$$\frac{d}{dx} [(v - D) \rho v + nkT] = 0$$

$$\frac{d}{dx} [(v - D) \left( \frac{3}{2} nkT + \frac{\rho v^2}{2} + E_A n_A + E_B n_B \right) + nkTv] = 0$$

where we have written $x$ in place of $x_s$. The explicit expression of the reaction rate is given by expression 5.

Von Neumann state. State $N$, just behind the shock wave, is the solution of a non-reactive shock problem. Euler equations 7-10 hold true with vanishing reaction rate and should be taken in a weak integrated sense between the initial state and...
the von Neumann state. The integration leads to the algebraic Rankine-Hugoniot jump conditions connecting the state \( N \) to the state \( I \), namely

\[
\begin{align*}
n_A (v - D) &= -n_A^+ D \\
n (v - D) &= -n^+ D \\
\rho v (v - D) + nkT &= kn^+ T^+ \\
\left( \frac{3}{2}nkT + \frac{\rho v^2}{2} + E_A n_A + E_B n_B \right) (v - D) + nkTv &= - \left( \frac{3}{2}kn^+ T^+ + E_A n_A^+ + E_B n_B^+ \right) D
\end{align*}
\]

Intermediate and final states. States \( R \) and \( F \), in the reaction zone, are obtained solving an initial value problem for the number density \( n_A \), with initial condition assigned at the von Neumann state. The chemical reaction is the dominant process within this problem since the evolution of the gaseous mixture within the reaction zone is determined by the reactive process. More in detail, conservative Eqs. 8-10 are integrated between the initial state and an arbitrary state within the reaction zone. The resulting three algebraic Rankine-Hugoniot conditions allow to express the state variables \( n_B, v \) and \( T \) in terms of \( n_A \) and reduce the system to the ODE

\[
\frac{dn_A}{dx} = \frac{Dt_c \tau_A}{v - D + n_A \frac{dn_A}{dx}}
\]

Equation 15 represents the rate law in the shock attached frame and specifies the chemical composition of the explosive mixture in the reaction zone. The integration of Eq. 15 and further computation of the remaining state variables through the three algebraic Rankine-Hugoniot conditions characterize the thermodynamical state of the mixture in the reaction zone. The final state of chemical equilibrium, is obtained when the reaction rate \( \tau_A \) vanishes and \( n_A \) becomes constant, so that the chemical concentrations of constituents A and B remain unchanged.

3.2. Numerical solutions. Numerical solutions of the detonation wave problem can be determined, characterizing the states \( N, R \) and \( F \) for different values of the velocity \( D \), reaction heat \( Q^*_R \) and activation energy \( \varepsilon^*_A \). Some numerical simulations are performed for one elementary reaction of a theoretical detonating mixture. The initial state are assumed as follows

\[
\begin{align*}
m &= 0.01 \text{ Kg/mol}, & n_A^+ &= 0.35 \text{ mol/l}, & n_B^+ &= 0 \text{ mol/l} \\
T^+ &= 298.15 K, & E_A &= 2400 K, & \varepsilon^*_A &= 6
\end{align*}
\]

Some representative profiles are shown in Figure 1 for the mixture pressure, in dependence of the algebraic distance behind the shock wave. The left frame of Figure 1 is obtained for a fixed detonation velocity and refers to exothermic chemical reactions with reaction heat \( Q^*_R = -2 \) and \( Q^*_R = -1 \). It shows that the pressure profile and the thickness of the reaction zone decrease for the hight absolute value of the reaction heat. The right frame refers to exothermic reaction with \( Q^*_R = -1 \) and detonation velocity \( D = 1600 \text{ m/s}^{-1} \) and \( D = 1700 \text{ m/s}^{-1} \). It shows that the pressure profile increases and the thickness of the reaction zone decreases for the hight value of the detonation velocity. The results are in a good agreement with the analytical studies and numerical predictions known from the literature on the
Hidrodynamic linear stability. It is well known from theoretical studies and experimental investigations, see Refs. [1, 2], that the detonation wave solution tends to be structurally unstable and can degenerate into an oscillatory solution in the long-time limit. Such oscillatory configuration exhibits complex three-dimensional non-linear perturbations, so that its characterization results to be a very complex and difficult problem, from either analytical or numerical point of view.

As a first step of a formal treatment, one studies the problem of hydrodynamical stability of the steady solution, formulated as follows: one assumes that a small rear boundary perturbation is instantaneously assigned, inducing a deviation on the shock wave position; as a consequence, small perturbations are induced on the state variables and one is interested in their evolution in the reaction zone. The pertinent question is to investigate if all perturbations decay with time or if any perturbation grow with time. In the first case, the steady solution becomes stable and in the latter it becomes unstable.

4.1. Stability analysis. From the mathematical point of view, the stability problem requires first the transformation to the perturbed wave coordinate

$$\tau = x - \psi(t), \quad \text{with} \quad \psi(t) = Dt + \tilde{\psi}(t)$$

(17)

where $\psi(t)$ represents the location of the perturbed shock wave and $\tilde{\psi}(t)$ the displacement of the wave from the unperturbed position.

Normal mode approach. Since the perturbations are small, we then linearize the governing equations and Rankine-Hugoniot conditions about the steady detonation solution, assuming the following expansions for the state variables and shock distortion with exponential time dependence,

$$z(x,t) = z^*(x) + e^{at} \tau(x), \quad \psi(t) = e^{at}, \quad a \in \mathbb{C}$$

(18)

where $z = [n_A, n_B, v, p]^T$, $z^*(x)$ is the steady solution, $\tau(x)$ is the vector of complex eigenfunctions representing the unknown spatially disturbances, and $a$ is the complex eigenvalue, with $\text{Re} \ a$ and $\text{Im} \ a$ being the disturbance growth rate and frequency, respectively.
Linearized stability equations. The transformation to the perturbed shock and the linearization by means of the expansions 18 lead to the stability equations

\[ Da_n + (v^* - D) \frac{d\pi_n}{dx} + \frac{dn^*}{dx} (\pi - aD) + \frac{dv^*}{dx} \pi_n + n^*_a \frac{d\pi}{dx} = \pi_\alpha, \quad \alpha = A, B \quad (19) \]

\[ g^* aD\pi + \frac{dp}{dx} + g^* \frac{dv^*}{dx} (\pi - aD) + (v^* - D) \frac{dv^*}{dx} \pi + g^* (v^* - D) \frac{d\pi}{dx} = 0 \quad (20) \]

\[ Da_p + \frac{5}{3} \left( p^* \frac{dv}{dx} + \frac{p^* dv^*}{dx} \right) + (v^* - D) \frac{dp^*}{dx} + (\pi - aD) \frac{dp^*}{dx} = \frac{Q_p D t_c \tau_\alpha}{3} \quad (21) \]

where the linearized reaction rate \( \tau_\alpha \) is given by

\[ \tau_\alpha = -4d_r^2 \sqrt{\frac{\pi k}{m}} e^{-\epsilon_r} \left[ \left( 2n^*_A n^*_A \sqrt{T^*} + \frac{p^* + \pi}{n^*_A k \sqrt{T^*}} n^*_A \right)^2 \left( 1 + \epsilon_r^2 + \epsilon_r \right) \right] \]

\[ + 2 \sqrt{T^*} n^*_A \left( -n^*_A n^*_B + n^*_B n^*_A \right), \quad \tau_\alpha = -\tau_\alpha \quad (25) \]

Equations 19-21 constitute a system of eight first-order homogeneous linear ordinary differential equations with spatially varying coefficients, for the real and imaginary parts of the complex perturbations.

Initial conditions. The initial conditions for the stability equations are obtained from the Rankine-Hugoniot relations 11-14, after transforming to the wave coordinate and linearizing around the steady state. The resulting conditions are

\[ \pi_n(0) = \frac{(n^*_n - n^*_A) a - n^*_a \pi(0)}{v^* - D}, \quad \alpha = A, B \quad (22) \]

\[ \pi(0) = \frac{3g^* v^*}{2} + \frac{3}{2} \left( p^* - p^* \right) - \frac{3}{2} D g^* v^* + 2E_A n^* + Q^*_R n^*_B a \quad (23) \]

\[ p(0) = -g^* (v^* - D)^2 + \frac{5}{2} p^* \quad (24) \]

Closure condition. Equations 19-21 and their initial conditions 22-24 involve the complex perturbation parameter \( a \) and therefore the stability system is not closed. The closure condition is given by the dispersion relation of the normal modes 18 formulated at the final state \( F \), that is

\[ \tau_F + a = \frac{1}{\gamma g_{eq} c_{eq}^2 \tau_F}, \quad (25) \]

where \( \gamma \) is the ratio of specific heats, \( c_{eq}^2 \) and \( g_{eq}^* \) the isentropic sound speed and gas density at the equilibrium final state.

Stability problem. The linear stability problem consists in the eight ordinary differential equations 19-21 for the complex eigenfunction disturbances \( \pi(x) \) and complex eigenvalue parameter \( a \), with initial conditions 22-24 and closure condition 25.

The objective is to determine the instability modes which correspond to a positive growth rate \( Re \alpha \). Moreover, since these modes occur in conjugate pairs, they are searched in the upper-right quarter of the complex plane.

The stability problem is solved numerically and its solution gives valuable predictions about the stability of the steady detonation solutions.
4.2. Numerical technique. For a given set of thermodynamical and chemical parameters characterizing the steady detonation wave solution, eigenfunctions $z(x)$ and eigenvalues $a$ are determined. We apply a numerical technique which combines the iterative shooting method proposed by Lee and Stewart in paper [3] with the argument principle used by Erpenbeck in paper [11]. The basic idea is the following, see Ref. [5]: (i) we start with a trial value of $a$ in a fixed bounded domain $R$ of the complex plane; (ii) then we use a fourth order Runge-Kutta routine to integrate the stability equations 19-21 in the reaction zone, say for $x \in [x_F, 0[$, with initial conditions 22-24 at $x = 0$; (iii) finally we enquire if the approximate solution $z(x), x \in [x_F, 0]$ and related parameter $a$ satisfy the boundary condition 25; (iv) if this is not the case, we iterate the procedure on the trial value $a$ until condition 25 is satisfied. Since, in general, a trial value of $a$ does not produce a stability solution, in the sense that condition 25 is not verified, the key preliminary step consists in searching appropriate trial values for $a$. To do this, we introduce the residual function

$$H(a) = \mathcal{H}(a) = \mathcal{V}(x_F) + a + \frac{1}{\gamma \Theta c_q^2} \mathcal{P}(x_F), \quad a \in R,$$

and search the zeros of $H$ in the considered region $R$. To count the number $Z$ of zeros we use the argument principle and estimate the quantity

$$Z = \frac{1}{2\pi i} \int_{k}^{\ell} \frac{H'(\zeta(t))}{H(\zeta(t))} \| \zeta'(t) \| \, dt$$

where $\zeta: [k, \ell] \to \mathbb{C}$ is a path smooth by parts, describing the contour of $R$ in the positive direction. Such estimation requires a rather involved numerical technique which is explained in detail in Refs. [4, 5]. Finally successive refinements of $R$ are considered and a three-dimensional plot of $|H|$ in the last refinement is used to determine the location of the zeros.

Some numerical simulations are performed in order to investigate the response of the steady detonation wave solution to the rear boundary perturbations.

4.3. Stability results. The stability problem is solved numerically for the set of thermodynamical and chemical parameters given in Eq. 16. We choose a rectangular region $R$ in the upper-right complex plane such that $0.001 < Re(a) < 0.02$ and $0.001 < Im(a) < 0.1$. The reaction heat and the detonation velocity are varying in the ranges $-2 \leq Q^*_R \leq 2$ and $1278 \, ms^{-1} \leq D \leq 1896 \, ms^{-1}$, respectively. Table 1 shows the number of instability modes in the region $R$, for different values of the detonation velocity, and for fixed reaction heat and activation energy. $Q^*_R = -1$ and $\varepsilon^* = 6.5$. One can see that the number of instability modes in the region $R$ is zero when $D \geq 1645 \, ms^{-1}$, and that it increases for lower values of $D$.

<table>
<thead>
<tr>
<th>Detonation velocity</th>
<th>Number of modes</th>
<th>Detonation velocity</th>
<th>Number of modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1896 , ms^{-1}$</td>
<td>0</td>
<td>$1518 , ms^{-1}$</td>
<td>17 to 28</td>
</tr>
<tr>
<td>$1700 , ms^{-1}$</td>
<td>0</td>
<td>$1391 , ms^{-1}$</td>
<td>57 to 120</td>
</tr>
<tr>
<td>$1645 , ms^{-1}$</td>
<td>0</td>
<td>$1328 , ms^{-1}$</td>
<td>250 to 334</td>
</tr>
<tr>
<td>$1581 , ms^{-1}$</td>
<td>1 to 3</td>
<td>$1278 , ms^{-1}$</td>
<td>442 to 493</td>
</tr>
</tbody>
</table>

Table 1. Number of instability modes in the region $R$, for different values of the detonation velocity $D$. The reaction is exothermic with reaction heat $Q^*_R = -1$ and activation energy $\varepsilon^* = 6.5$. 


Figure 2 shows the stability boundary in the parameter plane $Q^*_R - \varepsilon^*_A$, for detonation velocity $D = 1700 \text{ ms}^{-1}$. A pair $(Q^*_R; \varepsilon^*_A)$ in the stability zone indicates that for the corresponding values of $Q^*_R$ and $\varepsilon^*_A$, no instability modes have been found in the domain $\mathcal{R}$. Conversely, a pair in the instability zone indicates that one instability mode, at least, has been found in $\mathcal{R}$.

The results of Table 1 can be compared to those of Figure 2 considering, simultaneously, $Q^*_R = -1$, $\varepsilon^*_A = 6.5$ and $D = 1700 \text{ ms}^{-1}$. The results in both representations indicate a stable solution since no instability modes are found.
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ON SINGULAR POINTS
FOR CONVEX PERMEABILITY MODELS
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Abstract. We focus on a system of two conservation laws representing a large class of models relevant for petroleum engineering, the domain of which possesses singular points. It has been conjectured that the structure of the Riemann solution in the saturation triangle is strongly influenced by the nature of the umbilic point. In the current work we show that features originally related to umbilic points actually belong to a distinct point, the new Equal-Speed Shocks point.

Even though the location of the umbilic point is known, for the first time, we relate the umbilic point to a physical property, namely, the minimum of the total mobility for any Corey model.

1. Introduction. We are interested in the study of injection problems for $2 \times 2$ systems of conservation laws; a survey may be found in [2, 4, 7, 12] and references therein. The solution construction for the injection of water and gas is presented in [2] for the case of quadratic Corey models.

We discuss the location of the umbilic point in the interior of the triangle and the new “Equal-Speed Shocks” (ESS) point, which arises in these more general non-symmetric models. Analyses on umbilic points were made in the last few years [8, 9, 14]. The special case of quadratic Corey models is discussed in [1].

We consider models for reservoirs that may contain three fluids, for concreteness, we call them water, gas, and oil; although they could be any three fluids that are immiscible with each other. For simplicity, we assume that the three phases are incompressible, that gravitational segregation and capillary effects are negligible, and that there is no mass transfer among the phases. The flow occurs in one dimension at constant injection rate and fixed proportion of injected fluids. The mobility of each phase is assumed to be a convex function of its own saturation and inversely proportional to the phase viscosity. The mathematical model consists of
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two conservation laws representing Darcy’s law combined with mass conservation for two of the phases. The flow problem depends on two viscosity ratios and the precise choice of mobilities. (The overall picture of solutions given in [2] is essentially unchanged in the more general class of models treated in this work, see [5, 6].)

A Corey-type model loses strict hyperbolicity at an umbilic point. Models without umbilic points have been considered for three-phase flow; see [7]. They yield simple solutions for the injection problem. However, they are unrealistic because immiscibility of the three phases seems to be related to loss of strict hyperbolicity [3, 14, 16], i.e., either umbilic points or elliptic regions are present. Models with umbilic points have complicated solutions, but are still well behaved mathematically; see [9, 12] for a review of their properties.

This work is organized as follows. In Sec. 2 the convex permeability models are introduced; in Sec. 2.1.1 we give a brief review of rarefaction fans, shock waves and properties of quadratic Corey models. Section 3 describes certain structures in state space; in Sec. 3.1 we identify features of the umbilic point and in Sec. 3.2 we describe curves with a certain equal shock speed property to the boundaries, the intersection of which is the ESS point. Finally, the conclusions are in Sec. 4.

2. Mathematical model. Consider the flow of a mixture of three fluid phases (which, for concreteness, are called water, gas and oil) in a thin, horizontal cylinder of porous rock. Let \( s_w(x, t) \), \( s_g(x, t) \) and \( s_o(x, t) \) denote the respective saturations at distance \( x \) along the cylinder, at time \( t \). Because \( s_w + s_g + s_o = 1 \) and \( 0 \leq s_w, s_g, s_o \leq 1 \), the state space of the fluid mixture is the saturation triangle \( \Delta \); see e.g. Fig. 1. In our analysis, we choose \( s_w \) and \( s_g \) as the two independent variables, thus \( S := (s_w, s_g) \); the vertices of \( \Delta \) are \( W = (1, 0) \), \( G = (0, 1) \) and \( O = (0, 0) \).

2.1. Conservation laws. Three-phase flow in 1D at constant injected rate is governed by the non-dimensionalized system \( \partial S/\partial t + \partial F(S)/\partial x = 0 \), or

\[
\frac{\partial s_w}{\partial t} + \frac{\partial f_w(s_w, s_g)}{\partial x} = 0, \tag{1}
\]

\[
\frac{\partial s_g}{\partial t} + \frac{\partial f_g(s_w, s_g)}{\partial x} = 0, \tag{2}
\]

representing conservation of water and gas. The flow functions \( f_w(s_w, s_g) \) and \( f_g(s_w, s_g) \) are determined by the relative permeabilities of the three phases.

Although each fluid phase becomes immobile below an residual saturation, for simplicity we assume that the relative permeabilities are strictly positive within the saturation triangle. (In Engineering language, \( s_w, s_g \), and \( s_o \) are “reduced saturations”.) From Darcy’s law the fluxes are

\[
f_\alpha(S) = \frac{m_\alpha(S)}{m(S)}, \quad \text{for } \alpha = w, g, o, \quad \text{where } m := m_w + m_g + m_o \tag{3}
\]

is the total mobility; \( m_w, m_g, m_o \) represent the relative mobility of each phase. Each mobility is a ratio between relative permeability and viscosity of the fluid, it is described by the continuous function:

\[
m_\alpha(S) := \frac{k_\alpha(S)}{\mu_\alpha}, \quad \alpha = w, g, o, \tag{4}
\]

where \( \mu_\alpha \) is the given constant viscosity of each phase \( \alpha \).
A Corey type model is defined by a set of mobilities \( m_\alpha(s_\alpha) \) that are nondecreasing continuous functions of their own saturation \( s_\alpha \). In this work we focus on convex Corey models, which obey the following restrictions.

**Definition 2.1.** A Corey model is said to be convex when the mobilities are \( C^1[0,1] \cap C^2(0,1) \) functions satisfying:

1. \( m_\alpha(s_\alpha) > 0 \) for \( s_\alpha \in (0,1) \) and \( m_\alpha(0) = 0 \),
2. \( m_\alpha'(s_\alpha) > 0 \) for \( s_\alpha \in (0,1) \) and \( m_\alpha'(0) = 0 \),
3. \( m_\alpha''(s_\alpha) \geq 0 \) for \( s_\alpha \in (0,1) \),
4. no pair of the quantities \( m_\alpha''(s_w), m_\alpha''(s_g), m_\alpha''(s_o) \) vanish simultaneously for any point in the interior of the saturation triangle \( 0 < s_w, s_g, s_o < 1 \).

**Remark 1.** In the presence of nonzero residual saturations, one can easily formulate an appropriate extension of Definition 2.1.

**Remark 2.** In this work, for the purpose of illustrating facts with figures, we use the following mobilities:

\[
\begin{align*}
    m_w(s_w) &= (s_w)^{3.2857}/1, \\
    m_g(s_g) &= (s_g)^{2.65}/0.5, \\
    m_o(s_o) &= (s_o)^{5.8357}/2,
\end{align*}
\]

based on a best fit for homogeneous porous media of the Corey-Brooks model, [4].

2.1.1. Basic solutions. Equations (1)–(2) have solutions that propagate as waves. The Jacobian matrix of the fluxes is the key for rarefaction curves. The characteristic speeds are the two eigenvalues of the Jacobian derivative matrix

\[
J(S) := \frac{\partial (f_w(S), f_g(S))}{\partial (s_w, s_g)} = \frac{\partial F(S)}{\partial S},
\]

provided that these eigenvalues are real, in which case the smaller one is called the slow-family characteristic speed \( \lambda_s(s_w, s_g) \) and the larger one is called the fast-family characteristic speed \( \lambda_f(s_w, s_g) \). For the Corey model, both eigenvalues are real and nonnegative for each state in the saturation triangle.

The self-similarity of solutions of a Riemann problem implies that if \( u(x, t) \) is such a solution at a given time \( t \), then \( u(\alpha x, \alpha t) \) is also a solution for any \( \alpha > 0 \). Centered rarefaction and shock waves are based on self-similarity.

System (1)–(2) has continuous solutions called slow- and fast-family rarefaction waves. They arise by solving an ODE, namely,

\[
\{J(S) - \xi I\} \vec{r}(S) = 0, \quad \frac{dS}{d\xi} = \vec{r}(S),
\]

where \( S(\xi) \), for \( \xi = x/t \), is the profile of the rarefaction provided \( \xi \) is monotonic increasing. Some integral curves appearing in the solution of Riemann problems are plotted in Fig. 1.

This system also admits solutions that have jump discontinuities. The Hugoniot locus of a point \( S^0 \), denoted as \( \mathcal{H}(S^0) \), is given by all the points \( S \) that satisfy the Rankine-Hugoniot (RH) condition:

\[
F(S) - F(S^0) = \sigma(S - S^0),
\]

where \( \sigma = \sigma(S^0, S) \) is the velocity of the discontinuity, and the fluxes \( F(S) \) and saturations \( S \) are given as before. (Notice that \( S \) belongs to \( \mathcal{H}(S^0) \) if and only if \( S^0 \) belongs to \( \mathcal{H}(S) \).) Admissibility of discontinuities for systems of conservation laws such as (1)–(2) is discussed in [2].

Notice that if the RH condition between states \( S^0 \) and \( S^b \) holds with a certain speed \( \sigma \), and it also holds for the same speed between states \( S^o \) and \( S^b \), it is easy...
to see that the RH condition is satisfied between states $S^a$ and $S^b$ with the same speed. This is the essence of the triple-shock rule [9]. The definition of $\sigma_{ij}$ as the shock speed $\sigma(S_i, S_j)$ will be useful.

**Theorem 2.2 (Triple-shock rule).** Let the states $S_1, S_2$ belong to $\mathcal{H}(S_0)$. If $\sigma_{01} = \sigma_{02}$ holds, then $S_1$ belongs to $\mathcal{H}(S_2)$ and the relations $\sigma_{01} = \sigma_{02} = \sigma_{12}$ hold.

**Proof.** Define $\sigma$ as $\sigma_{01} = \sigma_{02}$. Subtract versions of equation (6) written for $(S_0, S_1)$ and for $(S_0, S_2)$, obtaining $F(S_2) - F(S_1) = \sigma(S_2 - S_1)$, which indicates that $S_1$ belongs to $\mathcal{H}(S_2)$ and $\sigma_{12}$ is equal to $\sigma$. $\square$

The following variant of Theorem 2.2 has been used in several works appearing in this conference.

**Lemma 2.3.** Let $S_0, S_1, S_2$ be non-collinear states such that $S_1, S_2$ belong to $\mathcal{H}(S_0)$ and $S_1$ belongs to $\mathcal{H}(S_2)$. Then $\sigma_{01} = \sigma_{02} = \sigma_{12}$ holds.

**Proof.** Let us express the RH relations of the involved states; we have

$$
F(S_1) - F(S_0) = \sigma_{01}(S_1 - S_0), \quad F(S_2) - F(S_0) = \sigma_{02}(S_2 - S_0),
$$

$$
F(S_1) - F(S_2) = \sigma_{12}(S_1 - S_2).
$$

(7)

By subtracting (7.b) and (7.c) from (7.a), we obtain

$$
0 = \sigma_{01}(S_1 - S_0) - \sigma_{02}(S_2 - S_0) - \sigma_{12}(S_1 - S_2).
$$

We subtract the trivial relation $0 = \sigma_{12}(S_1 - S_0) - \sigma_{12}(S_2 - S_0) - \sigma_{12}(S_1 - S_2)$ obtaining $0 = (\sigma_{01} - \sigma_{12})(S_1 - S_0) - (\sigma_{02} - \sigma_{12})(S_2 - S_0)$. Recalling that the states are non-collinear, we notice that the latter relation holds if and only if $\sigma_{01} - \sigma_{12}$ and $\sigma_{02} - \sigma_{12}$ are zero, which proves the lemma. $\square$

A system is called strictly hyperbolic if the characteristic speeds satisfy the inequality $\lambda_s(S) < \lambda_i(S)$ everywhere; they are well studied [10, 11]. In three-phase flow models there are points where the characteristic speeds coincide, which are called coincidence points. Furthermore, in Corey models there are isolated coincidence points where the Jacobian matrix is a multiple of the identity, i.e., umbilic points.
The quadratic Corey model is defined by the permeabilities $k_\alpha(S) = s_\alpha^2$ for $\alpha = w, g, o$. Such a model is well understood; in particular, the location and characteristics of umbilic points are well known. There is a unique umbilic point $U = (u_w, u_g)$ in the interior of $\Delta$, with $u_o = 1 - u_w - u_g$, the coordinates of which are

$$u_\alpha = \mu_\alpha / (\mu_w + \mu_g + \mu_o), \quad \text{for } \alpha = w, g, o.$$ 

Such a point satisfies the following.

**Property 2.4.** For the quadratic Corey model, the characteristic speeds are equal to 2 at the interior umbilic point.

Three other umbilic points lie on the vertices of the saturation triangle.

**Property 2.5.** For the quadratic Corey model, the shock speed from the interior umbilic point to vertices of the triangle are equal to 1.

3. **Structures in the saturation triangle for convex Corey models.** When two of the permeabilities in (4) cease to be scalar multiples of the same convex function, the umbilic point gives rise to two points: the first one is still an umbilic point, and Property 2.4 holds, and at the second one, only Property 2.5 holds. It is because of the shock speed equality that the latter point will be called Equal-Speed Shocks to vertices or ESS.

3.1. **The umbilic point location.** Immiscible three-phase flow models are typically non-strictly hyperbolic, except in the model in [7]. Lemma 3.1 follows from results in [14] for the case where the gravity force is not active. (In [8, 15] there are shorter proofs.)

**Lemma 3.1.** Consider a convex Corey permeability model, see Definition 2.1. There is always a single point $U$ in the interior of the saturation triangle satisfying

$$m'_w(u_w) = m'_g(u_g) = m'_o(u_o),$$

which is the unique umbilic point in the interior of the triangle. It has characteristic speed $\lambda(U) = m'_w(u_w)/m(U)$.

An important feature of the models considered is the following: from properties (3) and (4) of Definition 2.1, one can see that the Hessian for the total mobility:

$$
\begin{pmatrix}
m''_w & m''_o \\
m''_o & m''_g + m''_o
\end{pmatrix}
$$

is a positive definite matrix. Hence the motivation of the following result.

**Corollary 1.** For a convex Corey type model, the total mobility has a single extremum in the interior of the triangle, which occurs at the umbilic point. The extremum is a minimum.

**Proof.** Equating to zero the partial derivatives of $m$ in (3b) relatively to $s_w$ and $s_g$ implies $m'_w = m'_g$ as well as $m'_g = m'_o$; then Lemma 3.1 guarantees that this extremum occurs at the single umbilic point. Thus from the positive definiteness of (9) we obtained that this extremum is the minimum.

**Remark 3.** Darcy’s law says that the total flow rate of a fluid mixture is proportional to the pressure gradient; the proportionality coefficient is (minus) the total mobility. Corollary 1 implies that maximum pressure gradient is needed to displace the fluid mixture at saturations given by the umbilic point, for a given total flow.
rate. In other words the umbilic point gives the saturation proportion for which each of the three fluids hinders maximally the flow of the other two. (Total flow is minimal for a specific pressure gradient.)

We will call $m'_w(s_w)$ the sensitivity of the water mobility to water saturation. The first equality in (8), $m'_w(s_w) = m'_g(s_g)$, defines the equal water-gas sensitivity curve, which can be parametrized either as a function of $s_w$ or $s_g$; it contains $U$ and $O$. Similarly we can define equal water-oil and gas-oil sensitivity curves. See the three dashed curves in Fig. 2. (In the absence of gravitational force these curves were called two-phase-like-flow sets in [14].)

Let us summarize properties of the equal sensitivity curves. First of all, recall that $m'_w = m'_g$ implies $\partial m/\partial s_w = \partial m/\partial s_g$, for brevity we call $\partial m$ such a value, thus the Jacobian matrix at any point of the equal water-gas sensitivity curve is

$$J(S) = \frac{1}{m^2} \begin{pmatrix} m'_w m - m_w \partial m & -m_w \partial m \\ -m_g \partial m & m'_g m - m_g \partial m \end{pmatrix}.$$ 

Along the curve one eigenvalue is $\lambda = m'_w/m$ with eigenvector $(1, -1)$ (in Cartesian coordinates), which is parallel to the side $s_o = 0$.

Moreover, the total mobility is minimum on the equal sensitivity curve in the direction of such eigenvector. Indeed, $\nabla m \cdot (1, -1) = \partial m/\partial s_w - \partial m/\partial s_g$ is zero on the sensitivity curve, which turns out to be at a minimum because the Hessian in (9) is positive definite. (Analogous statements hold for other sensitivity curves.)

Remark 4. For non-convex Corey models we have the following facts. A converse to Lemma 3.1 holds: an umbilic point in the interior of the triangle satisfies (8). Instead of Corollary 1, every extremum of the total mobility is a coincidence point; such a point is umbilic provided that the second derivatives of two of the mobilities do not vanish simultaneously there. (The extrema are not necessarily unique and do not need to be minima.)

3.2. The equal-speed shocks curves. Let us consider the vertex $O = (0, 0)$, and look for points $S = (s_w, s_g)$ in $\Delta$ satisfying RH relation (6):

$$f_w(S) = \sigma s_w, \quad f_g(S) = \sigma s_g;$$

(10)
where we used the fact that water and gas saturations for pure oil are zero, water and gas permeabilities are also zero. For the same reason the sides $s_w = 0$ and $s_g = 0$ are part of the Hugoniot locus of O. A third solution appears equating $\sigma$ in Eqs. (10) leading to
\[
\sigma(S, O) = \frac{f_w(S)}{s_w} = \frac{f_g(S)}{s_g},
\]
points $S$ satisfying the last equality in (11) form a curve inside $\Delta$.

We denote by $H_i(O)$ the locus in $\Delta$ that satisfies Eq. (11), i.e., the “interior Hugoniot locus” from O; the Hugoniot locus of the vertex O is given by $H_i(O)$ and the sides WO and GO. Since for any state $S$ on $H_i(O)$, $H(S)$ intersects both sides WO and GO, see [5], from Lemma 2.3 we have the following

**Claim 3.2.** All points in the internal Hugoniot locus $H_i(O)$ satisfy the triple-shock rule between O and points on the boundary WO; they also satisfy the triple-shock rule between O and points on the boundary GO.

We define $H_i(O)$, from equality (11), as the equal water-gas shock speed curve (as we will show presently), which can be parametrized either as a function of $s_w$ or $s_g$. Actually, since each $m_\alpha(s_\alpha)$ is an increasing continuous function, its inverse is well defined and increasing. With aid of the constraint $s_w + s_g + s_o = 1$, it is easy to see that points $(s_w, s_g)$ satisfying the second equality in relation (11) can be parametrized by $s_o$, i.e., there exist smooth functions
\[
H_w, H_g : [0, 1] \to [0, 1] \quad \text{s.t.} \quad (H_w(s_o), H_g(s_o)) \in H_i(O),
\]
for all $s_o \in [0, 1]$; notice that $H_w'$ and $H_g'$ are negative because when $s_o$ increases $s_w + s_g$ decreases. Similarly we can define equal water-oil and gas-oil shock speed curves; $H_i(G)$ and $H_i(W)$.

The intersection of $H_i(W)$, $H_i(G)$ and $H_i(O)$, is denoted by $H := (h_w, h_g)$, with $h_o = 1 - h_w - h_g$, and satisfies
\[
\sigma = \frac{f_w(H)}{h_w} = \frac{f_g(H)}{h_g} = \frac{f_o(H)}{h_o}.
\]
This is the ESS point (Equal-Speed Shocks); the shock speeds from $H$ to any vertex have the same value $\sigma$. Notice from relations (13) that $H$ satisfies $\sigma = \Sigma_\alpha f_\alpha(H)/\Sigma_\alpha h_\alpha = 1$. Defining $H_{wg}$, $H_{wo}$, $H_{go}$ as the intersection of the internal Hugoniot $H_i(O)$, $H_i(G)$, $H_i(W)$ with the sides WG, WO, GO respectively (see Fig. 2), we notice that the triple-shock rule (see Theorem 2.2) holds with speed one for seven points, namely,
\[
\sigma(A, B) = 1, \quad \text{with} \quad A, B \in \{H, W, G, O, H_{wg}, H_{wo}, H_{go}\},
\]
since each point belongs to the Hugoniot locus of the three vertices.

4. Concluding remark. The internal Hugoniot loci of the vertices give rise to the ESS point, while the equal sensitivity curves give rise to the umbilic point.

As in [15] one can follow the ordering of increasing directions of fast rarefaction curves near the boundary, see Fig. 1, and notice that there is an orientation reversal, thus a quadratic expansion of the fluxes about the umbilic point shows that in our case it must be classified as Type I or II, see Fig. 3 and [13].

Acknowledgments. The authors are grateful to Prof. J. Bruining (TU-Delft) for many enlightening discussions.
Figure 3. In the saturation triangle there are two possible umbilic point types for Corey permeability models with different viscosities. We represent the two possibilities. The rarefaction behavior around the umbilic type is sketched in the small insets. (Lighter curves represent slow family, darker curves represent fast family.)
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LINEARLY IMPLICIT SCHEMES FOR
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ABSTRACT. We present a family of schemes for the approximation of one di-
nimensional convection-diffusion equations. It is based on a linearization tech-
nique that allows to treat explicitly the hyperbolic term and linearly implicitly
the parabolic one. This avoids the parabolic stability constraint \( \Delta t \leq ch^2 \) of
explicit schemes, and does not require any non-linear solver for the implicit
problem. We present several numerical simulations to show the effectiveness
of the proposed schemes and to investigate their stability, convergence and
accuracy. In particular, since the proposed schemes provide to be accurate
for both smooth and non-smooth solutions, they turn out to be attractive for
adaptivity.

1. Introduction. In this paper we investigate the numerical behaviour of a family
of schemes for the one dimensional non-linear convection-diffusion equation
\[
\frac{\partial u}{\partial t} + \frac{\partial}{\partial x} f(u) = \frac{\partial}{\partial x} p(u), \quad (x,t) \in [a,b] \times [0,T],
\]
\[
u(x,0) = u_0(x), \quad x \in [a,b],
\]
(1)
where \( p(u) \) is a non-decreasing regular function with Lipschitz constant \( L_p \) and
\( p(0) = 0 \). For easy, we will just consider homogeneous Dirichlet boundary conditions,
but other conditions can be taken into account as well.

Equation (1) is particularly challenging due to the presence of both the hyperbolic
term \( f(u) \) and the nonlinear parabolic term \( p(u) \), in particular when the diffusion
\( p(u) \) is degenerate, i.e. when the derivative \( p'(u) \) vanishes for some values. In this
paper we will just consider the case of \( p'(u) = 0 \) for isolated values of \( u \), as in the
porous media equation with \( p(u) = u^m \), \( m > 1 \), for which \( p'(0) = 0 \). The strongly
degenerate case (\( p'(u) = 0 \) on whole intervals) is not considered for now.

When dealing with the approximation of equation (1), the hyperbolic term \( f(u) \) is
usually treated explicitly in time, while the spatial approximation is performed using
the non-linear techniques developed for conservation laws, such as slope-limiters
or ENO/WENO reconstructions (see for example [10]). The parabolic term can
be handled explicitly too, and the non-linear approximation techniques used for
the convection term provided to be very effective also in this case, as shown in
[7, 11, 6]. The main drawback of fully explicit schemes lies in the constraint \( \Delta t \leq c h^2 \) that must be imposed on the time step \( \Delta t \) with respect to the grid size \( h \) to
guarantee the stability of the parabolic term. On the other hand, non-linear implicit
approximations of the parabolic term require non-linear iterative solvers.
To overcome these problems we propose a linearization of the parabolic term, similar to that introduced in [4], in order to obtain numerical schemes that avoid non-linear implicit problems, and then we apply an implicit-explicit (IMEX) Runge-Kutta method to the convection-diffusion equation. Several numerical schemes for parabolic equations rest upon a similar linearization technique, as [12, 9, 13, 14], but they are usually first order approximations. Conversely, a high order approach turns out to be particularly attractive for adaptivity, since both the resolution of the space-time discretization and the order of the scheme can be modified according to the local regularity of the solution.

2. Numerical schemes. Let us introduce $t^n = n\Delta t$, where $\Delta t$ is a uniform time step, and, for the space discretization, let us consider the uniform grid $x_i = a + i\Delta x = (i-1)\Delta x, i = 1, ..., N$ on $[a, b]$ where $\Delta x = (b-a)/N$. Finally, let us introduce $u^n_i$, which is the approximation of $u(x, t)$ in $x = x_i$ at time $t = t^n$ and set $u^n_i = (u^n_i)_{i=1,...,N}$.

The family of schemes we are going to introduce is based on an implicit-explicit (IMEX) Runge-Kutta time integration. In particular, we consider the IMEX($s, s+1, r$) schemes proposed in [1]. These schemes can be represented through a pair of Butcher tableaus which describe the $s$-stages diagonally implicit scheme and the $(s + 1)$-stages explicit scheme. Moreover, the coefficients $\tilde{a}_{i,j}, \tilde{b}_i$ of the implicit scheme and the coefficients $a_{i,j}, b_i$ of the explicit scheme are chosen so that the resulting scheme converges with order $r$.

For the space approximation we use finite difference methods. We detail the method only for the internal grid points, as the boundary conditions are treated in a standard way. For further details about the implementation of boundary conditions, we refer to [4] for the implicit parabolic term and to [8] for the convection term.

For the discretization of $\partial_{xx}$, let us introduce the linear operator $L_h : \mathbb{R}^N \to \mathbb{R}^N$, which is

$$ (L_h u_h)_i = \frac{u_{i+1} - 2u_i + u_{i-1}}{h^2}, $$

(2)

for a second order approximation, and

$$ (L_h u_h)_i = -\frac{u_{i+2} + 16u_{i+1} - 30u_i + 16u_{i-1} - u_{i-2}}{12h^2}, $$

(3)

for a fourth order one. For the convection flux, let us consider the operator $D_h : \mathbb{R}^N \to \mathbb{R}^N$, defined by

$$ (D_h u_h)_i = \frac{\hat{F}_{i+1/2}(u_h) - \hat{F}_{i-1/2}(u_h)}{h}, $$

where $\hat{F}$ is a numerical flux. In our simulations we used Lax-Friedrichs flux

$$ \hat{F}_{i+1/2}(u_h) = \frac{f(u_{i+1/2}^+) + f(u_{i+1/2}^-)}{2} - a\frac{u_{i+1/2}^+ + u_{i+1/2}^-}{2}, $$

(4)

where $u_{i+1/2}^\pm$ are reconstructions of suitable order at the cell boundaries and $a = \max_u |f'(u)|$. Finally let us introduce

$$ \xi(u^n) = p'(u^n) + \alpha^n, $$

(5)

where $\alpha^n$ is a constant in space, positive, correction term.
The family of schemes we present generalizes the first order scheme introduced in [2] for purely diffusive equations

\[ q_h^n = \frac{p(u_h^n)}{\xi}, \]
\[ q_h^{n+1} = q_h^n + \Delta t L_h q_h^{n+1}, \quad (6) \]
\[ u_h^{n+1} = u_h^n + q_h^{n+1} - q_h^n, \]

where \( \xi \) is a constant such that \( \xi \geq \max_{u} p'(u) \). Our high order generalization of scheme (6) for the convection-diffusion problem (1) is based on the following steps: first we perform a linearization of the diffusion term introducing the variable \( q_h^n \)

\[ q_h^n = \frac{p(u_h^n)}{\xi(u_h^n)}. \quad (7a) \]

Then, defining the values \( q_h^{(0)} = q_h^n \) and \( u_h^{(0)} = u_h^n \), we perform each stage of the IMEX scheme,

\[ q_h^{(i)} = q_h^n + \Delta t \sum_{j=1}^{i} a_{i,j} L_h (\xi(u_h^n) q_h^{(j)}) - \Delta t \sum_{j=0}^{i-1} \bar{a}_{i+1,j+1} D_h (u_h^{(j)}), \quad i = 1, \ldots, s \quad (7b) \]

where we treated in implicit the linear diffusion equation in \( q_h^{(i)} \) and in explicit the convection term. At the end of each stage, we can reconstruct \( u_h^{(i)} \) through

\[ u_h^{(i)} = u_h^n + q_h^{(i)} - q_h^n. \quad (7c) \]

Finally, the reconstruction stage of the IMEX method allows to obtain

\[ q_h^{n+1} = q_h^n + \Delta t \sum_{i=1}^{s} b_i L_h (\xi(u_h^n) q_h^{(i)}) - \Delta t \sum_{i=0}^{s} \bar{b}_{i+1} D_h (u_h^{(i)}), \quad (7d) \]

and then to find the updated solution at time \( t^{n+1} \)

\[ u_h^{n+1} = u_h^n + q_h^{n+1} - q_h^n. \quad (7e) \]

Let us make some considerations about (7). In (6) the linearization is performed using a constant \( \xi \) which approximates \( p'(u_h^n) \) on its whole domain and stability is guaranteed under the condition \( \xi \geq L_p \). Moreover, the evolution of \( q \) is performed using backward Euler method. Since \( \xi \) only provides a global approximation of \( p'(u) \), we have that scheme introduced (6) is only first order accurate, even if we use a higher order scheme for the evolution of \( q^n \), and it is not very accurate near discontinuities.

The scheme introduced in [2] was enhanced in [9, 13], where local versions of \( \xi \) were considered to improve the accuracy of the method. The ideal choice of \( \xi \) would be \( \xi(u^n) = p'(u^n) \), but unfortunately the resulting scheme would be in general unstable. A solution is to introduce, like in (5), a positive correction. We remark that in all the previous works the authors considered only first order schemes.

In the matter of the correction term \( \alpha^n \), let us underline that if we chose \( \alpha^n \) too small, instabilities would arise in the numerical solution, while too large \( \alpha^n \) would deteriorate the accuracy of the scheme. We are studying in [3] a way to obtain optimal values of \( \alpha^n \) from the solution \( u_h^n \), together with its influence on the stability of the solution. In this work we do not detail explicitly the strategy to choose \( \alpha^n \). We will only plot the values of \( \alpha^n \) we chose for the scheme to show that...
they guaranteed stability and accuracy. We remark that, to improve accuracy, also non-constant in space corrections $\alpha^n(x)$ can be considered.

The last remark on scheme (7) is about its convergence rate. It is easy to see that the time consistency error of the above schemes can be 2 only if $\alpha = O(\Delta t)$. It is worth noticing that, the family of schemes (7) does not allow approximations of order higher than 2, even if both the IMEX scheme and the spatial approximation have a higher order of accuracy. This is mainly due to the linearization of $p(u)$ through $\xi(u^n_h)$. Schemes of order higher than 2 are under consideration and some preliminary results shows how also the time integration need to be modified to obtain third order accuracy. Finally, for non-smooth solutions, it is necessary that $\alpha^n$ stay bounded as $\Delta t \to 0$, to avoid that increasingly large corrections destroy the accuracy of the scheme on fine grids.

3. **Numerical tests.** We consider three different schemes of the family (7). The first order scheme (identified in the following by L1), is obtained using IMEX(1,1,1) scheme for the time integration while the spatial approximation relies on constant reconstructions for the flux (4) and operator (2) for the discretization of $\partial_x$. The second order scheme (L2) is obtained using IMEX(2,3,2) scheme, linear ENO reconstructions and again operator (2). The third scheme (L3) is obtained using IMEX(3,4,3) scheme, parabolic ENO reconstructions and operator (3). We remark that scheme L3 would give rise to a third order accurate scheme in absence of the linearization error, but actually it is only second order accurate. We will also consider for comparison the solutions of the explicit hyperbolic/non-linear implicit parabolic scheme obtained applying directly the IMEX($s,s+1,r$) scheme to (1) without linearization. In this case, the final non-linear problem is solved by Newton iterative method and the schemes are identified by NL1,NL2 and NL3.

In the first simulations, we consider equation (1) with the hyperbolic Burger flux $f(u) = u^2$ and the porous media diffusion flux $p(u) = u^3$, and we test the scheme starting with the $C^2$ initial datum

$$u(x,0) = \cos^2\left(\frac{\pi x}{2}\right) \chi_{[-1,1]}, \quad x \in [-3/2, 3/2],$$

(8)

and with the discontinuous one

$$u(x,0) = 5\chi_{[-1/2,1/2]}.$$ 

(9)

Since analytic solutions are not available, in both cases the numerical approximations obtained with L1,L2 and L3 are compared with the solutions computed with NL3 on a very fine grid. We observe that the solution obtained evolving (8) stays regular for a small time, so in this case we can also study the convergence rate. In Table 1 we report the $L^1$ norm of the relative errors ($E_1$) and the estimated convergence rates ($r$) of the numerical solutions of problem (8) obtained at $t = 0.01$. As expected, scheme L1 is first order accurate, while schemes L2 and L3 are second order methods. We also note that L3 is more accurate than L2.

In Table 2 we compare the errors obtained with the three linear schemes for the initial datum (9) on a coarse and a fine grid. As we can see, we can take benefit from increasing the order of the approximation also in the case of a non-smooth solution.

As we remarked in Section 2, the constant $\alpha^n$ plays an important role in the stability and the accuracy of the schemes (7). In Figure 1 we plot the values of $\alpha^n$ we used in the previous simulations for both the smooth problem (8) and the non-smooth problem (9) for a grid with $N = 270$ cells and for different choices of
Table 1. Comparison of the $L^1$ norms ($E_1$) of the relative errors and of the estimated convergence rates ($r$) for the solution of problem (9) on several grids with $N$ cells. The expected convergence rates are achieved.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$L^1$ $E_1$</th>
<th>$L^2$ $E_1$</th>
<th>$L^3$ $E_1$</th>
<th>$L^1$ $r$</th>
<th>$L^2$ $r$</th>
<th>$L^3$ $r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.86e-01</td>
<td>1.86e-01</td>
<td>1.86e-01</td>
<td>1.92</td>
<td>2.84</td>
<td>3.11</td>
</tr>
<tr>
<td>30</td>
<td>2.25e-02</td>
<td>8.25e-03</td>
<td>6.14e-03</td>
<td>1.07</td>
<td>2.72e-04</td>
<td>2.84</td>
</tr>
<tr>
<td>90</td>
<td>6.98e-03</td>
<td>6.61e-04</td>
<td>2.72e-04</td>
<td>1.12</td>
<td>2.84</td>
<td>2.88</td>
</tr>
<tr>
<td>270</td>
<td>2.04e-03</td>
<td>5.89e-05</td>
<td>1.15e-05</td>
<td>1.00</td>
<td>2.09</td>
<td>2.09</td>
</tr>
<tr>
<td>810</td>
<td>6.80e-04</td>
<td>5.90e-06</td>
<td>1.16e-06</td>
<td>0.99</td>
<td>2.09</td>
<td>2.09</td>
</tr>
<tr>
<td>2430</td>
<td>2.27e-04</td>
<td>6.32e-07</td>
<td>1.34e-07</td>
<td>1.96</td>
<td>2.09</td>
<td>2.09</td>
</tr>
</tbody>
</table>

Table 2. Comparison of the $L^1$ norms of the relative errors for the solution of problem (9) with schemes L1, L2 and L3 on two different grids.

<table>
<thead>
<tr>
<th>$N$</th>
<th>L1</th>
<th>L2</th>
<th>L3</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>9.22e-03</td>
<td>2.52e-03</td>
<td>1.94e-03</td>
</tr>
<tr>
<td>810</td>
<td>8.04e-04</td>
<td>8.32e-05</td>
<td>6.21e-05</td>
</tr>
</tbody>
</table>

When the solution is smooth, it is also important that $\alpha^n = O(\Delta t)$ to grant second order accuracy, as remarked in Section 2. In Figure 2 we plot the behaviour of $\alpha^n$ at $t = 0.01, 0.02, 0.03$ for different choices of $\Delta t$ and we can see that actually $\alpha^n = O(\Delta t^2)$. 

Figure 1. Evolution of $\alpha^n$ for the problem with the smooth initial datum (8) (left plot) and with the non-smooth initial datum (8) (right plot).
We remark that we obtained similar results to those reported in Figures 1 and 2 when we considered \( \Delta t = ch \) and studied \( \alpha^n \) versus \( h \) for increasingly smaller values of \( h \). Finally, we compare in Figure 3 the errors obtained with L1,L2 and L3 with those obtained with NL1,NL2 and NL3. As we can see, the linear and the non-linear scheme provide almost the same accuracy both in the case of regular and non-regular solutions. Only scheme NL3 is noticeably more accurate than L3 for the smooth problem (8) but this is quite predictable since NL3 is a true third order scheme, unlike L3 which is actually a second order scheme. Even if the regularity of the solution allows only a second order convergence rate, scheme NL3 can take advantage of its higher accuracy, especially on finer grids.

We remark that even if non-linear schemes are slightly more accurate, the approach we proposed can still be considered very effective since it is much less expensive, especially on finer grids, where the number of iterations required by the iterative method increases and the restrictions on \( \Delta t \) to guarantee the convergence can be quite constraining. If we wanted to compare two computationally equivalent approaches we would need to consider only one iteration per time step in the Newton method or to suitably decrease the time step \( \Delta t \) in the linear methods. In both the situations, schemes (7) provide better accuracy than the non-linear scheme. More details about the comparison of the two approaches can be found in [4] for diffusion equations, since the results for the convection-diffusion problem are similar. In the last simulation we consider the non-convex Buckley-Leverett flux

\[
 f(u) = \frac{u^2}{u^2 + (1-u)^2},
\]

and the diffusion function

\[
 p(u) = 10^{-2}(2u^2 - \frac{4}{3}u^3),
\]

which is doubly degenerate, since \( p'(u) = 0 \) for \( u = 0 \) and \( u = 1 \). The initial datum is the step function

\[
 u(x, 0) = \chi_{[1/2, 3/4]}, \ x \in [0, 1].
\]
Figure 3. Comparison of the errors obtained with the linear schemes L1, L2 and L3 and with the non-linear ones NL1, NL2 and NL3 for the smooth problem (8) (left plot) and the non-smooth problem (9) (right plot).

Figure 4. Numerical solution (circle) of problem (10) at time $t = 0.005$ (left plot) and at time $t = 0.015$ (right plot). The approximations are in accordance with the “exact” solution (solid line), computed with an entropic numerical scheme on a fine grid.

In particular, since the convective flux is non-convex, we want to check that the schemes we introduced be able to pick the correct entropic solution. In Figure 3 we plot the approximate solution at times $t = 0.005$ and $t = 0.015$ obtained with L3 and the “exact solution” obtained with a high order, explicit, entropic scheme on a very fine grid. Also in this case, the linear scheme is very accurate and approximates the correct entropic solution.

4. Conclusion and perspectives. We presented a family of schemes for the solution of convection-diffusion equations, based on the explicit discretization of the hyperbolic term and on the linearly implicit approximation of the parabolic term. The schemes we introduced are accurate for both smooth and non-smooth solutions and provide approximations which are comparable to those obtained with a non-linear scheme, being at the same time less expensive since each time step does not require iterative methods. Up to now, due to the linearization, we are able to achieve only second order accuracy, but we are looking for different time integration techniques to recover higher order of accuracy. In a work in preparation [3], we are
investigating the stability of the scheme with respect to the choice of the constant $\alpha^n$. The final goal is to develop an adaptive scheme based on the family of schemes (7), to take advantage of the freedom of the spatial and temporal accuracy they provide. We also plan to investigate, as in [5], approximations with finite element methods, to treat also multidimensional problems on non-cartesian geometries.
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Abstract. We study the inviscid limit for the two dimensional Navier-Stokes equations with non-homogeneous Navier slip boundary condition. We show that the vanishing viscosity limit of Navier-Stokes’s solutions verifies the Euler equations with the corresponding Navier slip boundary condition just on the inflow boundary. The convergence result is established with respect to the strong topology of the Sobolev spaces $W^{1}_p$, $p > 2$.

1. Introduction. We consider the Navier-Stokes equations for the viscous incompressible fluid in a bounded domain of $\mathbb{R}^2$ and investigate the convergence (up to the boundary) of their solutions as the viscosity goes to zero.

When the Navier-Stokes equations are supplemented with the usual Dirichlet boundary condition, the vanishing viscosity limit is a long-open problem. A discussion about the mathematical difficulties, related with Dirichlet boundary condition, can be found in the review articles [3], [12] and references therein. For a long time the Dirichlet boundary condition was considered as the natural one, however recent theoretical and experimental results ([8], [17], [27]) have pointed out, for instance, the relevance of the surface roughness on the slip behavior of the fluid particles on the surface wall. Slip type boundary conditions, which were firstly suggested by Navier (1823), have renewed interest in order to describe accurately physical processes.

The study of the vanishing viscous problem under homogeneous Navier’s boundary conditions have been greatly developed in the last two decades. Lions in [19] considered a particular case of the Navier’s boundary conditions, which is equivalent to the vorticity condition $\omega_{\nu} = 0$ on the boundary. In the article [9], the authors considered the Navier-Stokes equations with general homogeneous Navier slip boundary conditions and proved that the inviscid limit is a solution of the corresponding Euler equations. This study was performed in the functional space of $L_{\infty}$-bounded vorticity. Later on, in [21], this result was generalized for the class of $L_p$-bounded vorticity with $p > 2$. A rate of the vanishing viscous convergence,
in the class of almost \( L_\infty \)-bounded vorticity was obtained in [18]. For the three dimensional developments we refer [4], [5], [31], where the \( H^k, k \geq 3 \), convergence results have been obtained for the domains with flat boundaries. For a general 3D domain a precise rate of the viscous convergence of velocities in \( L_2 \) and \( H^1 \)-norms has been established in [16].

Throughout the twentieth century, extensive research has been carried out within the aircraft industry by the application of injection/suction devices to control turbulent boundary layers (see [1], [7], [23], [29]). To describe accurately injection-suction systems with slippage non-homogeneous Navier slip boundary conditions should be considered.

The purpose of this work is to investigate the problem of vanishing viscosity limit for the Navier-Stokes equations with non-homogeneous Navier’s boundary conditions. To our knowledge, the vanishing viscous convergence results for the Navier-Stokes equations with non-homogeneous Navier boundary conditions have been obtained just in two articles. In the article [2], a particular case of Navier’s boundary conditions (a prescribed vorticity on a permeable boundary) was studied. General non-homogeneous Navier boundary conditions was considered in [24], but in a very restrictive case, when the fluid domain is very small. However, it has not been proved that the inviscous limit fulfills the boundary condition on the injection zone. Both results are valid only in the \( W_\infty \)-weak topology for velocities. See also an interesting conditional result in [30] for non-homogeneous Dirichlet’s boundary condition.

Our article is organized as follows: in the section 2, we formulate the problem and state the main result Theorem 2.1. In the section 3, we establish the \( W_1^p \)-boundness for the velocity independently of the viscosity. This estimate allows to obtain the convergence of the solutions of the Navier-Stokes equations in \( W_1^p \)-weak topology. The section 4 contains the proof of Theorem 2.1. The key point of our approach is the application of the entropy method, which was introduced by S. Kruzkov and developed by F. Otto (see [22], [26]) for non linear hyperbolic equations. We extend the entropy method for the Navier-Stokes and Euler equations, in order to prove the strong convergence of \( \omega_\nu \) to \( \omega \) in the \( L_p \)-topology and establish the trace result for \( \omega \).

2. General setting. The motion of an incompressible viscous fluid in a bounded domain \( \Omega \subset \mathbb{R}^2 \) is described by the Navier-Stokes equations

\[
\begin{align*}
\nu_t + \text{div}(\nu \otimes \nu) - \nabla p &= \nu \Delta \nu, \\
\text{div} \, \nu &= 0, \\
(t, x) &\in \Omega_T := (0, T) \times \Omega,
\end{align*}
\]  

added by a given initial condition

\[
\nu(0, x) = \nu_0(x) \quad x \in \Omega, \quad \text{such that} \quad \text{div} \, \nu_0 = 0,
\]

where \( \nu = \nu(t, x) \) is the velocity, \( p = p(t, x) \) is the pressure and \( \nu \) is the viscosity of the fluid. Let us admit a flow of the fluid through the boundary \( \Gamma \in C^2 \) of the domain \( \Omega \), which can be described by the flux condition

\[
\nu \cdot n = a \quad \text{on} \quad \Gamma_T := (0, T) \times \Gamma
\]

and by the Navier slip boundary condition

\[
2D(\nu)n \cdot s + \alpha \nu \cdot s = b
\]

on \( \Gamma_T \). Here \( D(\nu) := \frac{1}{2} [\nabla \nu + (\nabla \nu)^T] \) is the rate-of-strain tensor; \( n \) is the external normal to \( \Gamma \) and \( s \) is the tangent vector to \( \Gamma \), such that \( (n, s) \) forms a standard
orientation in \( \mathbb{R}^2 \). The quantity \( a \) of inflow and outflow fluid through \( \Gamma \) has to fulfill the natural condition
\[
\int_{\Gamma} a(t, x) \, dx = 0 \quad \text{for all} \quad t \in [0, T].
\]
(5)
The functions \( a = a(t, x) \) and \( b = b(t, x) \) prescribe physical properties of the boundary \( \Gamma \).

We will show the vanishing viscous convergence up to the boundary \( \Gamma \) of solutions \( v_\nu \) of the Navier-Stokes system (1)-(5) (shortly designated by NSS\(_\nu\)) to a solution of the Euler equations
\[
v_t + \text{div} (v \otimes v) - \nabla p = 0, \quad \text{div} v = 0, \quad (t, x) \in \Omega T
\]
(6)
with the initial-boundary conditions (2)-(3), and (4) just on the influx boundary \( \Gamma^- := \{(t, x) \in \Gamma_T : a(t, x) < 0\} \).

In this work we consider the data in the following Banach’s spaces:
\[
a \in W^1_1(0, T; W^{1-\frac{1}{p}}_p(\Gamma)) \cap L_2(0, T; W^{2-\frac{1}{p}}_p(\Gamma)), \quad \alpha \in L_\infty(\Gamma T), \quad v_0 \in W^1_p(\Omega),
\]
\[
b \in L_2(0, T; W^{1-\frac{1}{p}}_p(\Gamma) \cap W^1_1(0, T; W^{\frac{1}{p}}_p(\Gamma)) \quad \text{with} \quad p \in (2, +\infty)
\]
and prove the strong convergence of \( v_\nu \) to \( v \) in \( W^1_p(\Omega) \).

**Theorem 2.1.** Under the hypothesis (7), there exists a subsequence \( \{v_\nu, \omega_\nu := \text{rot} v_\nu\} \) of solutions to NSS\(_\nu\), such that
\[
v_\nu \to v \quad \text{strongly in} \quad L_r(0, T; W^1_p(\Omega)),
\]
\[
\omega_\nu \to \omega \quad \text{strongly in} \quad L_r(0, T; L_p(\Omega)) \quad \text{for any} \quad r \in [1, \infty).
\]
(8)
The limit pair \( \{v, \omega\} \) is a solution of the Euler equations (6)(see (27) too), satisfying (2)-(3) and the Navier slip boundary condition (4) on the influx boundary \( \Gamma^- \).

Moreover we have
\[
\int_{\Omega_T} \beta(\omega) (\psi_t + v \cdot \nabla \psi) \, dt \, dx + \int_{\Omega} \beta(\omega_0) \psi(0, x) \, dx
\]
\[
= \int_{\Gamma^-} a \beta(\omega_T(v)) \psi \, dt \, dx \quad \text{for any} \quad \beta \in C(\mathbb{R}),
\]
(9)
where \( \psi \in C^{1,1}(\overline{\Omega_T}) \), such that \( \psi = 0 \) at \( t = T \).

3. **Main estimates.** In the first paragraph of this section, we estimate the \( L_2 \)-norm of the velocity \( v_\nu \) by the \( L_p \)-norm of the corresponding vorticity \( \omega_\nu = \text{rot} v_\nu \). In the next one, we obtain estimates for the solutions \( v_\nu \) and \( \omega_\nu \) independently of the viscosity.

Through the article, we denote by \( C \) all constants that are independent of the viscosity \( \nu \).

3.1. **Estimate for the velocity by the corresponding vorticity.** The result of the following Lemma will be useful in the subsection 3.2 to establish a Gronwall type inequality for the vorticity.

**Lemma 3.1.** Assume that the hypothesis (7) hold, then there exists a unique solution \( v_\nu \in C([0, T]; W^1_2(\Omega)) \) for NSS\(_\nu\), satisfying the estimate
\[
\|v_\nu(t, \cdot)\|^2_{L_2(\Omega)} \leq C \left( \|v_0\|^2_{L_2(\Omega)} + \int_{0}^{t} f(r) \|\omega_\nu(r, \cdot)\|^2_{L_2(\Omega)} \, dr + 1 \right)
\]
(10)
for any $t \in [0, T]$, where $f(t) \in L_1(0, T)$ depends only on the data.

**Proof.** Let $h_\nu, h_\alpha$ be the solutions of the systems

\[
\begin{align*}
-\Delta h_\nu &= \omega_\nu & \text{in } \Omega, \\
-\Delta h_\alpha &= 0 & \text{in } \Omega, \\
h_\nu &= 0 & \text{on } \Gamma, \\
\frac{\partial h_\nu}{\partial n} &= a & \text{on } \Gamma, \\
\end{align*}
\]

(11)

Let us introduce the functions $u_\nu := \nabla^2 h_\nu, \quad a := \nabla h_\alpha$. It is easy to check that $u_\nu = v_\nu - a$ is a solution of the system

\[
\begin{align*}
\partial_t u_\nu + a \cdot \nabla u_\nu - \nabla p &= \nu \Delta u_\nu + F_\nu, \\
u \nabla \cdot u_\nu &= 0, \\
u n \cdot (2D(u_\nu) n + \alpha u_\nu) = b & \text{on } \Gamma_T, \\
u u_\nu(0, x) &= v_0(x) - a(0, x) \quad \text{in } \Omega.
\end{align*}
\]

(12)

with $F_\nu := \nu a - \partial_t a - u_\nu \cdot \nabla u_\nu - a \cdot \nabla a - u_\nu \cdot \nabla a$ and $\tilde{b} := b - [2D(a)n + \alpha a \cdot s]$. Multiplying the first equation in (12) by $u_\nu$, integrating over $\Omega$ and using the Calderon-Zygmund estimates ([25], Theorem 9.9, p. 230 in [14] and Theorem 1.8, p. 12 & Theorem 1.10, p. 15 in [15]) we obtain

\[
\frac{1}{2} \frac{d}{dt} \| u_\nu \|_{L^2(\Omega)}^2 + \nu \int_\Omega |D(u_\nu)|^2 \, dx \\
\leq f(t) (\| u_\nu \|_{L^2(\Omega)}^2 + \| \omega_\nu \|_{L^2(\Omega)}^2 + 1) + \nu \int_\Omega |D(a)|^2 \, dx
\]

with $f(t) \in L_1(0, T)$ depending only on the data $a, b, \alpha$ (independently on $\nu$) due to (7). Applying Grownwall’s Lemma, we deduce (10).

**3.2. Uniform estimate for the vorticity.** Let us parametrize the boundary $\Gamma$ using the arc length $s$ and denote by $k$ the curvature of $\Gamma$. Since $\Gamma \in C^2$ we know that $k$ is a continuous function.

From Lemma 1 of [10] the Navier slip boundary condition (4) is equivalent to the following boundary condition for the vorticity

\[
\omega_\nu = \omega_T(v_\nu) := \gamma v_\nu \cdot n + g \quad \text{on } \Gamma_T \quad \text{with } \gamma := 2k - \alpha, \quad g := b - 2\frac{\partial a}{\partial s}.
\]

(13)

Therefore $\textbf{NSS}_\nu$ can be written in terms of vorticity as

\[
\begin{align*}
\partial_t \omega_\nu + \text{div}(\omega_\nu \nabla \nu) &= \nu \Delta \omega_\nu, \\
\text{rot} \nu &= \omega_\nu, \\
\nu \cdot n &= a \quad \text{on } \Gamma_T, \\
\omega_\nu &= \omega_T(\nu) \quad \text{on } \Gamma_T, \\
\omega_\nu \big|_{t=0} &= \omega_0 \quad \text{in } \Omega \quad \text{with } \omega_0 := \text{rot}v_0,
\end{align*}
\]

(14)

which we will continue to designate by $\textbf{NSS}_\nu$. In the following lemma we deduce uniform estimates on the viscosity $\nu$ for the solutions $\omega_\nu$ of $\textbf{NSS}_\nu$.

**Lemma 3.2.** Under the hypothesis (7), the estimates

\[
\begin{align*}
\| \omega_\nu \|_{L^\infty(0, T; L^p(\Omega))} &\leq C, \\
\| v_\nu \|_{L^2(0, T; W^1_2(\Omega))} &\leq C, \\
\| \partial_t (v_\nu - a) \|_{L^2(0, T; H^{-1}(\Omega))} &\leq C
\end{align*}
\]

(15)

hold. For the trace value of $v_\nu - a$ on $\Gamma_T$, we have

\[
(v_\nu - a) \cdot s \in P[\Gamma_T] := L^2(0, T; H^{1/2} (\Gamma)) \cap H^{1/4}(0, T; L^2(\Gamma)),
\]

such that

\[
\| (v_\nu - a) \cdot s \|_{P[\Gamma_T]} \leq C.
\]

(17)
Proof. Let us extend \( \omega_T(v_\nu) \) into the domain \( \Omega \) by the solution \( B(t, \cdot) \) of the system
\[
- \Delta B = 0 \text{ in } \Omega, \quad B|_{\Gamma} = \omega_T(v_\nu), \quad \text{for all } t \in (0, T).
\]
The function \( z = \omega_\nu - B \) solves the system
\[
\begin{align*}
\partial_t z + \text{div}(z v_\nu) &= \nu \Delta z + F \quad \text{in } \Omega_T, \\
z &= 0 \quad \text{on } \Gamma_T, \quad z|_{t=0} = \omega_0 - B|_{t=0} \text{ in } \Omega.
\end{align*}
\]
with \( F := F_1 + F_2, \quad F_1 = - \partial_t B - v_\nu \cdot \nabla B \) and \( F_2 = \nu \Delta B \). Multiplying the equation in (18) by \( G := p|z|^{p-2}z \), integrating over \( \Omega \) and using Lemma 3.1, finally we obtain
\[
\|\omega_\nu\|_{L_\infty(0,t;L_\nu(\Omega))} \leq C \left\{ \int_0^t f(t) \|\omega_\nu(t, \cdot)\|_{L_\nu(\Omega)}^2 \, dt + 1 \right\}
\]
for any \( t \in [0, T] \). Applying Gronwall’s Lemma we obtain the first estimate of (15). The second estimate of (15) is a direct consequence of the Calderon-Zygmund estimates.

In order to deduce (16) we take the time derivative of the 1st system in (11) and set a system for the function \( \partial_t h_\nu \), then we deduce the following estimate
\[
\|\partial_t h_\nu(t, \cdot)\|_{L_2(\Omega)} \leq C \|G_\nu(t, \cdot)\|_{H^{-2}(\Omega)} \quad \text{a.a. } t \in (0, T)
\]
with \( G_\nu := \text{div}(v_\nu \omega_\nu) + \nu \Delta \omega_\nu \). By (15) we get \( \|G_\nu(t, \cdot)\|_{H^{-2}(\Omega)} \leq C \), that implies (16). By Lemma 8, p. 700 of [11] we have (17). \( \square \)

4. Proof of Theorem 2.1. The proof is based on the entropy method of F. Otto [26] (see also [22]).

Since \( \Gamma \in C^2 \), there exists a small \( \delta_0 > 0 \), such that the distance \( d(x) := \inf_{y \in \Gamma} |x - y| \) is \( C \)-function in the set \( U_{\delta_0}(\Gamma) := \{ x \in \Omega : d(x) < \delta_0 \} \). Let
\[
l(x) := \begin{cases} \min\{\delta_0, d(x)\}, & \text{if } x \in \Omega; \\
\min\{\delta_0, d(x)\}, & \text{otherwise}.
\end{cases}
\]
(21)

By (15) and the embedding \( W^1_p(\Omega) \hookrightarrow L_\infty(\Omega) \), we have \( \|v_\nu\|_{L_\infty(\Omega)} \leq M \) for a constant \( M \) independent on \( \nu \). We define a cut-off function by
\[
\xi_\nu(x) := 1 - \exp\left(-\frac{M + \nu L}{\nu} l(x)\right), \quad \forall \nu > 0.
\]

Let us take a convex function \( \eta \in C^2(\mathbb{R}) \) and a non negative function \( \phi \in C^{2,1}(\overline{\Omega_T}) \) with \( \phi|_{t=T} = 0 \). If we multiply the differential equation of \( \text{NSS}_\nu \) by \( \eta'(\omega_\nu) \phi \xi_\nu \) and integrate over \( \Omega_T \), we obtain the inequality
\[
\begin{align*}
\int_{\Omega_T} \eta(\omega_\nu) \left[ \phi_t + v_\nu \cdot \nabla \phi + \nu \Delta \phi \right] \xi_\nu + 2 \nu \eta(\omega_\nu) (\nabla \phi \cdot \nabla \xi_\nu) \, dt \, dx \\
+ \int_T^\infty (M + \nu L) \eta(\omega_\nu) \phi \, dt \, dx + \int_\Omega \eta(\omega_0) \phi(0) \xi_\nu \, dx \geq 0
\end{align*}
\]
(22)

with the help of the differential inequality (8.3), p. 129-131 of [22].

Let us denote by \( |v|^+ \) the positive part and \( |v|^+ \) the negative part of a function \( v \). It is clear that inequality (22) is true also for \( \eta(v) = |v-c|^+ \) and \( \eta(v) = |v-c|^+ \) with arbitrary chosen \( c \in \mathbb{R} \).
Let us take \( \eta \) to the limit as 

\[
\int_0^\infty \eta \, dt = \int_{\mathbb{R}} \eta(x) \, dx
\]

for any non-negative function \( \eta \). Hence multiplying the identity 

\[
\int_\Gamma \frac{\partial_t}{\omega} - \frac{\nu\cdot\nabla}{2} \phi + \frac{\omega}{t} \cdot s \, dt \, dx
\]

and 

\[
0 \leq \int_\Gamma \frac{\partial_t}{\omega} - \frac{\nu\cdot\nabla}{2} \phi + \frac{\omega}{t} \cdot s \, dt \, dx
\]

for any non-negative function \( \phi \in C^{1,1}(\Omega_T) \) with \( \phi|_{t=T} = 0 \).

Formally, the entropy inequalities (24)-(25) for \( z^1 \) and \( z^2 \) can be expressed through the following systems

\[
\begin{align*}
\frac{\partial}{\partial t} z^1 + (\nu \cdot \nabla) z^1 \leq 0 & \quad \text{in } \Omega_T, \\
z^1 \leq M|\omega|(|\nu| + |\nabla|) & \quad \text{on } \Gamma_T^-, \\
z^1 \leq |\omega_0 - c|^{+} & \quad \text{at } t = 0.
\end{align*}
\]

Since \( z^1, z^2 \) are non-negative functions, we can apply Diperna-Lions’s [13] and Boyer’s [6] methods, to verify that the function \( z^1 z^2 \) fulfills the system

\[
\begin{align*}
\frac{\partial}{\partial t} (z^1 z^2) + (\nu \cdot \nabla)(z^1 z^2) \leq 0 & \quad \text{in } \Omega_T, \\
z^1 z^2 = 0 & \quad \text{on } \Gamma_T, \\
z^1 z^2 = 0 & \quad \text{at } t = 0,
\end{align*}
\]

which implies \( z^1 z^2 = 0 \) in \( \Omega_T \). Hence multiplying the identity \( \omega - c = z^1 - z^2 \) by \( z^1 \) and \( z^2 \), respectively, we obtain \( |\omega - c|^{+} = z^1 \) and \( |\omega - c|^{-} = z^2 \). Taking the sum of (24) and (25) we obtain

\[
\int_{\Omega_T} (\omega - c) \, (\phi_t + \nu \cdot \nabla \phi) \, dt \, dx
\]

and

\[
M \int_{\Gamma_T} |\omega|(|\nu| + |\nabla|) \phi \, dt \, dx + \int_\Omega |\omega_0 - c| \phi(0, x) \, dx \geq 0,
\]

which is valid for any fixed constant \( c \in \mathbb{R} \) and arbitrary non-negative function \( \phi \in C^1(\Omega_T) \), such that \( \phi = 0 \) at \( t = T \).
Due to (14) and (23) the pair \( \{v, \omega\} \) satisfies the equality
\[
\int_{\Omega_T} \omega [\psi_t + v \cdot \nabla \psi] \, dt \, dx + \int_{\Omega} \omega_0 \psi(0, x) \, dx = 0, \quad \forall \psi \in C^1(\overline{\Omega_T})
\] (27)
with \( \psi = 0 \) on \( \Gamma_T \) and at \( t = T \). Therefore, applying Theorem 3.1 of [6], the vorticity \( \omega \) has a trace \( \gamma \omega \) measurable on \( \Gamma_T \), such that
\[
\int_{\Omega_T} |\omega - c| (\phi_t + v \cdot \nabla \phi) \, dt \, dx + \int_{\Omega} |\omega_0 - c| \phi(0, x) \, dx
= \int_{\Gamma_T} a|\gamma \omega - c| \phi \, dx
\] (28)
with \( \phi \) as in (26). By (26) and (28) we conclude
\[
a(t, x) |\gamma \omega(t, x) - c| + M|\omega_T(v)(t, x) - c| \geq 0 \text{ for a.a. } (t, x) \in \Gamma_T.
\]
Choosing \( c := \omega_T(v)(t, x) \), we derive \( \gamma \omega = \omega_T(v) \) on \( \Gamma_T \). Hence we see that Theorem 3.1 of [6] implies (9).

From above we have
\[
|\omega_\nu - c| \pm \rightarrow |\omega - c| \pm \text{ weakly } - * \text{ in } L_\infty(0, T; L_p(\Omega)), \quad \forall c \in \mathbb{R}.
\]
Due to the formula
\[
|v|^p = p(p - 1) \left\{ \int_0^\infty |v - c|^+ c^{p-2} \, dc + \int_{-\infty}^0 |v - c|^- |c|^{p-2} \, dc \right\},
\]
which is valid for any \( v \in \mathbb{R} \), we deduce
\[
\int_{\Omega_T} |\omega_\nu|^p \, dt \, dx \rightarrow \int_{\Omega_T} |\omega|^p \, dt \, dx.
\] (29)
Therefore, applying Theorem 2.11, p. 57 of [20], we obtain \( g_\nu(t) := \|\omega_\nu - \omega\|^{p/2}_{L_p(\Omega)} \rightarrow 0 \) and \( |g_\nu(t)| \leq C \) for a.a. \( t \in (0, T) \). By Lebesgue’s dominated convergence theorem there exists a subsequence of \( \omega_\nu \), denoted by the same index \( \nu \):
\[
\omega_\nu \rightarrow \omega \text{ strongly in } L_r(0, T; L_p(\Omega)) \text{ for any } r \in [1, \infty).
\]
Finally by Calderon-Zygmund’s estimate
\[
\|v_\nu(t, \cdot) - v(t, \cdot)\|_{W^1_r(\Omega)} \leq C\|\omega_\nu(t, \cdot) - \omega(t, \cdot)\|_{L_p(\Omega)} \text{ for a.a. } t \in (0, T),
\]
we have the strong convergence (8) for the velocity \( v \).
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Abstract. In this paper, we present a numerical scheme for the propagation of acoustic waves in a heterogeneous medium in the context of the finite volume evolution Galerkin (FVEG) method (M. Lukáčová-Medviďová et al. J. Comput. Phys., 183:533–562, 2002). As a mathematical model we consider a wave equation system with space dependent wave-speed and impedance, which is used to study the wave propagation in a complex media. A main building block of our scheme is a genuinely multidimensional evolution operator based on the bicharacteristic theory of hyperbolic systems under the assumption of space dependent Jacobian matrices. We employ a novel approximation of the evolution operator, resulting from quadratures, in the flux evaluation stage of a finite volume scheme. The results of several numerical case studies clearly demonstrate the efficiency and robustness of the new FVEG scheme.

1. Introduction. Hyperbolic conservation laws with spatially varying flux functions model acoustic or elastic waves in a heterogeneous medium [2]. In exploration seismology, e.g., one studies the propagation of small amplitude man-made waves in earth and their reflection off geological structures. The hope is to determine the geological structure (for example oil reservoirs) from measurements at the surface.
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A similar principle as in seismological exploration of the earth is used also in ultrasound exploration of human tissues. In all of these cases new phenomena can appear since reflections of waves at interfaces can lead to discontinuities even for linear equations.

The goal of the present work is to develop a numerical scheme for the propagation of acoustic waves in a heterogeneous medium in the context of the finite volume evolution Galerkin (FVEG) method. The FVEG method has been developed originally by Lukáčová and her coworkers, cf. e.g. [3, 4]. It is a predictor-corrector method combining the finite volume corrector step with the evolutionary predictor step. The corrector step approximates the fluxes by the midpoint rule in time and trapezoidal rule in space. At the space-time quadrature nodes, point values of the solution are predicted by a multidimensional approximate evolution operator. The latter is constructed using the theory of bicharacteristics under the assumption of spatially dependent Jacobian matrices. In the previous works of Lukáčová and others the evolution operators were derived for constant coefficient, locally linearised systems where bicharacteristics reduce to straight lines. An attempt to design a generalised FVEG scheme for linear hyperbolic systems with variable coefficients is done by Arun et al. in [1], where the methodology is demonstrated for a simple acoustic wave equation. The present work is a continuation along the lines of [1] to study wave propagation in complex media and to this end, we consider more general and practically relevant mathematical models.

Using a general version of the compatibility condition on a bicharacteristic curve [5], we derive an exact and (then use it to get) an approximate evolution operator. As shown in [1], in order to obtain a stable scheme, the coefficients of the heterogeneous medium must be approximated over a staggered grid that is centered at the integration points on cell interfaces. Our numerical experiments for wave propagation with continuous as well as discontinuous wave speeds, through smooth as well as non-smooth interfaces confirm robustness and reliability of the new FVEG scheme.

2. Finite Volume Evolution Galerkin Method. In this section we design an FVEG scheme for the numerical simulation of acoustic waves in a heterogeneous medium. In contrast to [1], the mathematical model used here for the propagation of acoustic waves is obtained by linearising the isentropic Euler equations or the elasticity equations; see [2] for a derivation. The system of equations reads

$$\partial_t U + \partial_x F_1(U) + \partial_y F_2(U) = 0,$$

with the vector of unknowns $U$ and the flux-vectors $F_1(U)$ and $F_2(U)$ given as

$$U = \begin{pmatrix} \phi \\ \rho u \\ \rho v \end{pmatrix}, \quad F_1(U) = \begin{pmatrix} u \\ K\phi \\ 0 \end{pmatrix}, \quad F_2(U) = \begin{pmatrix} v \\ 0 \\ K\phi \end{pmatrix}.$$

Here, $\phi$ can be thought as the amplitude of a pressure wave and $u, v$ are respectively the velocities in the $x$ and $y$ directions. The parameters $K(x, y)$ and $\rho(x, y)$ are respectively the bulk modulus and density and hence, are material dependent.

Let $X$ be the vector-valued space of solutions to (1) and let $E(\tau): X \to X$ be the exact solution operator, i.e.

$$U(\cdot, t + \tau) = E(\tau)U(\cdot, t).$$
Let $V_r$ be an approximation space of vector-valued piecewise polynomials of degree $r$ and let us denote by $U^n$, the approximation to the exact solution $U(\cdot, t^n)$ in the space $V_r$. Since the exact solution is not always available, we suppose that an adequate approximate solution operator $E_\tau: V_r \to X$ is given. Let us also denote by $R: V_s \to V_r$, a suitable recovery operator, where $V_s \subset V_r$ is the space of vector-valued piecewise polynomials of degree $s$. Starting from $U^n$, the FVEG scheme can be recursively defined by

**Definition 2.1.**

$$U^{n+1} = U^n - \frac{1}{\Delta x} \int_0^{\Delta t} \delta_x F_1(U^{n+\tau}) \, d\tau - \frac{1}{\Delta y} \int_0^{\Delta t} \delta_y F_2(U^{n+\tau}) \, d\tau.$$  

(4)

Here, $\delta_x$ and $\delta_y$ are finite difference operators, e.g. $\delta_x f(x) = f(x+h/2) - f(x-h/2)$ and $\delta_x F_1(U^{n+\tau/\Delta t})$ and $\delta_y F_2(U^{n+\tau/\Delta t})$ are respectively the flux differences in the $x$ and $y$ directions at time $t^n + \tau$. In order to evolve these fluxes, the approximate evolution operator is used, i.e.

$$U^{n+\tau} = \sum \left( \frac{1}{|\partial \Omega|} \int_{\partial \Omega} E\tau RU^n \, d\sigma \right) \chi_{\partial \Omega},$$  

(5)

where $\chi$ is the characteristic function of the edge $\partial \Omega$ and summation is taken over all the computational cells.

In traditional predictor-corrector schemes like the two step Lax-Wendroff scheme, the predictor step is done by a multi-dimensional finite difference operator, for example the Lax-Friedrichs scheme. The FVEG scheme tries to replace the Lax-Friedrichs step by a more accurate evolution operator based on the theory of bicharacteristic curves, which is then approximated by quadrature; see [3] for details. The appealing element of the latter is that it systematically tries to take into account the infinitely many directions of wave propagation.

3. **Exact and Approximate Evolution Operators.** Let us write the wave equation system in the primitive form:

$$\partial_t V + A_1 \partial_x V + A_2 \partial_y V = 0,$$  

where

$$V = \begin{pmatrix} p \\ u \\ v \end{pmatrix}, \quad A_1 = \begin{pmatrix} 0 & K(x,y) & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 0 & K(x,y) \\ 0 & 0 & 0 \\ \frac{1}{\rho(x,y)} & 0 & 0 \end{pmatrix}. \tag{7}$$

We define the wavespeed $c$ and the impedance $Z$ via the relations $c := \sqrt{K/\rho}$ and $Z := \sqrt{K\rho}$.

We fix a point $P = (x,y,t^n + \tau)$ in space-time and consider the characteristic conoid of (6), passing through $P$ and enveloped by the bicharacteristics given by

$$\frac{dx}{dt} = -c(x,y) \cos \theta, \quad \frac{dy}{dt} = -c(x,y) \sin \theta, \quad \frac{d\theta}{dt} = -\sin \theta \partial_x c + \cos \theta \partial_y c.$$  

(8)

Here, $(\cos \theta, \sin \theta)$ is the unit normal to the wavefront, which is the section of the conoid by $t = \text{Const}$ hyperplanes. We solve the system of equations (8) with the initial values $x(\omega, t+\tau) = x$, $y(\omega, t+\tau) = y$ and $\theta(\omega, t+\tau) = \omega \in [0, 2\pi]$. Let $Q$ and
\(\dot{Q}\) be respectively arbitrary points on the wavefronts at \(t = t^n\) and \(t = \tilde{t} \in (t^n, t^n + \tau)\).

Proceeding as in [1], we can derive the exact evolution operators

\[
\begin{align*}
\begin{pmatrix} \rho \\ p \end{pmatrix} (P) &= \frac{1}{2\pi} \int_0^{2\pi} \left( p - Z \cos \theta u - Z \sin \theta v \right) (Q) \begin{pmatrix} \cos \omega \\ \sin \omega \end{pmatrix} d\omega \\
- \frac{1}{2\pi} \int_0^{2\pi} \begin{pmatrix} -2 \cos \omega \\ -2 \sin \omega \end{pmatrix} \begin{pmatrix} \partial_{x_u} \theta u + \partial_{x_v} \sin \theta \right) d\omega \int_0^{t^n + \tau} \left\{ \begin{pmatrix} u \frac{d}{dt}(Z \cos \theta) + v \frac{d}{dt}(Z \sin \theta) \right\} (\dot{Q}) d\tilde{t} \\
- \frac{1}{2\pi} \int_0^{2\pi} \begin{pmatrix} -2 \cos \omega \\ -2 \sin \omega \end{pmatrix} \omega \int_0^{t^n + \tau} (ZS)(\dot{Q}) d\tilde{t},
\end{align*}
\]

where

\[
S := c \left\{ \partial_{x_u} \sin^2 \theta - (\partial_{x_u} + \partial_{x_v}) \sin \theta \cos \theta + \partial_{y_v} \cos^2 \theta \right\}. \tag{9}
\]

We begin the approximation to the operator (9) by applying the rectangular quadrature rule in time. The approximation of the last integral (involving the term \(S\)) is done exactly as in [1] and hence we do not elaborate them here. However, the approximation of the first two terms in (9) are done differently as outlined below. Let

\[
I := (Z \cos \theta u)(Q) + \int_{t^n}^{t^n + \tau} u \frac{d}{dt}(Z \cos \theta)(\dot{Q}) d\tilde{t} \tag{11}
\]

Using Taylor development for \(Z(Q) \cos \theta\) in the first summand of (11) and rectangle rule for the time integral in the second summand yields

\[
\begin{align*}
I &= u(Q) \left\{ Z(P) \cos \omega + (t^n - (t^n + \tau)) \frac{d}{dt}(Z \cos \theta)(P) \right\} + O(\tau^2) \\
&+ \tau u \frac{d}{dt}(Z \cos \theta)(Q) + O(\tau^2). \\
&= u(Q) \left\{ Z(P) \cos \omega - \tau \frac{d}{dt}(Z \cos \theta)(P) \right\} + \tau u(Q) \frac{d}{dt}(Z \cos \theta)(P) + O(\tau^2) \\
&= u(Q)Z(P) \cos \omega + O(\tau^2). \tag{12}
\end{align*}
\]

The terms involving \(v\) are treated analogously. Using these approximations together with the approximation of the source term integrals as in [1] yields the approximate evolution operators, e.g. for pressure,

\[
p(P) = \frac{1}{2\pi} \int_0^{2\pi} \left[ p - Z(P)(u \cos \omega + v \sin \omega) \right] d\omega \\
- \frac{1}{2\pi} \sum_j \left[ Z(\omega)(-u \sin \omega + v \cos \omega) \right]_{\omega_j^+}^{\omega_j^-} \\
- \frac{1}{2\pi} \int_0^{2\pi} \left[ u \frac{dZ(\omega) \sin \omega}{d\omega} - v \frac{dZ(\omega) \cos \omega}{d\omega} \right] d\omega. \tag{13}
\]

The expressions for \(u\) and \(v\) are analogous; see also [1, 3, 4] for more details on the use of the evolution operators in a finite volume framework, leading to the FVEG scheme.
4. Numerical Case Studies. In this section we demonstrate the performance of our scheme for smooth and non-smooth data. The scheme is implemented as follows: In order to avoid the overlap of the discontinuities along the integration paths in (13), both $c$ and $Z$ are stored at the centres of a staggered grid, whereas $p, u$ and $v$ are stored in the physical grid; see also [1]. We use a piecewise linear reconstruction for $Z, p, u$ and $v$ on their respective grids with the minmod limiter to limit overshoots and undershoots of the linearly recovered approximations. The rectangle rule is used for spatial integral of flux (5) on the edges and for all the numerical experiments performed, the CFL number is set to be 0.5.

4.1. Order of Convergence. Our first goal is to demonstrate the second order convergence of the scheme by computing the experimental order of convergence (EOC). To this end, we choose smooth coefficients and initial data

$$
\rho(x, y) = K(x, y) = 1 + \frac{1}{4} (\sin(4\pi x) + \cos(4\pi y)),
$$

$$
p(x, y, 0) = \sin(2\pi x) + \cos(2\pi y), \quad u(x, y, 0) = v(x, y, 0) = 0.
$$

The computational domain $[0, 1] \times [0, 1]$ is successively divided into $10 \times 10, 20 \times 20, \ldots, 320 \times 320$ mesh cells and the final time is set to $t = 1.0$. The boundary conditions are periodic everywhere. Since an exact solution of this initial value problem is not available, the numerical solution obtained on a $N \times N$ grid is compared to the one obtained on a $2N \times 2N$ grid. The errors in $p, u$ and $v$ and the corresponding EOCs obtained in the $L^1$ norm is shown in table 1. The table clearly shows the second order convergence of the scheme.

<table>
<thead>
<tr>
<th>N</th>
<th>error of $p$</th>
<th>EOC</th>
<th>error of $u$</th>
<th>EOC</th>
<th>error of $v$</th>
<th>EOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>8.52E-02</td>
<td>-</td>
<td>7.54E-02</td>
<td>-</td>
<td>5.54E-02</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>3.96E-02</td>
<td>1.11</td>
<td>2.57E-02</td>
<td>1.55</td>
<td>1.55E-02</td>
<td>1.84</td>
</tr>
<tr>
<td>40</td>
<td>1.70E-02</td>
<td>1.22</td>
<td>5.93E-03</td>
<td>2.12</td>
<td>4.60E-03</td>
<td>1.75</td>
</tr>
<tr>
<td>80</td>
<td>3.53E-03</td>
<td>2.27</td>
<td>1.37E-03</td>
<td>2.11</td>
<td>1.24E-03</td>
<td>1.89</td>
</tr>
<tr>
<td>160</td>
<td>6.35E-04</td>
<td>2.47</td>
<td>3.05E-04</td>
<td>2.17</td>
<td>3.00E-04</td>
<td>2.05</td>
</tr>
<tr>
<td>320</td>
<td>1.32E-04</td>
<td>2.27</td>
<td>7.30E-05</td>
<td>2.06</td>
<td>7.37E-05</td>
<td>2.02</td>
</tr>
</tbody>
</table>

Table 1. Wave propagation in a medium with smoothly varying density and bulk modulus: EOCs for $p$, $u$ and $v$ measured in the $L^1$-norm.

4.2. Wave Propagation in a Heterogeneous Layered Medium. This test problem is motivated an analogous study in [1] and the problem models the propagation of a pressure pulse through a heterogeneous layered medium with a single interface. The density and bulk modulus are initialised as

$$(\rho(x, y), K(x, y)) = \begin{cases} (1, 1), & \text{if } x \leq 0.5, \\ (4, 2), & \text{otherwise}. \end{cases}$$

The initial data read

$$p(x, y, 0) = \begin{cases} 1 + 0.5(\cos(\pi r/0.1) - 1), & \text{if } r \leq 0.1, \\ 0, & \text{otherwise}, \end{cases}$$

$$u(x, y, 0) = 0 = v(x, y, 0),$$
where $r$ denotes the distance $r = \sqrt{(x - 0.25)^2 + (y - 0.4)^2}$. The computational domain is $[-0.95, 1.05] \times [-0.8, 1.6]$ and the boundary conditions are absorbing via simple extrapolation of the variables on all sides. The contours of $p$, $u$ and $v$ at times $t = 0.2, 0.4, 0.6$ and $0.8$ are plotted in Figure 1. In the figure we clearly notice a good resolution of the circular waves, which confirms the genuine multidimensional behaviour of the FVEG scheme. There are no spurious oscillations at the interface and the deformation of the wave due to the change in the medium is captured very well. Due to the jump in the impedances of the media, a part of the wave is reflected backwards as seen in the plots at $t = 0.4$ onwards.

4.3. Waves passing through a wavy interface. In this test we simulate the waves passing through a complex, wavy interface, which is not aligned to the grid. The initial values of $p$, $u$ and $v$ are same as in the previous problem. The material parameters $K$ and $\rho$ are initialised as

$$K(x, y) = 1, \quad \rho(x, y) = \begin{cases} 1, & \text{if } x \leq 0.5 \cos(2\pi(y - 0.4)) + 0.4, \\ 4, & \text{otherwise.} \end{cases}$$

The computational domain is $[-0.95, 1.2] \times [-0.675, 1.475]$ and the boundary conditions are absorbing everywhere. The isolines of the solutions at times $t = 0.2, 0.4, 0.6$ and $1.0$ are depicted in Figure 2. As in the previous problem we observe both the reflection and transmission of the waves at the interface. However, due to the wavy geometry of the material interface, a complex flow pattern of the reflected waves can be observed at the interface.
4.4. Wave Propagation through a Nonsmooth Interface. This test is taken from the reference [2]. The setup consists of a planar square wave pressure pulse passing through a heterogeneous medium with piecewise constant density and bulk modulus. The density and bulk modulus have the initial values

\[ \rho(x, y) = 1.0, \quad K(x, y) = \begin{cases} 
0.25 & \text{if } x > 0 \text{ and } y < 0.55x, \\
1.0 & \text{otherwise.}
\end{cases} \]

The initial data read

\[ v(x, y, 0) = 0, \quad p(x, y, 0) = u(x, y, 0) = \begin{cases} 
1 & \text{if } -0.35 < x < -0.2, \\
0 & \text{otherwise.}
\end{cases} \]

We apply periodic boundary conditions and the simulations are performed for \( t = 0.4, 0.6 \) and 1.0. The isolines of the pressure obtained on a 100×100 mesh are plotted in Figure 3 and for the sake of comparison we also plot the pressure obtained on finer mesh of 400×400 cells. The results clearly show the reflection and transmission of waves at the interface. After passing through interface, a part of the waves get reflected off due to the ramp-like geometry of the interface. It has to be noted that both reflected and transmitted waves are oblique to the grid and the genuinely multidimensional FVEG scheme resolve these waves without any grid alignment effect or spurious oscillations.
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Figure 3. Waves passing through a non-smooth interface of a layered medium.
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Abstract. We discuss the problem of asymptotic stabilization of the hyperelastic-rod wave equation on the real line
\[ \partial_t u - \partial_{txx}^3 u + 3u \partial_x u = \gamma \left( 2\partial_x u \partial_{xx}^2 u + u \partial_{xxx}^3 u \right), \quad t > 0, \quad x \in \mathbb{R}. \]

We consider the equation with an additional forcing term of the form
\[ f[u] = -\lambda (u - \partial_{xx}^2 u), \quad \text{for some } \lambda > 0. \]

We resume the results of [1] on the existence of a semigroup of global weak dissipative solutions of the corresponding closed-loop system defined for every initial data \( u_0 \in H^1(\mathbb{R}) \).

Any such solution decays exponentially to 0 as \( t \to \infty \).

1. Introduction. In this note we present some recent results obtained in [1] on the problem of asymptotic stabilization of the hyperelastic-rod wave equation on the real line
\[ \partial_t u - \partial_{txx}^3 u + 3u \partial_x u = \gamma \left( 2\partial_x u \partial_{xx}^2 u + u \partial_{xxx}^3 u \right), \quad t > 0, \quad x \in \mathbb{R}. \quad (1) \]

Here \( u(t, x) \) represents a (small amplitude) radial deformation in a cylindrical compressible hyperelastic rod and \( \gamma > 0 \) is some given constant depending on the material and on the prestress of the rod (see Dai [8, 7, 9]). When \( \gamma = 1 \), the equation (1) can be also seen as a model of propagation of water waves in the shallow water regime with a flat bottom, the classical Camassa–Holm equation [5, 15], where \( u(t, x) \) represents the fluid velocity.

The asymptotic stabilizability of the Camassa–Holm equation through a stationary feedback law was recently established in [10] by means of a forcing term acting as a control, within the space of \( H^2 \) solutions on a torus, and in [16] by means of a boundary feedback, for \( H^2 \) solutions on a bounded interval. On the other hand, it is well known that there exist solitary wave solutions of (1), called peakons, that have discontinuous first derivatives, as well as solutions of (1) whose slope blows up in finite time. The existence of solutions of the Camassa–Holm equation and of the hyperelastic-rod wave equation that possess only \( H^1 \) regularity was shown in various papers of the last decade (see [2, 3, 6, 11]). We have thus addressed
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in [1] the problem of constructing a feedback law for (1) that makes the corresponding closed-loop dynamic asymptotically stable at the equilibrium state for solutions with initial data

\[ u(0, \cdot) = u_0 \in H^1(\mathbb{R}). \]  

As a first step in this direction, we have considered the equation (1) with an additional forcing term acting on the whole line of the form

\[ f[u] = -\lambda(u - \partial_{xx}^2 u), \]  

for some \( \lambda > 0 \). We are thus concerned with the Cauchy problem for the nonlinear equation

\[ \partial_t u - \partial_{xx}^3 u + 3u\partial_x u = \gamma(2\partial_x u\partial_{xx}^2 u + u\partial_{xxx}^3 u) - \lambda(u - \partial_{xx}^2 u), \quad t > 0, x \in \mathbb{R}. \]  

Rewriting (4) as

\[ (1 - \partial_{xx}^2)\partial_t u + \gamma(1 - \partial_{xx}^2)(u\partial_x u) + \partial_x \left( \frac{3 - \gamma}{2}u^2 + \frac{\gamma}{2}(\partial_x u)^2 \right) = -\lambda(1 - \partial_{xx}^2)u, \]  

and applying the operator \((1 - \partial_{xx}^2)^{-1}\), we obtain the formally equivalent elliptic-hyperbolic system

\[ \partial_t u + \gamma u\partial_x u + \partial_x P = -\lambda u, \]  

\[ -\partial_{xx}^2 P + P = \frac{3 - \gamma}{2}u^2 + \frac{\gamma}{2}(\partial_x u)^2. \]  

Since \( e^{-|x|/2} \) is the Green’s function of the Helmholtz operator \(-\partial_{xx}^2 + 1\), we see that a Lipschitz continuous map \( t \to u(t, \cdot) \) with values in \( H^1(\mathbb{R}) \) will be a solution of (5)-(6) if it satisfies the equality

\[ \frac{d}{dt} u = -\gamma u\partial_x u - \partial_x P[u] - \lambda u, \quad \text{for a.e. } t \geq 0, \]  

with the source term \( P[u] \) defined as a convolution:

\[ P[u] = \frac{e^{-|x|}}{2} * \left( \frac{3 - \gamma}{2}u^2 + \frac{\gamma}{2}(\partial_x u)^2 \right). \]  

Observe that, if \( u \) is a smooth solution of (5)-(6), differentiating (5) w.r.t. \( x \), then multiplying the equation (5) by \( u \) and its \( x \)-differentiation by \( \partial_x u \), we get

\[ \partial_t \left( \frac{u^2 + (\partial_x u)^2}{2} \right) + \partial_x \left( \frac{\gamma}{2}u(\partial_x u)^2 - \frac{1 - \gamma}{2}u^3 + uP \right) = -\lambda (u^2 + (\partial_x u)^2). \]  

Hence, the total energy

\[ E(t) := \|u(t, \cdot)\|_{H^1(\mathbb{R})}^2 = \int_{\mathbb{R}} (u(t, x)^2 + (\partial_x u(t, x))^2) \, dx \]  

for smooth solutions satisfies the ordinary differential equation

\[ \frac{d}{dt} E(t) = -2\lambda E(t) \]  

and we have

\[ E(t) = E(0)e^{-2\lambda t}, \quad t \geq 0. \]  

On the other hand, as observed before, the hyperelastic-rod wave equation (1) possesses solutions that produce wave breaking in finite time, in the sense that the functions remain uniformly bounded while the spatial derivatives becomes unbounded. Moreover, when solutions experience the presence of peakons (moving to the right) and antipeakons (moving to the left) that collide annihilating each other,
it immediately raises the question about the behaviour of the solution after the collision time. Two different scenarios can be put forward (cfr. [12]-[13] and references therein). The first one assumes a total annihilation at the collision time, which leads to the null solution for all times after the annihilation has taken place. Instead, the second scenario assumes that a switching phenomenon occurs: the waves pass through each other, each one continuing unscathed as a solitary wave. For the hyperelastic-rod wave equation with forcing term (4), in view of (11), it is natural to consider dissipative solutions, which correspond to the first scenario where a partial or even total loss of energy can occur during wave breaking. Moreover, we shall require that our solutions satisfy an Oleynik type inequality that should be applicable to consider dissipative solutions, which correspond to the first scenario where a partial or even total loss of energy can occur during wave breaking. Moreover, we shall require that our solutions satisfy an Oleynik type inequality that should characterize such solutions within the class of dissipative solutions. We thus employ the following

**Definition 1.1.** Given an initial datum \( u_0 \in H^1(\mathbb{R}) \), we say that an Hölder continuous function \( u = u(t,x) \) defined on \([0, \infty) \times \mathbb{R}\) and such that \( u(t, \cdot) \in H^1(\mathbb{R}) \) at every \( t \in [0, \infty) \), is a weak solution of the Cauchy problem (5)-(6), (2), on \([0, \infty)\) if the map \( t \to u(t, \cdot) \) is Lipschitz continuous from \([0, \infty)\) into \(L^2(\mathbb{R})\), the initial condition (2) holds and (7) is satisfied as equality between functions in \(L^2(\mathbb{R})\). Moreover, we say that \( u \) is dissipative if its energy \( E(t) \) in (10) is a non-increasing function of time and if it satisfies the inequality

\[
\partial_x u(t,x) \leq C \left( 1 + \frac{1}{t} \right) \quad \forall \ t > 0, \text{ a.e. } x \in \mathbb{R},
\]

for some constant \( C > 0 \). Here and in (7) \( \partial_x u \) is understood as the distributional derivative of \( u \).

Following the approach for the analysis of the Camassa-Holm equation developed in [2]-[3], we have construct in [1] a semigroup of dissipative weak solutions of (5)-(6) on the space \(H^1(\mathbb{R})\), whose energy decays exponentially in time. More precisely, our main result in [1] is the following:

**Theorem 1.2.** There exists a semigroup \( S : [0, \infty) \times H^1(\mathbb{R}) \to H^1(\mathbb{R}) \) that enjoys the following properties.

i. For every \( u_0 \in H^1(\mathbb{R}) \), the function \( u(t,x) = S_t(u_0)(x) \) is a dissipative weak solution of (5)-(6) in the sense of Definition 1.1. Moreover, the constant \( C > 0 \) in (12) depends only on \( \|u_0\|_{H^1(\mathbb{R})} \).

ii. The total energy introduced in (10) decays exponentially, namely

\[
E(t) \leq E(0)e^{-2\lambda t}, \quad t \geq 0.
\]

iii. For every given sequence of initial data \( \{u_{0,n}\}_n \subseteq H^1(\mathbb{R}) \) and \( u_0 \in H^1(\mathbb{R}) \), one has

\[
\lim_{n \to \infty} u_{0,n} \to u_0 \text{ in } H^1(\mathbb{R}) \implies S(u_{0,n}) \to S(u_0) \text{ in } L^\infty(\mathbb{R}; L^\infty((0, \infty) \times \mathbb{R})).
\]

Notice that the semigroup \( S \) of dissipative solutions provided by Theorem 1.2 is not continuous as a map with values in \(H^1\). In fact, even a single trajectory \( t \to S_t(u_0) \) may fail to be continuous with respect to the the \(H^1\)-norm. Indeed, as observed in [3, Section 7] for the Camassa-Holm equation, one can construct a dissipative solution of (5)-(6) with a pair of peakons and antipeakons of the same strength that collide and completely annihilate each other, thus producing a discontinuity in the \(H^1\)-norm at the time of annihilation.

In the following sections we will we will sketch the main arguments envolved in the proof of Theorem 1.2. For all details we refer to [1].
2. **Semilinear System.** Let \( u \) be a smooth solution of (1). Following [1, 3] we introduce an energy variable \( \xi \in \mathbb{R} \). This will play the role of a Lagrangian variable, remaining constant along characteristics. The map

\[
y \in \mathbb{R} \mapsto \int_0^y (1 + (\partial_x u_0)^2) \, dx
\]

is continuous, increasing, and goes to \( \infty \) and \( -\infty \) as \( y \to \infty \) and \( y \to -\infty \), respectively. So we can define implicitly the function \( y_0 = y_0(\xi) \) by the relation

\[
\int_{y_0(\xi)}^y (1 + (\partial_x u_0)^2) \, dx = \xi, \quad \xi \in \mathbb{R}.
\]

Let \( t \mapsto y(t, \xi) \) be the characteristic curve starting at \( y_0(\xi) \), namely

\[
\partial_t y(t, \xi) = \gamma u(t, y(t, \xi)), \quad y(0, \xi) = y_0(\xi).
\]

Throughout the following, we use the notation

\[
u(t, \xi) := u(t, y(t, \xi)), \quad P(t, \xi) := P(t, y(t, \xi)),
\]

and define the variables \( v = v(t, \xi) \) and \( q = q(t, \xi) \) as

\[
v := 2 \arctan(\partial_x u), \quad q := (1 + (\partial_x u)^2)\partial_y y.
\]

We have

\[
q \geq 0.
\]

Recall that

\[
P(t, x) = \frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|} \left( \frac{3 - \gamma}{2} u(t, y)^2 + \frac{\gamma}{2} (\partial_x u(t, y))^2 \right) dy,
\]

\[
\partial_x P(t, x) = \frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|} \text{sign}(y-x) \left( \frac{3 - \gamma}{2} u(t, y)^2 + \frac{\gamma}{2} (\partial_x u(t, y))^2 \right) dy.
\]

The system satisfied by \( u = u(t, \xi), \ v = v(t, \xi), \ q = q(t, \xi) \) is

\[
\begin{cases}
\partial_t u = -\partial_x P - \lambda u, \\
\partial_t v = \left( \frac{3 - \gamma}{2} u^2 - P \right) (1 + \cos(v)) - \gamma \sin^2 \left( \frac{\xi}{2} \right) - \lambda \sin(v), \\
\partial_t q = \left( \frac{3 - \gamma}{2} u^2 - P + \frac{\gamma}{2} \right) \sin(v)q - 2\lambda \sin^2 \left( \frac{\xi}{2} \right) q, \\
(\lambda, \gamma) = \gamma \sin(\frac{\xi}{2}) + 2\lambda \sin^2 \left( \frac{\xi}{2} \right), \\
u(0, \xi) = u_0(y_0(\xi)), \quad v(0, \xi) = 2 \arctan(\partial_x u_0(y_0(\xi))), \quad q(0, \xi) = 1,
\end{cases}
\]

where

\[
\begin{align*}
P(t, \xi) &= \frac{1}{2} \int_{\mathbb{R}} e^{-\frac{1}{2} \int_{\xi}^{\xi'} \cos^2 \left( \frac{v(t, \xi')}{2} \right) q(t, \xi') d\xi'} \times \\
&\quad \left( \frac{3 - \gamma}{2} u(t, \xi')^2 \cos^2 \left( \frac{v(t, \xi')}{2} \right) + \frac{\gamma}{2} \sin^2 \left( \frac{v(t, \xi')}{2} \right) \right) q(t, \xi') d\xi', \\
\partial_x P(t, \xi) &= \frac{1}{2} \int_{\mathbb{R}} e^{-\frac{1}{2} \int_{\xi}^{\xi'} \cos^2 \left( \frac{v(t, \xi')}{2} \right) q(t, \xi') d\xi'} \times \\
&\quad \text{sign}(\xi - \xi') \left( \frac{3 - \gamma}{2} u(t, \xi')^2 \cos^2 \left( \frac{v(t, \xi')}{2} \right) + \frac{\gamma}{2} \sin^2 \left( \frac{v(t, \xi')}{2} \right) \right) q(t, \xi') d\xi'.
\end{align*}
\]

In order to obtain global dissipative solutions, a modification of the system (20) is needed. In essence, we require the following. Assume that, along a given characteristic \( t \mapsto y(t, \xi) \), the wave breaks at a first time \( t = \tau(\xi) \). Arguing as for the Burgers equation and reminding that \( \partial_x u \) satisfies (12), the wave break means...
\[ \partial_x u(t, \xi) \rightarrow -\infty, \] as \( t \rightarrow \tau(\xi)^{-} \). For all \( t \geq \tau(\xi) \) we then set \( v(t, \xi) = -\pi \) and remove the values of \( u(t, \xi), v(t, \xi), q(t, \xi) \) from the computation of \( P \) and \( \partial_x P \). More precisely, we replace (20) by

\[
\begin{align*}
\partial_t u &= -\partial_x P - \lambda u, \\
\partial_t v &= \begin{cases} 
\left( \frac{3}{2} - \gamma u^2 - P \right) \left( 1 + \cos(v) \right) - \gamma \sin^2 \left( \frac{\xi}{2} \right) - \lambda \sin(v), & \text{if } v > -\pi, \\
0, & \text{if } v \leq -\pi,
\end{cases} \\
\partial_t q &= \begin{cases} 
\left( \frac{3}{2} - \gamma u^2 - P + \frac{\gamma}{2} \right) \sin(v) q - 2\lambda \sin^2 \left( \frac{\xi}{2} \right) q, & \text{if } v > -\pi, \\
0, & \text{if } v \leq -\pi,
\end{cases}
\end{align*}
\]
for \( (t, \xi) \) such that \( \frac{3}{2} - \gamma u^2 - P < 0 \) (21)

and

\[
P(t, \xi) = \frac{1}{2} \int_{\{v(t, \xi') > -\pi\}} e^{-\int_{t}^{\xi} \frac{v(t, \xi')}{2} \cos^2 \left( \frac{v(t, \xi)}{2} \right) ds} \times \left( \frac{3}{2} - \gamma u(t, \xi')^2 \cos^2 \left( \frac{v(t, \xi')}{2} \right) + \frac{\gamma}{2} \sin^2 \left( \frac{v(t, \xi')}{2} \right) \right) q(t, \xi') d\xi',
\]

\[
\partial_x P(t, \xi) = \frac{1}{2} \int_{\{v(t, \xi') > -\pi\}} e^{-\int_{t}^{\xi} \frac{v(t, \xi')}{2} \cos^2 \left( \frac{v(t, \xi)}{2} \right) ds} \times \sign(\xi - \xi') \left( \frac{3}{2} - \gamma u(t, \xi')^2 \cos^2 \left( \frac{v(t, \xi')}{2} \right) + \frac{\gamma}{2} \sin^2 \left( \frac{v(t, \xi')}{2} \right) \right) q(t, \xi') d\xi'.
\]

The local existence and uniqueness of the solution is obtained following the main lines of [4], see [1, Theorem 3.1]. A global bound on the total energy

\[
E(t) = \int_{\{v(t, \xi) > -\pi\}} \left( u^2(t, \xi) \cos^2 \left( \frac{v(t, \xi)}{2} \right) + \sin^2 \left( \frac{v(t, \xi)}{2} \right) \right) q(t, \xi) d\xi \quad (22)
\]
guarantees that the local solutions of the semilinear system (21) can be globally extended for all times \( t \geq 0 \), see [1, Section 4].

2.1. Stability for the semilinear system. The following statement holds [1, Section 5]

Let \( \{u_{0,n}\}_n \subset H^1(\mathbb{R}) \) and \( u_0 \in H^1(\mathbb{R}) \). If

\[
u_{0,n} \to u_0 \quad \text{in } H^1(\mathbb{R}), \quad (23)
\]

then

\[
u_n \to u \quad \text{in } L^\infty((0, T) \times \mathbb{R}) \text{ for every } T > 0, \quad (24)
\]

where \( u_n \) and \( u \) are the solutions of the semilinear dissipative system (21) in correspondence of \( u_{0,n} \) and \( u_0 \), respectively.

Let \( (u, v, q) \) and \( (\bar{u}, \bar{v}, \bar{q}) \) be any two solutions of the semilinear dissipative system (21) and \( T > 0 \).

For every

\[
\xi \in \left\{ \xi \in \mathbb{R}; v(T, \xi) = -\pi \right\} \cup \left\{ \xi \in \mathbb{R}; \bar{v}(T, \xi) = -\pi \right\},
\]
let \( \tau(\xi) \) be the first time at which one of the two solutions reaches the value \( -\pi \), namely

\[
\tau(\xi) = \inf \{ t \in [0, T]; \min \{ v(t, \xi), \bar{v}(t, \xi) \} = -\pi \}.
\]

Since the map \( \tau(\cdot) \) is measurable, we can construct a measure-preserving, measurable map \( \alpha \mapsto \xi(\alpha) \) from \([0, \alpha^*] \) onto \( \Lambda \) such that

\[
\alpha \leq \alpha' \iff \tau(\xi(\alpha')) \leq \tau(\xi(\alpha)).
\]
Due to the energy estimate on
Choosing suitably the positive constants $K_3.1$. The Semigroup.
Definition 1.1. Therefore

$$u_M > \text{for some constant } K_0.$$ for each fixed $\sigma$

The inverse mapping $\xi \mapsto \alpha(\xi)$ from $\Lambda$ into $[0, \alpha^*]$ is still measure-preserving.

We introduce the distance functional

$$j(t) = J((u(t, \cdot), v(t, \cdot), q(t, \cdot)), (\bar{u}(t, \cdot), \bar{v}(t, \cdot), \bar{q}(t, \cdot)))$$

$$= \|u(t, \cdot) - \bar{u}(t, \cdot)\|_{L^\infty(\mathbb{R})} + \|v(t, \cdot) - \bar{v}(t, \cdot)\|_{L^2(\mathbb{R})} + \|q(t, \cdot) - \bar{q}(t, \cdot)\|_{L^2(\mathbb{R})}$$

$$+ K_0 \int_0^{\alpha^*} e^{K\alpha} |v(t, \xi(\alpha)) - \bar{v}(t, \xi(\alpha))| d\alpha.$$ Choosing suitably the positive constants $K$ and $K_0$ we get

$$\frac{d}{dt} j(t) \leq M j(t),$$

for some constant $M > 0$. Therefore

$$j(t) \leq e^{Mt} j(0), \quad 0 \leq t \leq T.$$ Consider a sequence $\{u_{0,n}\}_n \subset H^1(\mathbb{R})$ and $u_0 \in H^1(\mathbb{R})$ satisfying (23). The boundedness of $\{\|u_{0,n}\|_{H^1(\mathbb{R})}\}_n$, the Sobolev embedding $H^1(\mathbb{R}) \subset L^\infty(\mathbb{R})$ (see [14, Theorem 8.5]), and (25) imply (24). Then our claim is proved.

3. Global Dissipative Solutions in the Original Variables. Let $(u, v, q)$ be the solution of the semilinear system (21). Define

$$y(t, \xi) = y_0(\xi) + \int_0^t u(\tau, \xi) d\tau.$$ For each fixed $\xi$, the function $t \mapsto y(t, \xi)$ solves

$$\partial_t y(t, \xi) = u(t, \xi), \quad y(0, \xi) = y_0(\xi).$$

We set

$$u(t, x) = u(t, \xi) \text{ if } y(t, \xi) = x.$$ Clearly

$$u(0, x) = u_0(x) \quad x \in \mathbb{R}.$$ Due to the energy estimate on $\|u(t, \cdot)\|_{H^1(\mathbb{R})}$ and the fact that the image of the singular set where $v = -\pi$ has measure zero (in the $x$-variable), i.e.,

$$\text{meas}\{y(t, \xi); v(t, \xi) = -\pi\} = 0$$

we have that $u$ is continuous, $t \mapsto u(t, \cdot) \in L^2(\mathbb{R})$ is Lipschitz continuous, and

$$\frac{d}{dt} u = -\gamma u \partial_x u - \partial_x P - \lambda u.$$ Therefore $u$ is a weak solution of the hyperelastic rod wave equation in the sense of Definition 1.1.

3.1. The Semigroup. Given an initial data $u_0 \in H^1(\mathbb{R})$, we denote by $u(t, x) = S_t(u_0)(x)$ the corresponding global solution of the hyperelastic-rod wave equation. We have to prove

$$S_t(S_{\tau}(u_0)) = S_{t+\tau}(u_0), \quad t, \tau > 0.$$ Let $(u, v, q)$ be the solution of the problem in the auxiliary variables. Call $\bar{u} = S_\tau(u_0)$. We choose $\xi_0$ such that $y(\tau, \xi_0) = 0$ and consider the new energy variable $\sigma = \sigma(\xi)$ as a solution of

$$\frac{d}{d\xi} \sigma(\xi) = \begin{cases} q(\tau, \xi) & \text{if } v(\tau, \xi) > -\pi, \\ 0 & \text{if } v(\tau, \xi) = -\pi, \quad \sigma(\xi_0) = 0. \end{cases}$$
We have
\[ \int_0^{\tau,\xi} \left( 1 + (\partial_x u(\tau, x))^2 \right) dx = \sigma(\xi). \]

The map \( \xi = \xi(\sigma) \) provides almost everywhere an inverse of \( \sigma(\cdot) \).

Define
\[ \tilde{u}(t, \sigma) = u(\tau + t, \xi(\sigma)), \quad \tilde{v}(t, \sigma) = v(\tau + t, \xi(\sigma)), \quad \tilde{q}(t, \sigma) = \frac{q(\tau + t, \xi(\sigma))}{q(\tau, \xi(\sigma))}. \]

Since \((\tilde{u}, \tilde{v}, \tilde{q})\) solves the same equations of \((u, v, q)\), \(S\) is a semigroup.

### 3.2. The decay as \( t \to \infty \)

Given an initial data \( u_0 \in H^1(\mathbb{R}) \), let \( u = u(t, x) \) be the corresponding global solution of the hyperelastic-rod wave equation and \((u, v, q)\) be the solution of the problem in the auxiliary variables. Consider
\[ E(t) = \|u(t, \cdot)\|_{H^1(\mathbb{R})}^2 = \int_{\mathbb{R}} (u(t, x)^2 + (\partial_x u(t, x))^2) dx \]
\[ = \int_{\{v(t, \xi) > -\pi\}} \left( u^2(t, \xi) \cos^2 \left( \frac{v(t, \xi)}{2} \right) + \sin^2 \left( \frac{v(t, \xi)}{2} \right) \right) q(t, \xi) d\xi. \]

We have
\[ \frac{d}{dt} E(t) \leq -2\lambda E(t). \]

Therefore
\[ E(t) \leq e^{-2\lambda t} E(0), \quad t \geq 0. \]

### 3.3. The Oleinik type estimate.

Since
\[ \partial_t v \big|_{v = \pi} = \left( \frac{3 - \gamma}{2} u^2 - P \right) \left( 1 + \cos(v) \right) - \gamma \sin^2 \left( \frac{v}{2} \right) - \lambda \sin(v) \bigg|_{v = \pi} = -\gamma, \]
we can choose \( \delta > 0 \) so that
\[ \partial_t v(t, \xi) \leq -\frac{\gamma}{2}, \quad v \in [\pi - \delta, \pi]. \]

As a consequence
\[ v(t, \xi) < \min \left\{ \pi - \delta, \pi - \frac{t\gamma}{2} \right\}, \quad v \in [\pi - \delta, \pi]. \]

Hence (12) follows from the identity
\[ \partial_x u = \frac{\sin(v)}{1 + \cos(v)}. \]

### 4. Further Problems.

It is clear that [1] is only the first attempt on the controllability and stabilizability of weak solutions of the hyperelastic-rod wave equation. Indeed the results of [10, 16] apply to \( H^2 \) solutions.

In [1] we damp the waves of an hyperelastic-rod adding an external forcing term \( f[u] \) acting on all the rod. It is very interesting to consider the case of an external forcing term acting only on a region \( w \) of the rod or only on one of the end points of it.

Here we consider the asymptotic stabilization, in the sense that we use our feedback law to damp all the waves of the rod and in the limit we do not want any wave. Of course one can be interested in a particular profile at infinity (say a peakon or
any stationary wave). In this case one should find a feedback law damping all the waves except the desired one. Clearly the asymptotic profile can be $H^1$ as the initial condition or smoother and vice-versa. In other words we can ask for a feedback law that regularize all the singularities generated by the initial condition or on the contrary a feedback laws that is able to generate say a peakon even if the initial profile is not doing that.
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Abstract. We propose a set of boundary conditions to be employed in the context of the Euler equation for compressible gas dynamics with fixed or moving smooth impenetrable obstacles in two space dimensions. The conditions are prescribed on the primitive variables. The equations are discretized on a regular Cartesian grid, in which the domain is described by a level set function. The evolution of interior points is determined by solving the Euler equations, discretized by a finite difference shock capturing scheme. Ghost points out of the domain, near the boundary, are used to close the system. The value of the field variables at the boundary are obtained by discretization of the boundary conditions. For fixed domain, in addition to classical conditions of impenetrability and pressure gradient balancing centrifugal force, we adopt two additional conditions, one relating pressure and density gradient, and one on the normal component of the tangential velocity. The last condition is derived by imposing that the flow near the boundary is locally irrotational. Equivalence between this condition and the condition of constant enthalpy is shown. Generalization to moving domains is derived. An iterative technique to discretize the boundary conditions on the ghost points, which is based on an approach recently applied in the context of elliptic problems [5], is presented. Some numerical results for moving boundaries are illustrated, that show the effect of the additional terms on the pressure gradient which are not present in the case of fixed boundary.

1. Introduction. We are interested in developing a simple, accurate, and robust numerical method for the boundary treatment in compressible fluid dynamics in presence of solid obstacles. In the two-dimensional (2-D) case, the governing equations are the compressible Euler equations, written in conservation form:

\[ \frac{\partial w}{\partial t} + \frac{\partial f(w)}{\partial x} + \frac{\partial g(w)}{\partial y} = 0 \]  
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where \( w = (\rho, \rho u, \rho v, E)^T \), \( f = (\rho u, \rho u^2 + p, \rho uv, u(E + p))^T \), \( g = (\rho v, \rho uv, \rho v^2 + p, v(E + p))^T \).

Here \( \rho \) is the fluid density, \( u \) and \( v \) are the velocities, \( E \) is the total energy, and \( p \) is the pressure. System (1) is closed using the equation of state (EOS), which, for ideal gases, reads:

\[
E = \frac{p}{\gamma - 1} + \frac{p}{2}(u^2 + v^2), \quad \gamma = \text{const.} \tag{2}
\]

We also introduce the notation \( c^2_s := \frac{\partial p}{\partial \rho}_s = \gamma p/\rho \) for the square of the sound speed, which will be used throughout the paper (\( s \) denotes the entropy).

The computational domain \( \Omega(t) \subseteq \mathcal{R} \) is identified by a region in which a time dependent level-set function \( \phi(x,t) \) is negative. The rectangular region \( \mathcal{R} \) in which the \( \Omega(t) \) is immersed is discretized by a regular square grid. In the whole paper we assume that \( \Omega \) is the region in \( \mathcal{R} \) external to a fixed or moving obstacle \( D(t) \) (see Fig. 1).

Two sets of nodes are identified in \( \mathcal{R} \) at each time \( t \): internal nodes \( x \in \Omega(t) \), and ghost nodes, i.e. nodes in \( \mathcal{R} \), which are external to \( \Omega \), but are close to the boundary (within one or few grid points from an internal node). For fixed domains, i.e. if \( \Omega \) does not depend on time, the sets of internal and ghost points do not change, otherwise it has to be updated at every time step. Conservative finite difference will be used as space discretization. In one time step, from \( t^n \) to \( t^{n+1} \), the evolution of the system is performed as follows: for points that will be internal at time \( t^{n+1} \) the field variables are evolved by integrating the semidiscrete system in time, while the values of all the ghost points which are required to close the system of equations are computed by making use of boundary conditions. This approach has been adopted in the forthcoming paper [2].

For Euler equation, each node contains four quantities in two space dimensions, say density, pressure and the two components of the velocity, therefore four equations are needed for each ghost point. Of course, because of the hyperbolic nature of the problem, the conditions cannot be applied independently, and have to be compatible with the equations.

We assume that the boundary conditions on the obstacle \( D(t) \) are the classical no slip conditions of inviscid Euler equation on a wall, so one boundary condition states that the normal velocity of the gas on \( \partial D \) is equal to the normal velocity of the boundary. The second condition is obtained balancing centrifugal force on the gas with pressure gradient. The third condition is obtained from adiabaticity, and relates variations in pressure and density, and the last condition, imposed on the transversal velocity, is a condition on the enthalpy, commonly adopted in gas dynamics [6].

Because the conditions on one ghost point are related to the conditions on neighbor ghost points, they are not independent, rather they constitute a system that has to be solved quickly in order to proceed with the integration of the equations on internal points. High order extrapolation will be able to define the equations for the ghost points to high order accuracy in space.

A recently developed relaxation procedure, successfully applied in the numerical solution of elliptic problems [5, 4], is applied to the solution of the system of equations to compute the field at ghost nodes. A detailed exposition on the finite difference discretization for inside equations and numerical tests showing the second order accuracy will be provided in [2]. Other works recently developed about boundary methods in compressible fluid-dynamics are [6, 8, 1].
In presence of moving boundary the condition on the pressure is extended with additional terms (see Sec. 3.3). A numerical test presented in Sec. 4 validates such extension.

2. Finite difference scheme. Let us suppose that the domain \( \Omega \) is defined by a level set function \( \phi \), namely as the set \( \{ \vec{x} \in \mathbb{R} : \phi(\vec{x}) < 0 \} \), while the obstacle is identified by \( \{ \vec{x} \in \mathbb{R} : \phi(\vec{x}) > 0 \} \) and the boundary by \( \{ \vec{x} \in \mathbb{R} : \phi(\vec{x}) = 0 \} \).

By the level-set function we identify different points (see Fig. 1):

- **Internal points** \( \vec{X}_{jk} \in \Omega, (j,k \in \mathcal{I}) \). These are the points where we solve the problem, and for which we write the differential equation.
- **Ghost points** \( \vec{X}^g_{jk}, (j,k \in \mathcal{G}) \). These are points external to \( \Omega \), that are near the boundary. In particular, for a second order method, they are points within one or two grid cells (in either direction \( x \) or \( y \)) from the boundary.
- **Inactive points**

By inactive points we denote points external to the domain, which are not ghost.

![Figure 1. Grid points of the setup: the red full circular points are inner points, while the blue empty circular and the yellow empty squared points are respectively the first and second layer of ghost points.](image)

![Figure 2. \( \mathcal{S}_G^{(I)} \) is the stencil composed by the red empty circular grid points, while \( \mathcal{S}_G^{(II)} \) is composed by the blue full circular grid points.](image)

Within ghost points, we distinguish between first layer \( \mathcal{L}_1 \) and second layer, \( \mathcal{L}_2 : \mathcal{L}_1 \cup \mathcal{L}_2 = \mathcal{G} \). The first layer of points is within one grid cell from the boundary (in either direction). The second layer is made of points within two grid points from the boundary, which are not in the first layer.

The Finite difference approximation on system (1) is:

\[
\frac{d w_{jk}}{dt} + \frac{\hat{f}_{j+\frac{1}{2},k} - \hat{f}_{j-\frac{1}{2},k}}{\Delta x} + \frac{\hat{g}_{j,k+\frac{1}{2}} - \hat{g}_{j,k-\frac{1}{2}}}{\Delta y}, \quad (j, k) \in \mathcal{I}.
\]

These equations require the computation of the fluxes, which are at interface between internal cells, or between internal cells and first layer cells. They are computed
as follows:

\[
\hat{f}_{j+\frac{1}{2},k} = \hat{f}_{j+\frac{1}{2},k}^- + \hat{f}_{j+\frac{1}{2},k}^+
\]

(3)

\[
\hat{f}_{j+\frac{1}{2},k} = \hat{F}_{j,k}^+ (x_{j+\frac{1}{2}}, y_k), \quad \hat{f}_{j+\frac{1}{2},k}^- = \hat{F}_{j+1,k}^- (x_{j+\frac{1}{2}}, y_k)
\]

(4)

\[
\hat{g}_{j,k+\frac{1}{2}} = \hat{g}_{j,k+\frac{1}{2}}^- + \hat{g}_{j,k+\frac{1}{2}}^+
\]

(5)

\[
\hat{g}_{j,k+\frac{1}{2}} = \hat{G}_{j,k}^+ (x_j, y_{k+\frac{1}{2}}), \quad \hat{g}_{j,k+\frac{1}{2}}^- = \hat{G}_{j+1,k}^- (x_j, y_{k+\frac{1}{2}})
\]

(6)

The four flux functions \( \hat{F}^\pm \), \( \hat{G}^\pm \) have to be reconstructed in cells \((j, k) \in I \cup L_1\) from the pointwise values of the fluxes \( f^\pm \) and \( g^\pm \), which, in turn, determine a split of the flux functions:

\[
f(w) = f^+(w) + f^-(w), \quad g(w) = g^+(w) + g^-(w)
\]

We use local Lax-Friedrichs splitting. Once the values of the fluxes are computed at each grid node,

\[
f^+_{j,k} = f^+(w_{j,k}), \quad g^+_{j,k} = g^+(w_{j,k}), \quad (j, k) \in I \cup G
\]

then \( \hat{F}^\pm \), \( \hat{G}^\pm \) are reconstructed using classical WENO reconstruction from cell averages to pointwise values [7].

The definition of field values at ghost cells requires the solution of equations that arise from the discretization of the boundary conditions.

3. Boundary treatment of Euler equations in 2D.

3.1. Fixed boundary. We denote by \( \vec{n} \) and \( \vec{\tau} \) respectively the normal and the tangential unit vector to the boundary, while \( \kappa \) is the signed curvature (see Fig. 3).

We assume that the unit normal points outside the fluid domain.

\[
\text{Figure 3. Locally convex boundary } \kappa < 0 \text{ (left) and locally concave boundary } \kappa > 0 \text{ (right).}
\]

3.1.1. Condition on the normal component of the velocity. Let us denote by \( u_n = \vec{u} \cdot \vec{n} \) and \( u_\tau = \vec{u} \cdot \vec{\tau} \) respectively the normal and tangential velocity. The condition on the normal velocity is:

\[
u_n = 0 \text{ on } \partial \Omega,
\]

(7)
3.1.2. **Condition on the pressure.** The equation of motion for a fluid particle (balance of momentum) for Euler equations reads:

\[ \rho \frac{D\vec{u}}{Dt} + \nabla p = 0 \]  

where \( D/Dt = \partial/\partial t + \vec{u} \cdot \nabla \) denotes the Lagrangian derivative. Condition (7) implies that, along the boundary of the domain, the velocity vector is \( \vec{u} = u_\tau \vec{\tau} \) where \( u_\tau \) denotes the tangential component. It is therefore:

\[ \frac{D\vec{u}}{Dt} = \frac{Du_\tau}{Dt} \vec{\tau} + u_\tau \frac{D\vec{\tau}}{Dt} = a_\tau \vec{\tau} + u_\tau^2 \kappa \vec{n} \]  

where \( \kappa \) denotes the curvature. It is \( |\kappa| = 1/R \), where \( R \) is the local radius of curvature of the boundary. With the notation in the Fig. 3, the sign of \( \kappa \) is negative for locally convex regions, and positive for locally concave regions, and \( a_\tau \) denotes the tangential acceleration of the fluid. By projecting Eq. (8) on the normal direction, and making use of (9), one obtain the boundary condition on the pressure:

\[ \frac{\partial p}{\partial n} = -\rho u_\tau^2 \kappa. \]  

3.1.3. **Condition on the tangential component of the velocity.** We impose the following condition for \( u_\tau \)

\[ \frac{\partial u_\tau}{\partial n} = u_\tau \kappa. \]  

Such condition can be obtained in the following two manners.

- By imposing that the vorticity is zero. This means imposing that \( \oint_\Gamma \vec{u} \cdot d\vec{l} = 0 \) for each closed circuit \( \Gamma \). We choose the circuit in Fig. 4, which is composed by two concentric arcs and two segments aligned with the common center of the arcs. The arc with the smaller radius and the boundary are tangent and have the same curvature.

![Figure 4](image)

**Figure 4.** We impose the vorticity is zero.

Supposing that the \( u_\tau \) is constants along the arcs, we obtain:

\[ \oint_\Gamma \vec{u} \cdot d\vec{l} = (R + \Delta R) u_\tau|_{R+\Delta R} - R u_\tau|_R = 0. \]  

Using Taylor expansion, and going to the limit \( \Delta R \to 0 \), we obtain (11) (observing that \( |\kappa| = 1/R \)).
• By imposing that the normal derivative of the total enthalpy (density) is zero on the boundary (this is commonly adopted in gas dynamics [6]), because enthalpy is conserved for smooth flows, and it is assumed that the far field is a constant flow. Let us recall that the enthalpy is $H = \frac{1}{2}u^2 + e + \frac{p}{\rho}$, where $e = e(\rho, p) = \frac{p}{\gamma - 1}\rho$ is the internal energy. The condition reads:

$$0 = \frac{\partial H}{\partial n} = \vec{u} \cdot \frac{\partial \vec{u}}{\partial n} + \left( \frac{1}{\gamma - 1} + 1 \right) \left( \frac{\partial p}{\partial n} \frac{1}{\rho} - \frac{p}{\rho^2} \frac{\partial \rho}{\partial n} \right).$$

Using the boundary conditions (10) and (14) and the fact that $\vec{u} = v_\tau \tau$ on the boundary, we obtain:

$$0 = \frac{\partial u_\tau}{\partial n} u_\tau + \frac{\gamma}{\gamma - 1} \frac{\partial p}{\partial n} \left( \frac{1}{\rho} - \frac{p}{c_s^2 \rho^2} \right) = \frac{\partial u_\tau}{\partial n} u_\tau + \frac{\gamma}{\gamma - 1} \kappa \nu_\tau^2 \left( 1 - \frac{p}{c_s^2 \rho} \right) \quad (13)$$

where $c_s^2$ is the square of the speed sound. For a polytropic gas we have $c_s^2 = \gamma p/\rho$. Therefore:

$$0 = \frac{\partial u_\tau}{\partial n} u_\tau + \kappa \nu_\tau^2$$

which implies the (11).

3.1.4. Condition on the density. Finally, the condition on the density is given by the requirement that the boundary is adiabatic, i.e. that locally the entropy is flat (just as in the case of the enthalpy, one uses the fact that entropy is an invariant of the flow, for smooth flows, and assumes that the far field is constant). This means $\partial s / \partial n = 0$, which implies

$$\frac{\partial p}{\partial n} = c_s^2 \frac{\partial \rho}{\partial n}. \quad (14)$$

3.2. Discretization of the boundary conditions. We use the boundary conditions (7),(11),(10),(14) to extrapolate $\vec{u}$, $p$, $\rho$ in ghost points. From now on we assume that the level set function $\phi$ is actually a signed distance function from the boundary, therefore $|\nabla \phi| = 1$. We also assume that grid spacing in $x$ and $y$ are the same, i.e. $\Delta x = \Delta y = h$.

The linear system coming from the discretization of the boundary conditions is obtained by writing a linear equation for each unknown of the system, i.e. for each $u(G)$, $v(G)$, $p(G)$, $\rho(G)$, where $G \in \mathcal{G}$ is a ghost point. In detail: let $G$ be a ghost point. We compute the projection point $B$ on the interface, making use of the signed distance function $\phi$, that is $B \equiv (x_B, y_B) = G - \phi(G)\vec{u}_G = G - \phi(G)\nabla \phi(G)$. Let us define two $3 \times 3$ stencils: $S^{(I)}_G$ and $S^{(II)}_G$. Each of this stencil can be divided in four (overlapped) $2 \times 2$ sub-stencils. $S^{(I)}_G$ is a stencil in upwind direction containing $G$, possibly enlarged in such a way that the boundary point $B$ is contained in the $2 \times 2$ sub-stencil containing $G$ (see Fig. 2). In formulas:

$$S^{(I)}_G = \{(x_G + s_x k_1 h, y_G + s_y k_2 h); \ (k_1, k_2) \in \{0, 1, 2\}^2\},$$

where $s_x = [x_B - x_G]/h \text{sgn}(x_B - x_G)$, $s_y = [y_B - y_G]/h \text{sgn}(y_B - y_G)$. Stencil $S^{(I)}_G$ is not enlarged and it contains the boundary point $B$ and in upwind direction. It cannot contain the grid point $G$. See Fig. 2. Note that $S^{(II)}_G \equiv S^{(I)}_G$ if $G$ belongs to the first layer of ghost points, i.e. $G \in \mathcal{L}_1$. Let us denote by $\mathcal{L}[\omega; St]$ the biquadratic interpolant of $\omega$ in the stencil $St$. 

We transform the system of the boundary conditions (7), (11), (10), (14) into a time dependent problem with a fictitious time \( \tau \):

\[
\frac{\partial u_n}{\partial \tau} + u_n = 0 \tag{15}
\]

\[
\frac{\partial u_\tau}{\partial \tau} + \mu_1 \frac{\partial u_\tau}{\partial n} = \mu_1 u_\tau \kappa \tag{16}
\]

\[
\frac{\partial p}{\partial \tau} + \mu_2 \frac{\partial p}{\partial n} = -\mu_2 \rho \kappa u_\tau^2 \tag{17}
\]

\[
\frac{\partial \rho}{\partial \tau} + \mu_3 \frac{\partial \rho}{\partial n} = \mu_3 \frac{1}{c_s^2} \frac{\partial p}{\partial n} \tag{18}
\]

where \( \mu_i, i = 1, 2, 3 \) are suitable constants. The iterative scheme is obtained by discretizing the previous problem in space and time and looking for the steady state solution (the fictitious time \( \tau \) represents an iterative parameter). The partial derivatives with respect to \( \tau \) are computed to first order in space (i.e. the quantities are evaluated at the ghost points \( G \) rather than in \( B \)), since they vanish as \( \tau \) goes to infinity, while all the other terms are discretized to second order (in the boundary point \( B \)). The iterative scheme becomes:

\[
u^n_G(m+1) = \nu^n_G(m) - \Delta \tau L[\nu^n_G(m); St_G^{(I)}](B) \tag{19}
\]

\[
u^\tau_G(m+1) = \nu^\tau_G(m) - \mu_1 \Delta \tau \left( \frac{\partial L[\nu^\tau_G(m); St_G^{(I)}](B)}{\partial n} - L[\nu^\tau_G(m); St_G^{(I)}](B) \kappa(B) \right) \tag{20}
\]

\[
p^{(m+1)}_G = p^{(m)}_G - \mu_2 \Delta \tau \left( \frac{\partial L[p^{(m)}_G; St_G^{(I)}](B)}{\partial n} \right) \tag{21}
\]

\[
p^{(m+1)}_G = p^{(m)}_G - \mu_3 \Delta \tau \left( \frac{\partial L[p^{(m)}_G; St_G^{(I)}](B)}{\partial n} \right) \tag{22}
\]

\[
p^{(m+1)}_G = p^{(m)}_G - \mu_3 \Delta \tau \left( \frac{\partial L[p^{(m)}_G; St_G^{(I)}](B)}{\partial n} \right) \tag{23}
\]

where, in order to simplify the notation, we denoted \( c_s^2(B) \) the quantity \( \gamma p^{(m)}/\rho^{(m)} \) reconstructed by \( L \) in \( B \). The time step \( \Delta \tau \) and the constants \( \mu_i, i = 1, 2, 3 \) are chosen in order to satisfy the CFL conditions for (19), (20), (22), (24), i.e. \( \Delta \tau < 1, \mu_i \Delta \tau < h, i = 1, 2, 3 \). The iterations scheme (19) - (24) is performed until the residual falls below a fixed tolerance.

Such iterative technique for the boundary conditions is successfully employed in the context of elliptic equations, where it is merged with an iteration scheme for the inner equations and it is embedded in a multigrid framework [5]. However, in this case we do not iterate on inside grid points, since we already have an updated value in such points, while we just want to extrapolate the quantity \( q = \rho, u, p \) in ghost points according to the boundary conditions. If we perform the iteration scheme (19) - (24) without a multigrid solver, it results in a slow convergence. For this reason, it is convenient to apply a block-relaxation, since the equations for the
ghost points are not always fully coupled, unlike the elliptic case (that involves also the inner equations).

For the special case of a rigid ball inside a fluid, the ghost equations are even fully decoupled. In fact, it can be easily proved that the stencils $S_I^{(V, II)}$ involve only ghost points closer to the interface (besides inside points). Then, if we order the ghost points according to the distance from the interface and we perform the iteration from the closer to the farther point in a Gauss-Seidel fashion, we get convergence in one sweep. Without ordering the ghost points, we however obtain the convergence in few iterations. The Gauss-Seidel fashion can be obtained from the iterative scheme (19)-(24) with a suitable choice of the time step $\Delta \tau$ and the constant $\mu_i$.

### 3.3. Treatment of moving boundary.

Let us assume that the normal boundary velocity is given by a function $V(\vec{x}, t)$. Such function can be easily computed, for example, in the case in which the distance function is known analytically, as is the case of the motion of a rigid body: if $\phi(\vec{x}, t)$ is a signed distance function, then one has

$$\frac{\partial \phi}{\partial t} + V|\nabla \phi| = 0 \Rightarrow V(\vec{x}, t) = -\frac{\partial \phi}{\partial t}.$$ 

For example, if we have a disk of radius $R$ whose center $\vec{c} \equiv (x_0, y_0)$ moves according to some law $U_0(t) = (u_0(t), v_0(t))$, then one has

$$V(\vec{x}, t) = \vec{c} - \vec{x} \cdot \frac{\vec{U}_0}{|\vec{c} - \vec{x}|} = \vec{n} \cdot \vec{U}_0.$$ 

In the case of a moving boundary, the boundary conditions on $\partial \Omega$ for the velocity (i.e. (7) and (11)) become:

$$u_n = V$$

$$\frac{\partial u_\tau}{\partial n} = u_\tau \kappa.$$ 

The condition for the pressure is obtained as follows. The velocity of the fluid on the boundary is given by:

$$\vec{u} = u_\tau \vec{\tau} + V \vec{n}.$$ 

From the equation of motion, one has:

$$\frac{D\vec{u}}{Dt} + \nabla p = 0.$$ 

Projecting this relation along the normal to the line, we obtain:

$$-\frac{\partial p}{\partial n} = \rho \frac{D\vec{u}}{Dt} \cdot \vec{n}. \quad (29)$$

Differentiating (28) along the trajectory, taking the scalar product with $\vec{n}$, considering that $\vec{\tau} \cdot \vec{n} = 0$ and $\frac{D\vec{n}}{Dt} \cdot \vec{n} = 0$, from (29) we obtain:

$$-\frac{1}{\rho} \frac{\partial p}{\partial n} = u_\tau \vec{n} \cdot \frac{D\vec{\tau}}{Dt} + \frac{DV}{Dt}.$$ 

Furthermore,

$$\frac{D\vec{\tau}}{Dt} = \frac{\partial \vec{\tau}}{\partial t} + \vec{u} \cdot \nabla \vec{\tau} = \frac{\partial \vec{\tau}}{\partial t} + u_\tau \frac{\partial \vec{\tau}}{\partial \tau} = \frac{\partial \vec{\tau}}{\partial t} + u_\tau \kappa \vec{n}.$$
which gives
\[-\frac{1}{\rho} \frac{\partial p}{\partial n} = \vec{n} \cdot \frac{\partial \vec{\tau}}{\partial t} u_r + u_r^2 \kappa + \frac{DV}{Dt}.\] (30)

In Cartesian coordinates, we obtain the expression
\[\vec{n} \cdot \frac{\partial \vec{\tau}}{\partial t} = -\phi_x \phi_{yt} + \phi_y \phi_{xt}\] (31)

where the subscripts denote derivatives. \(DV/Dt = \partial V/\partial t + \vec{u} \cdot \nabla V\) should be easily obtained from the analytical expression of \(V\).

In principle, Eq. (30), together with the conditions on the velocity (26) and (27) and the usual adiabatic condition (14), should be sufficient to provide second order boundary conditions.

4. **Numerical test.** We show that, in case of moving boundary, the condition on the pressure (30) is better than (10). The numerical test is taken from [3, Example 4]. We consider a simple rigid movement of a ball with center \((x_c, y_c)\) with respect to the following equations
\[x_c(t) = 0.5, \quad y_c(0) = 0.5, \quad \dot{y}_c(t) = 0.01 \cos(10\pi t).\]

The initial conditions of the characteristic variables are:
\[(\rho(x, y, 0), u(x, y, 0), v(x, y, 0), p(x, y, 0)) = (1, 0, 0, 10).\]

We compute the pressure at time \(t = 0.025\). The pressure \(p\) is computed in three directions (red, blue and green) through the ball, as illustrated in Fig. 5. The numerical results obtained by the conditions (10) and (30) are illustrated in Fig. 6. We observe that, going inside the ball, the extrapolation obtained by (30) converges more quickly as the grid is refined, than the one obtained by (10). In all figures, star points refer to the test with \(25 \times 25\), dot points refer to the test with \(50 \times 50\), circle points refer to the test with \(100 \times 100\).

**Figure 5.** Velocity field and the three directions in which we compute \(p\): vertical (red), oblique (blue) and horizontal (green) direction.
Figure 6. $p$ computed in the vertical (red), oblique (blue) and horizontal (green) directions of Fig. 5 using the condition (10) (left) and (30) (right).
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Abstract. Models for crowd dynamics are presented and compared. Well
posedness results allow to exhibit the existence of optimal controls in various
situations. A new approach not based on partial differential equations is also
briefly considered.

1. Introduction. From a macroscopic viewpoint, a moving crowd can be described
through its density $\rho(t, x)$, a function of time $t \in \mathbb{R}^+$ and space $x \in \mathbb{R}^2$ attaining
values in $[0, 1]$. In standard situations, the number of pedestrians is conserved, so
that $\int_{\mathbb{R}^2} \rho(t, x) \, dx$ is independent of $t$. Hence, it is natural to use the conservation
law
$$\partial_t \rho + \mbox{div}_x (\rho V) = 0.$$ (1)
Any model of this kind depends on the speed law that defines the velocity $V$ of the
crowd as a function of $t, x, \rho, \ldots$. A simple version of (1) is obtained assigning
$$V = v(\rho) \bar{v}(x) \quad \text{with} \quad v \in C^2([0, 1]; \mathbb{R}^+) \text{ non increasing and } v(1) = 0, \quad \bar{v} \in C^2(\mathbb{R}^2; S^1).$$ (2)
In this case, Kružkov Theorem [24, Theorem 1] applies and ensures that the Cauchy
problem for (1)–(2) has a unique solution in $C^{0,1} (\mathbb{R}^+; L^1(\mathbb{R}^2; [0, 1]))$ which depends
Lipschitz continuously from the data and, by [12, Theorem 2.6], also from $v$ and $\bar{v}$.

According to (2), at time $t$ the pedestrian at $x$ moves along a prescribed traject-
ory, an integral curve of $\bar{v}$, with a speed $v(\rho)$ that depends on $\rho$ evaluated at
point $x$ and time $t$. On the contrary, Section 2 is devoted to (1) with the speed
of the individual at $x$ depending on an average of the density $\rho$ in a neighborhood
of $x$. The resulting model has a rich analytical structure, the solutions being also
differentiable with respect to the data and to the speed law.

In Section 3 the direction chosen by the pedestrian at $x$ depends from an average
of the density gradient $\nabla \rho$ around $x$, while his/her speed depends from $\rho$ evaluated
at $x$. The resulting solutions display qualitative properties usually seen in context

Key words and phrases. Conservation laws, nonlocal conservation laws, crowd dynamics.
where individuals have a proper volume such as the Braess paradox [3] and the formation of queues [23].

If the various individuals have different destinations then it is possible to subdivide the crowd under consideration into different, say $n$, populations with densities $\rho_1, \ldots, \rho_n$, each having a different destination. The resulting model

$$ \partial_t \rho_i + \text{div}_x (\rho_i V_i) = 0 \quad i = 1, \ldots, n $$

consists of a system of conservation laws that, when $n = 1$, reduces to (1). The results in both Section 2 and Section 3 can be extended to this more general setting.

Finally, Section 4 approaches the problem of driving a crowd with a few moving individuals. First, a model based on (1) is recalled and then an approach based on differential inclusions is presented. The latter approach, developed following [5, 6], neglects the crowd internal dynamics and allows for a simpler analytical framework.

We refer for instance to [2] for an account of the fast development of the recent macroscopic modeling of crowd dynamics. Moreover, measure valued conservation laws were considered in [18, 26]; the results in [25] deal with constrained velocity models; various 1D attempts are found in [1, 15, 16, 20, 21]. Throughout, for the basic results in the theory of conservation laws we refer to [4, 19].

2. Nonlocal speed choice. Consider (1) with the nonlocal speed law

$$ V(\rho) = v (\rho(t) * \eta) \tilde{v}. $$

Here, the speed $v$ at time $t$ of the pedestrian at $x$ depends on the averaged density $(\rho(t) * \eta)(x) = \int_{\mathbb{R}^2} \rho(t, x - y) \eta(y) \, dy$. The direction of the velocity is given by the (fixed) vector $\tilde{v}(x)$.

For simplicity, we state the results below in $\mathbb{R}^2$. However, the case where the region available to the crowd is constrained by, say, walls or doors can be easily recovered in the present framework, along the technique used in [7, 8].

As is typical whenever Kružkov techniques apply, space dimension 2 plays no role and the results below can be extended to $\mathbb{R}^n$.

Existence and uniqueness of a solution to the Cauchy problem for (1)–(4) follow from the next result.

**Theorem 2.1.** [9, Proposition 4.1], [10, Theorem 2.2] Let $v \in (C^2 \cap W^{2,\infty})(\mathbb{R}; \mathbb{R})$, $\tilde{v} \in (C^2 \cap W^{2,\infty})(\mathbb{R}^2; \mathbb{R}^2)$, $\eta \in (C^2 \cap W^{2,\infty})(\mathbb{R}^2; \mathbb{R})$. Assume $\rho_0 \in (L^1 \cap L^\infty \cap BV)(\mathbb{R}^2; \mathbb{R}^+)$.

Then, (1)–(4) with initial condition $\rho_0$ admits a unique weak entropy solution $\rho \in C^0 (\mathbb{R}^+; L^1(\mathbb{R}^2; \mathbb{R}^+))$. Furthermore, we have the estimate $\| \rho(t) \|_{L^\infty} \leq \| \rho_0 \|_{L^\infty} e^{Ct}$, where the constant $C$ depends on $v, \tilde{v}$ and $\eta$.

The definition of weak entropy solutions is based on Kružkov notion [24, Definition 1], see also [9, 10]. The proof relies on a contraction argument based on the key estimates provided by [12, Theorem 2.6].

Another contraction argument, based on tools from optimal transport theory, allows to extend the above result to the measure valued setting in [17]. (Below, $\mathcal{M}^+(\mathbb{R}^+)$ is the set of positive Radon measures on $\mathbb{R}^2$.)

**Theorem 2.2.** [17, Theorem 1.1] Assume $v \in (L^\infty \cap \text{Lip})(\mathbb{R}; \mathbb{R})$, $\tilde{v} \in (L^\infty \cap \text{Lip})(\mathbb{R}^2; \mathbb{R}^2)$, $\eta \in (L^\infty \cap \text{Lip})(\mathbb{R}^2; \mathbb{R}^+)$. Let $\rho_0 \in \mathcal{M}^+(\mathbb{R}^2)$. Then, there exists a unique weak measure valued solution $\rho \in L^\infty(\mathbb{R}^+; \mathcal{M}^+(\mathbb{R}^2))$ to (1)–(4) with initial condition $\rho_0$. If furthermore $\rho_0 \in L^1(\mathbb{R}^2; \mathbb{R}^+)$, then $\rho \in C^0 (\mathbb{R}^+; L^1(\mathbb{R}^2; \mathbb{R}^+))$. 
In general, in \textup{(1)--(4)} no \textit{a priori} uniform \(L^\infty\) bound on the density is possible. Indeed, assume that the density is 1 all along the trajectory of the pedestrian at \(x\). The averaged density around \(x\) may well be less than 1, forcing the pedestrian to proceed and, hence, leading to an increase in the density. This behavior can be related to the rise of panic, see \[15, 16\]. In the literature, values of \(\rho\) of up to 10 individuals per square meter were measured, see for instance \[22\].

Aiming at preventing the insurgence of these phenomena, it is natural to consider control problems where functionals of the density of the type

\[ J_T(\rho_\circ) = \int_0^T \int_\Omega f(\rho(t,x)) \, dx \, dt \text{ where } \rho \text{ solves (1)–(4) with datum } \rho_\circ \]  

have to be minimized. Here, \(\Omega\) is the region where the density needs to be controlled and \(f\) is a \(C^1\) function weighing 0 on acceptable densities and quickly increasing when \(\rho\) approaches dangerous values. Necessary conditions for the minima of (5) are available once the differentiability of the solution to (1)–(4) with respect to the initial datum is proved. This motivates the following result.

\textbf{Theorem 2.3.} \[9, \text{Theorem 4.2}\] \[10, \text{Theorem 2.2}\] Let \(\rho_\circ \in (W^{2,\infty} \cap W^{2,1})(\mathbb{R}^2; \mathbb{R}^+), \ r_\circ \in (W^{1,1} \cap L^\infty)(\mathbb{R}^2; \mathbb{R}).\) Assume \(v \in (C^1 \cap W^{2,\infty})(\mathbb{R}; \mathbb{R}), \ \tilde{v} \in (C^1 \cap W^{2,1})(\mathbb{R}^2; \mathbb{R}^2), \ \eta \in (C^2 \cap W^{2,\infty})(\mathbb{R}^2; \mathbb{R}^+).\) Then, there exists a unique weak entropy solution \(r \in C^0(\mathbb{R}^+; L^1(\mathbb{R}^2; \mathbb{R}))\) to the Cauchy problem

\[ \partial_t r + \text{div} \left( r v(\rho \ast \eta) \tilde{v}(x) \right) = -\text{div} \left( r v'(\rho \ast \eta) \tilde{v}(x) \right), \quad r(0) = r_\circ. \]  

Furthermore, for all \(\rho_\circ \in (W^{2,1} \cap W^{2,\infty})(\mathbb{R}^2; \mathbb{R}^+)\) and \(r_\circ \in (W^{1,1} \cap L^\infty)(\mathbb{R}^2; \mathbb{R}),\) call \(\rho_h\) the solution to (1)–(4) with initial datum \(\rho_\circ + hr_\circ.\) Then, for all \(t \in \mathbb{R}^+,\)

\[ \lim_{h \to 0} \left\| \frac{\rho_h(t) - \rho(t)}{h} - r(t) \right\|_{L^1} = 0 \]  

i.e., the solution \(\rho\) to (1)–(4) is Gâteaux differentiable in \(\rho_\circ\) along any direction \(r_\circ.\)

To prove this theorem, first the well posedness of (6) is obtained and then the limit (7) is computed. In both steps, the estimates in \[12\] play a key role. At present, no analog to Theorem 2.3 is available in the setting of Theorem 2.2. Indeed, a good definition of Gâteaux differentiability on the set of probability measures equipped with the Wasserstein distance of order 1 is, to our knowledge, not available.

\section{Nonlocal Route choice.} Consider (1) with the nonlocal speed law

\[ V(\rho) = v(\rho) \left( \tilde{v}(x) + I(\rho) \right). \]  

Here, the individual in \(x\) at time \(t\) moves at the speed \(v(\rho(t,x))\) that depends on the density \(\rho(t,x)\) evaluated at the same time \(t\) and \(x\). The vector \(\tilde{v}(x) \in \mathbb{R}^2\) is the preferred direction of the pedestrian at \(x\), while \(I(\rho)(x)\) describes how the pedestrian at \(x\) deviates from the preferred direction, given that the crowd distribution is \(\rho\). Thus, the individual at time \(t\) in \(x\) is assumed to move in the direction of the vector \(\tilde{v}(x) + \left( I(\rho(t)) \right)(x)\). The basic well posedness result for (1)–(8) is the following.

\textbf{Theorem 3.1.} \[8, \text{Theorem 2.1, Theorem 2.2}\] Let the following conditions hold:

\textup{(v)}: \(v \in C^2(\mathbb{R}; \mathbb{R})\) is non increasing, \(v(0) = V\) and \(v(R) = 0\) for fixed \(V, R > 0.\)

\textup{(\(\tilde{v}\))}: \(\tilde{v} \in (C^2 \cap W^{1,\infty})(\mathbb{R}^2; \mathbb{R}^2)\) is such that \(\text{div} \tilde{v} \in (W^{1,1} \cap W^{1,\infty})(\mathbb{R}^2; \mathbb{R}).\)

\textup{(I)}: \(I \in C^0(\mathbb{L}^1(\mathbb{R}^2; [0, R]); C^2(\mathbb{R}^2; \mathbb{R}^2))\) satisfies the estimates:

\begin{enumerate}
\item[(I.1)] There exists an increasing \(C_I \in L^\infty_{\text{loc}}(\mathbb{R}^+; \mathbb{R}^+)\) such that, for all \(r \in L^1(\mathbb{R}^2; [0, R]), \ \|I(r)\|_{W^{1,\infty}} \leq C_I(\|r\|_{L^1})\) and \(\|\text{div} I(r)\|_{L^1} \leq C_I(\|r\|_{L^1}).\)
\end{enumerate}
(I.2) There exists an increasing \( C_I \in L^{\infty}_{loc}(\mathbb{R}^+; \mathbb{R}^+) \) such that, for all \( r \in L^1(\mathbb{R}^2; [0, R]) \), \( \| \nabla \text{div} I(r) \|_{L^1} \leq C_I(\| r \|_{L^1}) \).

(1.3) There exists a constant \( K_I \) such that for all \( r_1, r_2 \in L^1(\mathbb{R}^2; [0, R]) \),

\[
\| I(r_1) - I(r_2) \|_{L^\infty} \leq K_I \cdot \| r_1 - r_2 \|_{L^1},
\]

\[
\| I(r_1) - I(r_2) \|_{L^1} + \| \text{div} (I(r_1) - I(r_2)) \|_{L^1} \leq K_I \cdot \| r_1 - r_2 \|_{L^1}.
\]

Choose any \( \rho_0 \in (L^1 \cap \text{BV})(\mathbb{R}^2; [0, R]) \). Then, there exists a unique weak entropy solution \( \rho \in C^0(\mathbb{R}^+; L^1(\mathbb{R}^2; [0, R])) \) to (1)–(8). Moreover, \( \rho \) satisfies the bounds

\[
\| \rho(t) \|_{L^1} = \| \rho_0 \|_{L^1}, \quad \text{for a.e. } t \in \mathbb{R}^+,
\]

\[
\text{TV} (\rho(t)) \leq \text{TV} (\rho_0) e^{kt} + \pi \frac{t}{4} e^{kt} N \| q \|_{L^\infty([0,R])} \left( \| \nabla \text{div} \tilde{\nu} \|_{L^1} + C_I(\| \rho_0 \|_{L^1}) \right),
\]

where \( k = (2N + 1) \| q' \|_{L^\infty([0,R])} \left( \| \nabla \tilde{\nu} \|_{L^\infty} + C_I(\| \rho_0 \|_{L^1}) \right) \). If also the speed law

\[
V'(\rho) = v'(\rho) \left( \tilde{\nu}(x) + I'(\rho) \right)
\]

satisfies the same assumptions, then the solution \( \rho \) to (1)–(8) and \( \rho' \) to (1)–(9), with data \( \rho_0, \rho'_0 \in (L^1 \cap \text{BV})(\mathbb{R}^2; [0, R]) \), satisfy

\[
\| \rho_1(t) - \rho_2(t) \|_{L^1} \leq (1 + C(t)) \| \rho_{0,1} - \rho_{0,2} \|_{L^1} + C(t) \left( \| q_1 - q_2 \|_{W^{1,\infty}} + d(I_1, I_2) \right)
\]

\[
+ C(t) \left( \| \tilde{\nu}_1 - \tilde{\nu}_2 \|_{L^\infty} + \| \text{div} (\tilde{\nu}_1 - \tilde{\nu}_2) \|_{L^1} \right)
\]

where

\[
d(I_1, I_2) = \sup \left\{ \| I_1(\rho) - I_2(\rho) \|_{L^\infty} + \| \text{div} (I_1(\rho) - I_2(\rho)) \|_{L^1} : \rho \in L^1(\mathbb{R}^2; [0, R]) \right\}.
\]

The map \( C \in C^0(\mathbb{R}^+; \mathbb{R}^+) \) vanishes at \( t = 0 \) and depends on \( \text{TV} (\rho_{0,1}), \| \rho_{0,1} \|_{L^1}, \|	ilde{\nu}_1\|_{L^\infty}, \|\text{div}\tilde{\nu}_1\|_{W^{1,1}}, \|q_1\|_{W^{1,\infty}}, \|q_2\|_{W^{1,\infty}} \).

In operation research, Braess paradox states that adding extra capacity to a network can, in some cases, reduce the overall performance of the network, see [3]. A relevant problem in the design of escape routes is the planning of suitable devices that reduce the exit time. The model (1)–(8) allows to show that the careful introduction of suitable obstacles in suitable locations does indeed reduce the exit time. In fact, these obstacles reduce congested areas at the sides of the door jambs.

We consider a room with an exit, as in Figure 1. The vector \( \tilde{\nu} = \tilde{v}(x) \) is the unit vector tangent at \( x \) to the geodesic connecting \( x \) to the exit and \( I(\rho) = -\varepsilon (\nabla (\rho \eta)) / (\sqrt{1 + ||\nabla (\rho \eta)||^2} \), see (10).

**Figure 1.** Initial datum and room geometry, without obstacles.
The careful positioning of obstacles as in the second line of Figure 2 diminishes the size of the congested region and, with the chosen initial datum, gives an exit time lower than that with the room free from any obstacle, see Figure 2.

4. Individuals driving a population. We finally introduce a model describing the situation in which a discrete set of isolated individuals interacts with a continuum crowd. Examples can be a (group of) predator(s) running after their preys, shepherd dogs driving a herd of sheep, or a leader attracting a group of followers to a given region. Let \( \rho \in \mathbb{R}^+ \) be the population density and \( p \equiv (p_1, \ldots, p_k) \in \mathbb{R}^{2k} \) be the positions of the \( k \) individuals. Following [11], the interaction is described by

\[
\begin{cases}
\partial_t \rho + \text{div}\left( \rho V(t, x, \rho(t), p(t)) \right) = 0, \\
\dot{p} = \varphi(t, p(t), \rho(t)).
\end{cases}
\]  

(11)

Here, \( \varphi \) is typically nonlocal, meaning that the individuals \( p \) react to averages of quantities depending on \( \rho \). The well posedness of (11) is proved in [11, Theorem 2.2], by means of Kružkov theory, the estimates in [12] and tools from the stability of ordinary differential equations.

As a first illustrating example, assume that the vector \( p \in \mathbb{R}^2 \) is the position of a leader (e.g. a magic piper) and \( \rho \) is the density of the followers (e.g. rats). We are thus lead to consider (11) with

\[
\begin{align*}
V(t, x, \rho, p) &= v(\rho)(p - x)e^{-\|p - x\|} \\
\varphi(t, p, \rho) &= (1 + (\rho * \eta)(p)) \psi(t).
\end{align*}
\]  

(12)

The function \( v \) essentially describes the speed of the followers and is, as usual, a smooth decreasing function vanishing at, say, \( \rho = 1 \). The follower located at \( x \) moves along \( p(t) - x \) toward the leader, with a speed exponentially decreasing with the distance \( \|p - x\| \) between leader and follower. The speed of the leader increases with the averaged density \( \rho * \eta \), computed at the leader’s position. Indeed, we expect the leader to wait for the followers to join him when the followers’ density around him is small. The direction \( \dot{\psi} \) of the leader is chosen \textit{a priori}. See Figure 3 for a numerical integration of (11)–(12) and [11] for further details.

As a further example, consider \( n \) shepherd dogs, located in \( p_i(t) \in \mathbb{R}^2 \) for \( i \in \{1, \ldots, n\} \) and a group of sheep of density \( \rho \). The dogs have to confine the sheep.
Figure 3. Solution of (11)–(12) in the square $[-1, 1] \times [-1, 1]$ at times 0.000, 0.171, 0.543, 0.945, 1.447 and 1.930, from [11].

within a given area. We are thus lead to consider (11) with

$$V(t, x, \rho, p) = v(\rho) \vec{\nu}(x) + \sum_{i=1}^{n}(x - p_i)e^{-||p_i - x||}$$

$$\varphi(t, p, \rho) = \frac{(\rho \ast \nabla n(p_i))}{\sqrt{1 + \|\rho \ast \nabla n(p_i)\|^2}}, \quad \text{for } i \in \{1, \ldots n\}. \quad (13)$$

As above, the speed of the sheep is given by the decreasing function $v(\rho)$ that vanishes in $\rho = 1$. The direction of a sheep located at $x$ is a sum of two terms. The first one is the sheep’s preferred direction $\vec{\nu}(x)$; the second one is the vector $\sum_{i=1}^{n}(x - p_i(t))e^{-||p_i - x||}$ representing the repulsive effects of the dogs on the sheep. Each dog runs around the flock along the direction perpendicular to the gradient of the sheep average density.

5. A different approach. Following [6, 14, 13], we present another framework to describe the population–individuals interactions. Initially, the population occupies the compact set $K_o \subset \mathbb{R}^2$. If there are no individuals, the member at $x$ of the population is free to wander in $\mathbb{R}^2$, according to the differential inclusion

$$\dot{x} \in B(0, c), \quad x(0) \in K_o, \quad (14)$$

c being the maximal wandering speed and $B(0, c)$ the closed ball in $\mathbb{R}^2$ centered at 0 with radius $c$. Hence, the population fills the reachable set of (14). Introduce now $n$ individuals sited at $\xi \equiv (\xi_1, \xi_2, \ldots, \xi_n) \in \mathbb{R}^{2n}$. Then, the interaction between the individuals and each population member leads to the modified differential inclusion

$$\dot{x} \in v(x, \xi(t)) + B(0, c), \quad x(0) \in K_o, \quad (15)$$

where the vector field $v \in C^{0,1}(\mathbb{R}^2 \times \mathbb{R}^{2n} ; \mathbb{R}^2)$ is the drift speed due to the attractive or repulsive effect that each agent has on each member of the population. Thus, given the individuals’ trajectory $\xi \in C^{0,1}_{loc}(\mathbb{R}^+; \mathbb{R}^{2n})$, the reachable set $\mathcal{R}_\xi(K_o, t)$ of (15) at time $t$ is the set occupied by the population at time $t$ under the effect of the agents. With the present assumptions, $\mathcal{R}_\xi(K_o, t)$ is non-empty and compact.
If only one agent is present \((n = 1)\) and \(v\) is spherically symmetric, i.e.,

\[
v(x, \xi) = \psi((x - \xi)) (x - \xi) \quad \text{for a suitable } \psi : \mathbb{R} \to \mathbb{R},
\]

the next result exhibits a trajectory \(\xi\) confining the population in a given set \(K\).

**Theorem 5.1.** [14, Theorem 2.8] Let \(c > 0\). Fix a bounded \(\psi \in C^{1,1}_{\text{loc}}(\mathbb{R}^n; \mathbb{R})\) and define \(v\) as in (16). Assume that there exist positive \(R^-_o, R^+_o\) and \(R\) such that

\[
\frac{1}{\pi} \int_0^\pi \psi \left( \sqrt{R^2 + R_o^2} - 2R_o R \cos \theta \right) (R_o - R \cos \theta) \, d\theta < -c
\]

for all \(R_o \in [R^-_o, R^+_o]\). Then, there exists a \(\xi \in C^{0,1}_{\text{loc}}(\mathbb{R}^+; \partial B(0,R))\) such that, calling \(K_o\) the region initially occupied by the population,

\[
\text{if } K_o \subseteq B(0, R^-_o) \text{ then } \mathcal{R}_\xi(t, K_o) \subseteq B(0, R^+_o) \quad \text{for all } t \geq 0.
\]

Note that the confining strategy \(t \mapsto \xi(t)\) above is constructed explicitly, see [13, Theorem 2.5]. A negative result is also available. Before stating it, recall that for a measurable function \(\varphi : \mathbb{R}^+ \to \mathbb{R}\), its non-decreasing rearrangement is the function \(\varphi_* : \mathbb{R}^+ \to \mathbb{R}\), which is non-decreasing and satisfies \(\mathcal{L}^1(\varphi_*^{-1}([\sigma, a])) \leq \mathcal{L}^1(\varphi^{-1}([\sigma, a]))\) for all \(a \in \mathbb{R}\).

**Theorem 5.2.** [14, Theorem 2.7] Let \(c > 0\). Fix a bounded \(\psi \in C^{1,1}_{\text{loc}}(\mathbb{R}; \mathbb{R})\) and define \(v\) as in (16). Let \(\varphi_*\) be the non-decreasing rearrangement of the function

\[
\varphi(s) = \psi' \left( \sqrt{\frac{s}{\pi}} \right) \frac{s}{\sqrt{\pi}} + 2 \psi \left( \sqrt{\frac{s}{\pi}} \right).
\]

If the initial set \(K_o\) is such that

\[
2 c \sigma \pi + \int_0^\sigma \varphi_*(s) \, ds > 0 \quad \text{for all } \sigma \geq \mathcal{L}^2(K_o)
\]

then, for every \(\xi \in C^{0,1}_{\text{loc}}(\mathbb{R}^+; \mathbb{R}^n)\), the measure \(\mathcal{L}^2(\mathcal{R}_\xi(t, K_o))\) of the reachable set \(\mathcal{R}_\xi(t, K_o)\) of (15) increases unboundedly in time, so that no confinement is possible.

We refer to the cited references for the statement of these results in arbitrary space dimension. Theorem 5.2 holds also in the case of several individuals, each acting as in (16) (see [14]).
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Abstract. We introduce a simple hyperbolic system of three equations, in one space dimension, which models a fluid flow through a porous medium. The model also allows for phase transitions of the fluid: both liquid and vapor phases may be present as well as mixtures of them. At last, an equilibrium pressure makes metastable states possible. The porous medium is modeled by a damping term that depends on the phase and is linear in the velocity.

First, we give some necessary conditions in order that two end-states can be joined by a traveling wave. Then, we provide several sufficient conditions which yield the existence and uniqueness of traveling waves in many different situations. We also verify some structural properties of the model, which imply the global existence of smooth solutions for states close to the stable-liquid or stable-vapor regions.

1. Introduction. We propose in this paper a model for dynamic liquid-vapor phase transitions that occur in the fluid flow through a porous medium. We make the assumptions that the fluid is inviscid and that the flow may be assumed to be isothermal. In Lagrangian coordinates, the system is written as

\[
\begin{aligned}
    v_t - u_x &= 0, \\
    u_t + p(v, \lambda)_x &= -\alpha(\lambda) u, \\
    \lambda_t &= \frac{1}{\tau} \left( p(v, \lambda) - p_e \right) \lambda(\lambda - 1),
\end{aligned}
\]

for \( t > 0 \) and \( x \in \mathbb{R} \). The notation is standard: \( v > 0 \) denotes the specific volume, \( u \) the velocity, \( p \) the pressure, \( \lambda \in [0, 1] \) the mass-density fraction of the vapor in the fluid. We write for short \( w = (v, u, \lambda) \). The flow occurs through a porous medium and the friction force exerted by the medium is assumed to be proportional to the linear momentum, with opposite direction; we emphasize that the proportionality factor \( \alpha(\lambda) \) may depend, in a smooth way, on the phase (or the mixtures of phases) of the fluid. The model is completed by a reaction term in the equation for the evolution of the phases: there, the constants \( \tau > 0 \) and \( p_e > 0 \) denote a characteristic reaction time and an equilibrium pressure, respectively.

2000 Mathematics Subject Classification. Primary: 35C07, 76S05, 82B26; Secondary: 35L65.

Key words and phrases. Traveling waves, Phase transitions, Porous media.

475
In order to close the model, we assume that the pressure $p(v, \lambda)$ is a given smooth function satisfying the following physical requirements:

$$p_v < 0, \quad p_\lambda > 0, \quad p_{vv} > 0, \quad p_{v\lambda} < 0.$$  \hspace{1cm} (2)

As a consequence of the assumption $p_v < 0$, the homogeneous part of 1 is hyperbolic with eigenvalues $\pm \sqrt{-p_v}$ and 0. A simple example of a pressure law satisfying 2 is

$$p = \frac{\kappa_0 + \lambda(\kappa_1 - \kappa_0)}{v^\gamma},$$

for $\gamma \geq 1$ and $\kappa_0 < \kappa_1$.

The system 1 is a particular case of a much more complete model proposed in [10], which we adapted here to the case of a flow in a porous medium. About the homogeneous system, we refer to [10] for traveling waves, to [1] for the Riemann problem and to [4] for many structural properties on the stability of large waves. The existence of global weak solutions to the initial-value problem, with initial data of bounded variation, was first proved in [2] and then in [5] in a different way. Similar results were proved in [3] for the nonhomogeneous system in the undamped case $\alpha = 0$; in that paper, the relaxation limit $\tau \to 0$ was also studied for states close either to $\lambda = 0$ or $\lambda = 1$. Related results about the $2 \times 2$ Riemann problem with the constraint $(p - p_e)\lambda(\lambda - 1) = 0$ can be found in [6]. On the other hand, the purely damped system, where the third equation reduces to $\lambda_t = 0$, was considered in [13]; in that case, the damping effect of the source term allowed to prove the existence of (small) smooth global solutions. We mention that if the state variable $\lambda$ is missing, then the related $2 \times 2$ system was studied for instance in [15, 14, 12, 9].

In this note, we provide some results about the existence of traveling waves for 1 in the case that $\alpha(\lambda)$ is bounded away from zero. First, we state some necessary conditions on the end states; then, we provide many sufficient conditions for the existence of such solutions. The sufficient conditions are concerned with the possible mutual intersections of three curves: the equilibrium curve $G$, the sound-speed curve $S$ and the equilibrium-pressure curve $P$ where $p$ equals $p_e$. We emphasize that, even if our analysis does not cover all possible positions of such curves, nevertheless the method of proof can be used to study specific situations as well. Full proofs can be found in [8] in the case that $\alpha \neq 0$ is constant; they easily adapt to the current case $\alpha(\lambda) > 0$. The case when $\alpha(\lambda)$ is allowed to vanish, for instance if $\alpha(1) = 0$, requires a more detailed analysis; we refer to [7] about this latter case. In the last section we check that system 1 satisfies both the Shizuta-Kawashima and the strict entropy-dissipation conditions on the stable regions of pure liquid and pure vapor. Then, by a result in [11], we deduce the existence of global smooth solutions to the initial-value problem when the initial datum is close to one of these regions.

2. Traveling waves: existence and uniqueness. A traveling wave is a solution to 1 of the form $w(\xi) = w\left(\frac{\xi - ct}{\tau}\right)$ satisfying $w(\pm \infty) = w_\pm$ and $w'(\pm \infty) = 0$. Here $c$ is the constant speed of propagation of the wave and we may assume that $c \geq 0$. This means that $w$ must be a solution of

$$\begin{cases}
-cv' - u' = 0, \\
-cu' + p' = -Au, \\
-c\lambda' = (p - p_e)\lambda(\lambda - 1),
\end{cases}$$

(3)
and must satisfy the conditions

\[
\begin{align*}
(v, u, \lambda)(\pm\infty) &= (v_{\pm}, u_{\pm}, \lambda_{\pm}), \\
(v', u', \lambda')(\pm\infty) &= 0,
\end{align*}
\]

for \((v_{\pm}, u_{\pm}, \lambda_{\pm}) \in (0, +\infty) \times \mathbb{R} \times [0, 1]\). We assume that \(\alpha(\lambda)\) is a smooth function satisfying \(\alpha(\lambda) > 0\) for every \(\lambda \in [0, 1]\); we denoted \(A = A(\lambda) = \alpha(\lambda)\tau\).

The end states are equilibrium points of \(3\) and then must satisfy either \(u_{\pm} = 0\) or \((p_{\pm} - p_c)\lambda_{\pm}(\lambda_{\pm} - 1) = 0\). By considering the first equation in \(3\) we find another jump condition, namely \(c(v_+ - v_-) = 0\). We discard the stationary case \(c = 0\) for brevity (see however [8]) and then focus on the remaining case

\[c > 0, \quad v_+ = v_+ := \bar{v}.\]

We substitute the second equation of \(3\) into the first one; then, by denoting

\[s(v, \lambda) := c^2 + p_v, \quad g(v, \lambda) := Ac(v - \bar{v}) + \frac{1}{c}p_\lambda(p - p_c)\lambda(\lambda - 1),\]

we re-write \(3\) as

\[
\begin{align*}
sv' &= g, \\
\lambda' &= -\frac{1}{c}(p - p_c)\lambda(\lambda - 1),
\end{align*}
\]

with the end states, deduced by \(4\),

\[
\begin{align*}
(v, \lambda)(\pm\infty) &= (\bar{v}, \lambda_{\pm}), \\
(v', \lambda')(\pm\infty) &= 0.
\end{align*}
\]

The equilibrium points of \(6\) are \((\bar{v}, 0), (\bar{v}, 1)\) and the points \((\bar{v}, \bar{\lambda})\) satisfying \(p(\bar{v}, \bar{\lambda}) = p_c\): we point out that, by \(2\), for each \(\bar{v}\) there is at most one \(\bar{\lambda}\) satisfying the latter equation. At last, we define the curves

\[
S: s(v, \lambda) = 0, \quad G: g(v, \lambda) = 0, \quad P: p(v, \lambda) = p_c.
\]

We notice that the whole curve \(S\) is singular for system \(6\). We denote \(p_{\pm} = p(\bar{v}, \lambda_{\pm})\) and \(s_{\pm} = s(\bar{v}, \lambda_{\pm})\); in the following, we assume for simplicity that

\[s(\bar{v}, \lambda_{\pm}) \neq 0.\]

We first give some necessary conditions on the end states in order that \(1\) has traveling wave solutions. These conditions are a consequence of the presence of the equilibrium pressure \(p_c\): the stable states for the dynamical system \(6\) are those with \(p > p_c\) and \(\lambda = 0\) or those with \(p < p_c\) and \(\lambda = 1\). Conversely, the states with \(p > p_c\) and \(\lambda = 1\) or those with \(p < p_c\) and \(\lambda = 0\) are unstable. The latter states are also called metastable.

**Lemma 2.1.** In order that \(6-7\) has solutions, the end states \((\bar{v}, \lambda_{\pm})\) must satisfy one of the following conditions,

\[(i)\] \(p_{\pm} > p_c\) and either \(\lambda_- = 0\) or \(\lambda_+ = 1\);
\[(ii)\] \(p_{\pm} < p_c\) and either \(\lambda_- = 1\) or \(\lambda_+ = 0\);
\[(iii)\] \(p_+ > p_c = p_-\) and either \(\lambda_- < 1\) or \(\lambda_+ = 1\);
\[(iv)\] \(p_+ < p_c = p_-\) and either \(\lambda_- > 0\) or \(\lambda_+ = 0\);
\[(v)\] \(p_+ = p_-\) and \(\lambda_- = \lambda_+\).

No other case may occur.

We first give some necessary conditions on the end states in order that \(1\) has traveling wave solutions. These conditions are a consequence of the presence of the equilibrium pressure \(p_c\): the stable states for the dynamical system \(6\) are those with \(p > p_c\) and \(\lambda = 0\) or those with \(p < p_c\) and \(\lambda = 1\). Conversely, the states with \(p > p_c\) and \(\lambda = 1\) or those with \(p < p_c\) and \(\lambda = 0\) are unstable. The latter states are also called metastable.

**Lemma 2.1.** In order that \(6-7\) has solutions, the end states \((\bar{v}, \lambda_{\pm})\) must satisfy one of the following conditions,

\[(i)\] \(p_{\pm} > p_c\) and either \(\lambda_- = 0\) or \(\lambda_+ = 1\);
\[(ii)\] \(p_{\pm} < p_c\) and either \(\lambda_- = 1\) or \(\lambda_+ = 0\);
\[(iii)\] \(p_+ > p_c = p_-\) and either \(\lambda_- < 1\) or \(\lambda_+ = 1\);
\[(iv)\] \(p_+ < p_c = p_-\) and either \(\lambda_- > 0\) or \(\lambda_+ = 0\);
\[(v)\] \(p_+ = p_-\) and \(\lambda_- = \lambda_+\).

No other case may occur.

The proof of the lemma follows by considering the directions of the field lines of the dynamical system \(6\). To give an idea of the argument, we show that traveling waves cannot exist if \(p_- < p_c < p_+\). Assume by contradiction that a trajectory exists. Then, the condition \(p_\lambda > 0\) in \(2\) implies \(\lambda_- = 0\) and \(\lambda_+ = 1\); therefore,
the trajectory $\lambda(\xi)$ would be decreasing in a neighborhood of the end point $(\bar{v}, 0)$, because of the second equation in 6. This clearly is a contradiction.

The following lemma, where we use the numbering introduced in Lemma 2.1, provides some general information about the curves $S$, $G$ and $P$. In particular, we study the mutual positions of the curves $G$ and $P$, where both right-hand sides of system 6 vanish. We refer to Figure 1 where, as in the following, we plot graphs in the $(\lambda, v)$-plane while we keep the reverse ordering $(v, \lambda)$ for the arguments of functions.

Figure 1. Mutual positions of the curves $G$ and $P$ in cases (i)–(iv).

Lemma 2.2. The following holds true for the curves $S$, $G$ and $P$.

(a) The curves $S$ and $P$ define increasing functions of $\lambda$.
(b) In cases (i) and (ii) the curves $G$ and $P$ do not intersect. In the former case, the curve $G$ lies below $P$ and above the line $v = \bar{v}$; in the latter, conversely.
(c) In cases (iii) and (iv) the curves $G$ and $P$ intersect only at $\lambda_-$. In the former case, the curve $G$ lies below $P$ and above the line $v = \bar{v}$, in $[\lambda_-, 1] \times \mathbb{R}$; in the latter, conversely in $[0, \lambda_-] \times \mathbb{R}$.
(d) In case (v) the curves $G$ and $P$ intersect only at $\bar{\lambda} = \lambda_\pm$. The curve $G$ lies above $P$ and below the line $v = \bar{v}$ in $[0, \bar{\lambda}] \times \mathbb{R}$ and conversely in $[\bar{\lambda}, 1] \times \mathbb{R}$.

The proof follows by simple analytical arguments.

Now, we state our main results about the existence of the traveling wave profiles. We notice that the sufficient conditions below focus on the mutual positions of the curves $S$ and $G$, differently from the conditions in Lemma 2.1. In particular, when $S$ and $G$ intersect, both sides of the first equation in 6 vanish.

Theorem 2.3. We consider the traveling-wave system 6 with end data 7 and assume 8. Moreover, referring to the cases listed in Lemma 2.1, we assume that:

(i) $S$ and $G$ intersect at most once;
(ii) $S$ and $G$ do not intersect;
(iii) $S$ and $G$ intersect at most once in the strip $\mathbb{R} \times (\lambda_-, 1]$;
(iv) $S$ and $G$ do not intersect in $\mathbb{R} \times [0, \lambda_-)$.

Here, the intersection points are of multiplicity one.

Then, traveling waves exist and, for each speed $c$, they are unique up to a shift in $\xi$. Moreover, in case (v) the only solution is the trivial constant solution.

We give a sketch of the proof in one of the most significant cases, namely when the curves $S$ and $G$ intersect (once, by assumption). Consider, for instance, case (i) when $s_- > 0 > s_+$, when an intersection must occur, see Figure 2. Let $(\lambda_0, v_0)$ be
the intersection point; by Lemma 2.2, we have \( v_0 > \bar{v} \) and \( p(v_0, \lambda_0) > p_e \). It is easy to check that the field lines drive the trajectory toward \((\lambda_0, v_0)\); then, the issue is how to solve the problem

\[
\begin{cases}
sv' = g, \\
\lambda' = -\frac{1}{c}(p - p_e)\lambda(\lambda - 1), \\
(v, \lambda)(0) = (v_0, \lambda_0).
\end{cases}
\] (9)

It can be proved that there are exactly two solutions to 9 locally around \( \xi = 0 \) and both of them cross \( S \) transversally. Moreover, the slope of \( S \) at \((\lambda_0, v_0)\) is larger than that of \( G \). We denote \( S_\pm = \{(\lambda, v): \pm s > 0\} \) and

\[
\Omega_1 = \{ (\lambda, v) \in \mathbb{R}^2 : 0 < \lambda < \lambda_0, \ v > \bar{v}, \ p > p_e, \ s > 0 \},
\]

\[
\Omega_2 = \{ (\lambda, v) \in \mathbb{R}^2 : \lambda_0 < \lambda < 1, \ v > \bar{v}, \ p > p_e, \ s < 0 \}.
\]

\[\text{Figure 2. Case (i), subcase } s_- > 0 > s_+ .\]

Let \( (v(\xi), \lambda(\xi)) \) be the \( C^1 \) solution to 9 that crosses \((v_0, \lambda_0)\) from \( S_+ \) to \( S_- \). We claim that \( (v(\xi), \lambda(\xi)) \) is a solution to 6.

On the one hand, the trajectory enters \( \Omega_2 \) because of Lemma 2.2. The trajectory can exit \( \Omega_2 \) neither through the boundary \( \lambda = \lambda_0 \), since \( \lambda(\xi) \) is increasing, nor through \( \lambda = 1 \) at some \( v \neq \bar{v} \), by the uniqueness of solutions to the initial-value problem. Moreover, the flow directions at both \( \partial \Omega_2 \cap \{ v = \bar{v} \} \) and \( \partial \Omega_2 \cap \mathcal{P} \) are directed inside \( \Omega_2 \), as well as those at points of \( \Omega_2 \) close to \( S \). As a consequence, the trajectory is driven to the equilibrium point \((1, \bar{v})\) as \( \xi \to +\infty \).

On the other hand, for \( \xi < 0 \) and close to 0, this trajectory lies in \( \Omega_1 \). Since \( \lambda(\xi) \) is increasing, the trajectory cannot enter \( \Omega_1 \) through \( \lambda = \lambda_0 \). Moreover, the flow direction points toward the exterior of \( \Omega_1 \) both at \( \Omega_1 \cap \mathcal{P} \), because \( g > 0 \) there, and at \( \Omega_1 \cap \{ v = \bar{v} \} \) or in a neighborhood of \( \Omega_1 \cap S \). The uniqueness of the initial value problem rules out the possibility for the trajectory to enter \( \Omega_1 \) through \( \lambda = 0 \) at \( v \neq \bar{v} \). Thus, the trajectory must connect to the equilibrium point \((0, \bar{v})\) as \( \xi \to -\infty \).

Hence, a traveling wave to 6 exists in this case.

3. The global existence of smooth solutions. In [11], the authors considered a system of balance laws, in one space dimension, provided with a strictly convex entropy \( \eta \). They studied the initial-value problem for an initial datum close to an equilibrium point of the system and proved that the system had smooth solutions, defined globally in time, under two assumptions: the Shizuta-Kawashima and the strict entropy-dissipation condition had to be satisfied at the equilibrium point. We
prove in this section that, if \( \alpha(\lambda) > 0 \), system 1 satisfies both conditions at the equilibrium points lying either on the stable-liquid or on the stable-vapor curve. We denote the flux function and the source term of 1 by \( F \) and \( G \), respectively, i.e., \( F(w) = (-u, p, 0) \) and

\[
G(w) = \left( 0, -\alpha(\lambda)u, (p(v, \lambda) - p_e)\lambda(\lambda - 1) \right) \equiv (0, q(w)),
\]

where we set \( \tau = 1 \) for simplicity. We introduce the notation \( \gamma_0 = \{(v, 0, 0) : v > 0, p \neq p_e\} \), \( \gamma_1 = \{(v, 0, 1) : v > 0, p \neq p_e\} \), \( \gamma_e = \{(v, 0, \lambda) : v > 0, p = p_e, \lambda \neq 0, 1\} \). We also write \( \gamma_0^c = \{(v, 0, 0) \in \gamma_0 : p(v, 0) < p_e\} \) and \( \gamma_1^c = \{(v, 0, 1) \in \gamma_1 : p(v, 0) < p_e\} \) for the stable-liquid, respectively, stable-vapor equilibrium points.

The Shizuta-Kawashima condition (in the hyperbolic setting [11]) holds for 1 at an equilibrium point \( \bar w \) if

\[
\ker DG(\bar w) \cap \{\text{eigenspaces of } DF(\bar w)\} = \{0\}, \tag{10}
\]

The eigenvalues of \( DF \) are \( e_1 = -c, e_2 = 0, e_3 = c \), for \( c = c(v, \lambda) = \sqrt{-p_v} \), with eigenvectors
\[
r_1 = t(1, c, 0), \quad r_2 = t(p\lambda, 0, -p_e), \quad r_3 = t(-1, c, 0).
\]

Then we have
\[
(Dg)r_1 = -(Dg)r_3 = (0, -\alpha c, p_e\lambda(\lambda - 1)),
\]
\[
(Dg)r_2 = (0, -\alpha' u_p e, -\lambda(\lambda - 1)p_x p_e - p_e(p - p_e)(2\lambda - 1)).
\]

Therefore \( r_i \notin \ker Dg \) if \( i = 1, 2, 3 \) and \( w \in \gamma_0 \cup \gamma_1 \cup \gamma_e \). As a consequence, condition 10 is satisfied on \( \gamma_0 \cup \gamma_1 \cup \gamma_e \).

We now recall the conditions on the dissipation of entropy [11]. Let \( \eta = \eta(w) \) be a strictly convex entropy for 1 with entropy flux \( q = q(w) \); this means that \( D\eta DF = Dq \). The system 1 is \textit{entropy dissipative} in a neighborhood \( \omega \) of an equilibrium point \( \bar w \) if for every \( w \in \omega \)

\[
(D\eta(w) - D\eta(\bar w)) \cdot G(w) \leq 0. \tag{11}
\]

Since \( \eta \) is strictly convex we can make the change of variables \( W = D\eta(w) \) and write \( W = (U, V) \in \mathbb{R} \times \mathbb{R}^2 \). By denoting \( \Phi = (D\eta)^{-1} \) we write 1 as

\[
A_0(W)\partial_t W + A_1(W)\partial_x W = G(\Phi(W)). \tag{12}
\]

Let \( \bar W = \Phi^{-1}(\bar w) \). Then, condition 11 becomes

\[
(V - \bar V) \cdot Q(W) \leq 0, \tag{13}
\]

for every \( W \) in a neighborhood \( \Omega = \Phi^{-1}(\omega) \) of \( \bar W \). Here \( Q(W) = q(\Phi(W)) \).

**Definition 3.1.** The system 1 is strictly entropy-dissipative in a neighborhood \( \Omega \) of \( \bar W \) if there exists a positive-definite \( 2 \times 2 \) matrix \( B(W, \bar W) \) such that

\[
Q(W) = -B(W, \bar W)(V - \bar V)
\]

for every \( W \in \Omega \).

We notice that the condition of strict entropy-dissipation implies 11, by 13. System 1 admits the entropy-entropy flux pair \((\eta, q)\) [3] given by

\[
\eta(w) = \frac{u^2}{2} - P(v, \lambda) + \phi(\lambda), \quad q(w) = up. \tag{14}
\]
Here, $P(v, \lambda) = \int_v^w p(z, \lambda)dz$ for some fixed $v_0 > 0$ and $\phi$ is any smooth function. Remark that (14) is the canonical entropy pair for the $p$-system in the case that $p$ is independent of $\lambda$ and then $\phi = 0$.

**Lemma 3.2.** The entropy $\eta$ in (14) is strictly convex if

$$\phi'' - P_{\lambda\lambda} - \left(\frac{p_\lambda}{p_v}\right)^2 > 0.$$  \hfill (15)

**Proof.** We have $D\eta(w) = (-p, u, \phi' - P_\lambda)$ and

$$D^2\eta(w) = \begin{pmatrix} -p_v & 0 & -p_\lambda \\ 0 & 1 & 0 \\ -p_\lambda & 0 & \phi'' - P_{\lambda\lambda} \end{pmatrix}.$$  

Then, $D^2\eta(w)$ is positive definite if both $\phi'' - P_{\lambda\lambda} > 0$ and $-p_v (\phi'' - P_{\lambda\lambda}) - (p_\lambda)^2 > 0$ hold true. Condition (15) implies both inequalities. \hfill \square

For simplicity, we focus on the equilibrium region $\gamma_0^s$; below, we shall show how an analogous result can be obtained for $\gamma_*^s$. We choose (3)

$$\phi(\lambda) = \frac{C}{2} \lambda^2,$$  \hfill (16)

for a positive constant $C$ and make the assumption

$$p_\lambda(v, 0) = 0.$$  \hfill (17)

If $v$ varies in a bounded interval $[v_0, v_1]$, then (15) holds for $\lambda$ close to 0 if $C$ is large enough to have

$$\int_{v_0}^{v_1} p_{\lambda\lambda}(v, 0) \, dv < C.$$  \hfill (18)

Under the above assumptions, it is easy to see that system 1 is entropy dissipative on $\gamma_0^s$. In fact, fix $\bar{w} = (\bar{v}, 0, 0) \in \gamma_0^s$ and consider $w$ in a neighborhood of $\bar{w}$. Condition (11) becomes

$$-\alpha u^2 + \left(\phi''(\lambda) - P_\lambda(v, \lambda)\right) \left(p(v, \lambda) - p_e\right) \lambda(\lambda - 1) \leq 0.$$  

In the same way, one easily see that, with the choices above, system 1 is neither entropy dissipative on the unstable branch of $\gamma_0$ nor on $\gamma_e$.

**Lemma 3.3.** Let $\eta$ be defined by (14) and (16); moreover, assume (17) and (18). Then, system 1 is strictly entropy-dissipative on $\gamma_0^s$.

**Proof.** We compute, for $\Delta = \frac{1}{\delta \beta - \gamma^2} = -p_v (\phi''(\lambda) - P_{\lambda\lambda}) - p_\lambda^2$,

$$\Phi'(W) = \frac{1}{\Delta} \begin{pmatrix} \phi'' - P_{\lambda\lambda} & 0 & p_\lambda \\ 0 & \Delta & 0 \\ p_\lambda & 0 & -p_v \end{pmatrix} \cong \begin{pmatrix} \delta & 0 & \gamma \\ 0 & 1 & 0 \\ \gamma & 0 & \beta \end{pmatrix}.$$  

Then, system 1 can be written as (12) with

$$A_1(W) = Df(\Phi(W)) \Phi'(W) = \begin{pmatrix} 0 & -1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},$$

$$G(\Phi(W)) = \begin{pmatrix} 0 \\ Q(W) \end{pmatrix} = \begin{pmatrix} 0 \\ -\alpha (\lambda(U, V_2)) V_1 \\ h(v(U, V_2), \lambda(U, V_2)) \end{pmatrix}.$$
We have $\Gamma_0^s = \Phi^{-1}(\gamma_0^s) = \{(-p(v,0),0,0) : v > 0, p(v,0) > p_e\}$. Fix any $\bar{W} = (\bar{U},0,0) \in \Gamma_0^s$, with reference to Definition 3.1 we have $\bar{V} = 0$. Then we can write
\[
Q(W) = -\begin{pmatrix} \alpha (\lambda(U,V_2)) & 0 \\ 0 & -h(v(U,V_2),\lambda(U,V_2)) \end{pmatrix} \begin{pmatrix} V_1 \\ V_2 \end{pmatrix} = -B(W,\bar{W}) \begin{pmatrix} V_1 \\ V_2 \end{pmatrix}.
\]
Since $\alpha > 0$, we only need to prove that $-h(v(U,V_2),\lambda(U,V_2))/V_2 > 0$, which immediately follows by 18.

An analogous result can be proved for the equilibrium region $\gamma_1^s$. In that case, replace 16 with $\phi(\lambda) = \frac{1}{2}(\lambda-1)^2$, 17 with $p_\lambda(v,1) = 0$, 18 with $\int_0^1 p_{\lambda\lambda}(v,1) \, dv < C$.
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Abstract. We consider the numerical solution of Hamilton-Jacobi-Bellman equations arising in stochastic control theory. We introduce a class of monotone approximation schemes relying on monotone interpolation. These schemes converge under very weak assumptions, including the case of arbitrary degenerate diffusions. Besides providing a unifying framework that includes several known first order accurate schemes, stability and convergence results are given, along with two different robust error estimates. Finally, the method is applied to a super-replication problem from finance.

1. Introduction. In this paper we consider the numerical solution of partial differential equations of Hamilton-Jacobi-Bellman type,

\[ u_t - \inf_{\alpha \in \mathcal{A}} \left\{ \mathcal{L}_\alpha(u)(t,x) + e^\alpha(t,x)u + f^\alpha(t,x) \right\} = 0 \quad \text{in} \quad Q_T, \quad (1) \]

\[ u(0,x) = g(x) \quad \text{in} \quad \mathbb{R}^N, \quad (2) \]

where \( \mathcal{L}_\alpha(u)(t,x) = \text{tr}[a^\alpha(t,x)D^2u(t,x)] + b^\alpha(t,x)Du(t,x), \) 

\( QT := (0,T] \times \mathbb{R}^N, \) and \( \mathcal{A} \) is a complete metric space. The coefficients \( a^\alpha, b^\alpha, c^\alpha, f^\alpha \) and the initial data \( g \) take values respectively in \( \mathbb{S}^N, \mathbb{R}^N, \mathbb{R}, \mathbb{R}, \) and \( \mathbb{R}. \) We will only assume that \( a^\alpha \) is positive semidefinite, thus the equation is allowed to degenerate and hence not have smooth solutions in general. By solutions in this paper we will therefore always mean generalized solutions in the viscosity sense, see e.g. [6, 12]. Then the solution coincides with the value function of a finite horizon, optimal stochastic control problem [12].

To ensure comparison and well-posedness of (1)–(2) in the class of bounded \( \mathcal{C}^2 \) functions, we will use the following standard assumptions on its data:


Key words and phrases. Monotone approximation schemes, difference-interpolation methods, stability, convergence, error bound, degenerate parabolic equations, Hamilton-Jacobi-Bellman equations, viscosity solution.
includes SL schemes for first order Bellman equations \[5, 9\] and some new versions cone \[4\] and some of the monotone schemes of Crandall and Lions \[7\]. It also involves diffusion matrices that are not diagonally dominant. This class includes as discussed in the following section.

The following result is standard.

**Proposition 1.** Assume that (A1) holds. Then there exist a unique solution \(u\) of (1)–(2) which we call Semi-Lagrangian or SL schemes. These schemes converge under very weak assumptions, including the case of arbitrary degenerate schemes for (1)–(2) which we call Semi-Lagrangian or SL schemes. These schemes

Furthermore, if \(u_1\) and \(u_2\) are sub- and supersolutions of (1) satisfying \(u_1(0, \cdot) \leq u_2(0, \cdot)\), then \(u_1 \leq u_2\).

2. **Semi-Lagrangian schemes.** Following \[8\] we propose a class of approximation schemes for (1)–(2) which we call Semi-Lagrangian or SL schemes. These schemes converge under very weak assumptions, including the case of arbitrary degenerate diffusions. In particular, these schemes are \(L^\infty\)-stable and convergent for problems involving diffusion matrices that are not diagonally dominant. This class includes (parabolic versions of) the “control schemes” of Menaldi \[11\] and Camilli and Falcone \[4\] and some of the monotone schemes of Crandall and Lions \[7\]. It also includes SL schemes for first order Bellman equations \[5, 9\] and some new versions as discussed in the following section.

The schemes are defined on a possibly unstructured family of grids \(\{G_{\Delta t, \Delta x}\}\),

\[ G = G_{\Delta t, \Delta x} = \{(t_n, x_i)\}_{n \in \mathbb{N}, i \in \mathbb{N}} = \{t_n\}_{n \in \mathbb{N}} \times \mathcal{X}, \]

for \(\Delta t, \Delta x > 0\). Here \(0 = t_0 < t_1 < \cdots < t_n < t_{n+1}\) satisfy

\[ \max_n \Delta t_n \leq \Delta t \quad \text{where} \quad \Delta t_n = t_n - t_{n-1}, \]

and \(\mathcal{X} = \{x_i\}_{i \in \mathbb{N}}\) is the set of vertices or nodes for a non-degenerate polyhedral subdivision of \(\mathbb{R}^N\).

We consider the following general finite difference approximations of the differential operator \(L_\alpha[u]\) in (1):

\[ L_\alpha^k[u](t, x) := \sum_{i=1}^{M} \frac{\phi(t, x + y_{k,i}^+(t, x)) - \phi(t, x + y_{k,i}^-(t, x))}{2k^2}, \quad (3) \]

for \(k > 0\) and some \(M \geq 1\). For this approximation we will assume

\[
\begin{align*}
\sum_{i=1}^{M} [y_{k,i}^+ + y_{k,i}^-] &= 2k^2b^\alpha + O(k^4), \\
\sum_{i=1}^{M} [y_{k,i}^+ y_{k,i}^+ + y_{k,i}^- y_{k,i}^- + y_{k,i} y_{k,i}^+ - y_{k,i}^+ y_{k,i}^- + y_{k,i}^+ y_{k,i}^- - y_{k,i}^+ y_{k,i}^-] &= 2k^2\sigma^\alpha \sigma^\alpha^\top + O(k^4), \\
\sum_{i=1}^{M} [y_{k,i} y_{k,i,j} y_{k,i,j}^+ + y_{k,i}^+ y_{k,i,j} - y_{k,i}^- y_{k,i,j} - y_{k,i}^+ y_{k,i,j}^+ - y_{k,i}^- y_{k,i,j} - y_{k,i}^+ y_{k,i,j}^+] &= O(k^4), \\
\sum_{i=1}^{M} [y_{k,i} y_{k,i,j} y_{k,i,j} y_{k,i,j}^+ + y_{k,i}^+ y_{k,i,j} - y_{k,i}^- y_{k,i,j} - y_{k,i}^+ y_{k,i,j}^+ - y_{k,i}^- y_{k,i,j} - y_{k,i}^+ y_{k,i,j}^+] &= O(k^4),
\end{align*}
\]

for all \(j_1, j_2, j_3, j_4 = 1, 2, \ldots, N\) indicating components of the \(y\)-vectors.
Under assumption (Y1), a Taylor expansion shows that \( L_k^n \) is a second order consistent approximation satisfying
\[
|L_k^n[\phi] - L^0[\phi]| \leq C(|D\phi|_0 + \cdots + |D^4\phi|_0)k^2
\]
for all smooth functions \( \phi \), where \(|\phi|_0 = \sup_{(t,x)\in\mathbb{R}^2} |\phi(x,t)|\).

To relate this approximation to the spatial grid \( X_{\Delta x} \), we replace \( \phi \) by its interpolant \( \mathcal{I}\phi \), yielding overall a semi-discrete approximation of (1),
\[
U_t - \inf_{\alpha \in A} \left\{ L_k^n[\mathcal{I}\phi](t, x) + c^n(t, x)U + f^n(t, x) \right\} = 0 \quad \text{in} \quad (0, T) \times X_{\Delta x}.
\]

We require the interpolation operator \( \mathcal{I} \) to fulfill the following two conditions:

(1) There are \( K \geq 0, r \in \mathbb{N} \) such that for all smooth functions \( \phi \)
\[
|\mathcal{I}\phi|_0 \leq K |D^r\phi|_0 \Delta x^r.
\]

(2) There is a set of non-negative functions \( \{w_j(x)\}_j \) such that
\[
(\mathcal{I}\phi)(x) = \sum_j \phi(x_j)w_j(x),
\]
and
\[
w_j(x) \geq 0, \quad w_i(x_j) = \delta_{ij}
\]
for all \( i, j \in \mathbb{N} \).

(1) implies together with (4) that \( L_k^n[\mathcal{I}\phi] \) is a consistent approximation of \( L^0[\phi] \) if \( \Delta x^r \to 0 \). An interpolation satisfying (2) is said to be positive and is monotone in the sense that \( U \leq V \) implies that \( \mathcal{I}U \leq \mathcal{I}V \). Typically \( \mathcal{I} \) will be constant, linear, or multi-linear interpolation (i.e. \( r \leq 2 \) in (1)), because higher order interpolation is not monotone in general.

The final scheme can now be found by discretizing in time using a parameter \( \theta \in [0, 1] \),
\[
\delta_{\Delta t, n} U^n_i = \inf_{\alpha \in A} \left\{ L_k^n[\mathcal{I}\phi^n_i + c_i^n + f_i^n + f_i^n] \right\}
\]
for all \( n \in \mathbb{N} \), where \( U^n_i = U(t_i, x_i), f^n_i = f^n(t_i + \theta \Delta t_i, x_i) \), \( \mathcal{I}\phi^n_i = (1 - \theta)\phi^{n-1} + \theta \phi^n \).

As initial conditions we take
\[
U_i^0 = g(x_i) \quad \text{in} \quad X_{\Delta x}.
\]

For the choices \( \theta = 0, 1, \) and \( 1/2 \) the time discretization corresponds to respectively explicit Euler, implicit Euler, and mid-point rule. For \( \theta = 1/2 \), the full scheme can be seen as generalized Crank-Nicolson type discretization.

### 3. Examples of approximations \( L_k^n \)

1. The approximation of Falcone [9] (see also [5]),
\[
b^n D\phi \approx \frac{\mathcal{I}\phi(x + hb^n) - \mathcal{I}\phi(x)}{h},
\]
corresponds to our \( L_k^n \) if \( k = \sqrt{h}, \ y_k,n = k^2b^n \).
2. The approximation of Crandall-Lions [7],
\[
\frac{1}{2} \text{tr}[\sigma^\alpha \sigma^\alpha^\top D^2 \phi] \approx \sum_{j=1}^P \frac{I \phi(x + k \sigma_j^\alpha) - 2 I \phi(x) + I \phi(x - k \sigma_j^\alpha)}{2k^2},
\]

and corresponds to our \( L_k^\alpha \) if \( y_{k,j}^{\alpha,\pm} = \pm k \sigma_j^\alpha \) and \( M = P \).

3. The corrected version of the approximation of Camilli-Falcone [4] (see also [11]),
\[
\frac{1}{2} \text{tr}[\sigma^\alpha \sigma^\alpha^\top D^2 \phi] + b^\alpha D \phi
\]

\[
\approx \sum_{j=1}^P \frac{I \phi(x + \sqrt{h} \sigma_j^\alpha + \frac{h}{2} b^\alpha) - 2 I \phi(x) + I \phi(x - \sqrt{h} \sigma_j^\alpha + \frac{h}{2} b^\alpha)}{2h},
\]

and corresponds to our \( L_k^\alpha \) if \( k = \sqrt{h}, y_{k,j}^{\alpha,\pm} = \pm k \sigma_j^\alpha + \frac{h}{2} b^\alpha \) and \( M = P \).

4. The new approximation obtained by combining approximations 1 and 2,
\[
\frac{1}{2} \text{tr}[\sigma^\alpha \sigma^\alpha^\top D^2 \phi] + b^\alpha D \phi
\]

\[
\approx \sum_{j=1}^P \frac{I \phi(x + k^2 b^\alpha) - I \phi(x) + \sum_{j=1}^P I \phi(x + k \sigma_j^\alpha) - 2 I \phi(x) + I \phi(x - k \sigma_j^\alpha)}{2k^2},
\]

and corresponds to our \( L_k^\alpha \) if \( y_{k,j}^{\alpha,\pm} = \pm k \sigma_j^\alpha \) for \( j \leq P \), \( y_{k,P+1}^{\alpha,\pm} = k^2 b^\alpha \) and \( M = P + 1 \).

5. Yet another new approximation,
\[
\frac{1}{2} \text{tr}[\sigma^\alpha \sigma^\alpha^\top D^2 \phi] + b^\alpha D \phi \approx \sum_{j=1}^{P-1} \frac{I \phi(x + k \sigma_j^\alpha) - 2 I \phi(x) + I \phi(x - k \sigma_j^\alpha)}{2k^2} \]
\[
+ \frac{I \phi(x + k \sigma_P^\alpha + k^2 b^\alpha) - 2 I \phi(x) + I \phi(x - k \sigma_P^\alpha + k^2 b^\alpha)}{2k^2},
\]

and corresponds to our \( L_k^\alpha \) if \( y_{k,j}^{\alpha,\pm} = \pm k \sigma_j^\alpha \) for \( j < P \), \( y_{k,P}^{\alpha,\pm} = \pm k \sigma_P^\alpha + k^2 b^\alpha \) and \( M = P \).

When \( \sigma^\alpha \) does not depend on \( \alpha \) but \( b^\alpha \) does, approximations 4 and 5 are much more efficient than approximation 3.

4. Linear interpolation SL scheme (LISL). To keep the scheme (5) monotone, linear or multi-linear interpolation is the most accurate interpolation one can use in general. In this typical case we call the full scheme (5)–(6) the LISL scheme. In the following, we denote by \( c^\alpha_{\pm} \) the positive part of \( c^\alpha \). Then we have the following result by [8]:

**Theorem 4.1.** Assume that (A1), (I1), (I2), and (Y1) hold.

(a) The LISL scheme is monotone if the following CFL conditions hold:
\[
(1 - \theta) \Delta t \left[ \frac{M}{k^2} - \frac{c_{i,n,1+\theta}}{\epsilon_i} \right] \leq 1 \quad \text{and} \quad \theta \Delta t \frac{c_{i,n,1+\theta}}{\epsilon_i} \leq 1 \quad \text{for all} \quad \alpha, n, i.
\]  

(b) The truncation error of the LISL scheme is \( O(|1 - 2\theta| \Delta t + \Delta t^2 + k^2 + \Delta x^2) \); it is first order accurate for \( k = O(\Delta x^{1/2}) \), \( \Delta t = O(\Delta x) \) (\( \Delta t = O(\Delta x^{1/2}) \) if \( \theta = \frac{1}{2} \)).
(c) If $2\theta \Delta t \sup_{\alpha} |c^{\alpha,+}|_0 \leq 1$ and (7) holds, then there exists a unique bounded and $L^\infty$-stable solution $U$ of the LISL scheme converging uniformly to the solution $u$ of (1)-(2) as $\Delta t, k, \Delta x / k \to 0$.

From this result it follows that the scheme is at most first order accurate, has wide and increasing stencil and a good CFL condition. From the truncation error and the definition of $L^2_k$ the stencil is wide since the scheme is consistent only if $\Delta x / k \to 0$ as $\Delta x \to 0$ and has stencil length proportional to

$$l := \frac{\max_{t,x,\alpha,i} \{|y^{\alpha,+}_{k,i}|, |y^{\alpha,-}_{k,i}|\}}{\Delta x} \sim \frac{k}{\Delta x} \to \infty \quad \text{as} \quad \Delta x \to 0.$$ 

Here we have used that if (Y1) holds and $\sigma \not\equiv 0$, then typically $y^{\alpha,\tau}_{k,i} \sim k$. Note that if $k = \Delta x^{1/2}$, then $l \sim \Delta x^{-1/2}$. Finally, in the case $\theta \not= 1$ the CFL condition for (5) is $\Delta t \leq CK^2 \sim \Delta x$ when $k = O(\Delta x^{1/2})$, and it is much less restrictive than the usual parabolic CFL condition, $\Delta t = O(\Delta x^2)$.

**Remark 1.** The LISL scheme is consistent and monotone for arbitrary degenerating diffusions, without requiring that $\sigma^\alpha$ is diagonally dominant or similar conditions. In comparison to other schemes applicable in this situation, like the ones of Bonnans-Zidani [3], it is much easier to analyze and to implement and faster in the sense that the computational cost for approximating the diffusion matrix is for fixed $x, t, \alpha$ independent of the stencil size.

5. The error estimate of [8]. To simplify the presentation, in the following we restrict to a uniform time-grid, $G = \Delta t \{0,1,\ldots,N_T\} \times X_{\Delta x}$. Let $Q_{\Delta t,T} := \Delta t \{0,1,\ldots,N_T\} \times \mathbb{R}^N$. To apply the regularization method of Krylov [10] we need a regularity and continuous dependence result for the scheme that relies on the following additional (covariance-type) assumptions: Whenever two sets of data $\sigma, b$ and $\tilde{\sigma}, \tilde{b}$ are given, the corresponding approximations $L^\alpha_k, y^{\alpha,\pm}_{k,i}$ and $\tilde{L}^\alpha_k, \tilde{y}^{\alpha,\pm}_{k,i}$ in (3) satisfy

$$\begin{align*}
\sum_{i=1}^{M} [y^{\alpha,+,+}_{k,i} + y^{\alpha,-,-}_{k,i}] - [y^{\alpha,+,+}_{k,i} + y^{\alpha,-,-}_{k,i}] \leq 2k^2(b^\alpha - \tilde{b}^\alpha), \\
\sum_{i=1}^{M} [y^{\alpha,+,+}_{k,i} y^{\alpha,-,-}_{k,i} + y^{\alpha,-,-}_{k,i} y^{\alpha,+,+}_{k,i}] + [y^{\alpha,+,+}_{k,i} y^{\alpha,-,-}_{k,i} y^{\alpha,-,-}_{k,i}] + [y^{\alpha,+,+}_{k,i} y^{\alpha,-,-}_{k,i} y^{\alpha,+,+}_{k,i}] \\
\leq 2k^2(\sigma^\alpha - \tilde{\sigma}^\alpha)(\sigma^\alpha - \tilde{\sigma}^\alpha)^T + 2k^4\sigma^\alpha - \tilde{b}^\alpha)^2(b^\alpha - \tilde{b}^\alpha)^2,
\end{align*}$$

(Y2) where $\sigma, b, y^\pm_k$ are evaluated at $(t,x)$ and $\tilde{\sigma}, \tilde{b}, \tilde{y}^\pm_k$ are evaluated at $(t,y)$ for all $t, x, y$.

Then one can prove the following error estimate [8]:

**Theorem 5.1 (Error Bound 1).** Assume that (A1), (II), (I2), (Y1), and (Y2) hold, and that $\Delta t, \Delta x > 0$, $k \in (0,1)$ satisfy the CFL conditions (7). If $u$ solves (1)-(2) and $U$ solves (5)-(6), then there is $c_0 > 0$ such that for any $\Delta t \in (0,c_0)$

$$|u - U| \leq C(|1 - 2\theta|\Delta t^{1/4} + \Delta t^{1/3} + k^{1/2} + \Delta x / k^2) \quad \text{in} \quad G.$$ 

This error bound holds also for unstructured grids. For more regular solutions it is possible to obtain better error estimates, but general and optimal results are not available. The best estimate in our case is $O(\Delta x^{1/5})$ which is achieved when $k = O(\Delta x^{2/5})$ and $\Delta t = O(k^2)$. Note that the CFL conditions (7) already imply that
\[ \Delta t = O(k^2) \] if \( \theta < 1 \). Also note that the above bound does not show convergence when \( k \) is optimal for the LISL scheme \( (k = O(\Delta x^{1/2})) \).

6. **A new error estimate.** In the above error estimate, the lower estimate on \( u - U \) follows if you can prove regularity and continuous dependence results for the solution of the equation only. The proof of the upper estimate is symmetric and requires such results for the numerical solution. However, it is possible to avoid using such properties of the numerical solution by a clever approximation argument, see e.g. [1]. This allows for error estimates that show convergence for any \( k \) such that the scheme is consistent. We need an extra assumption on the coefficients:

(A2) The coefficients \( \sigma^\alpha, b^\alpha, e^\alpha, f^\alpha \) are continuous in \( \alpha \) for all \( x,t \).

**Theorem 6.1** (Error Bound II). Assume that (A1), (A2), (II) with \( r = 2 \) (\( \sim \)linear interpolation), (I2), and (Y1) hold, and that \( \Delta t, \Delta x > 0, k \in (0,1) \) satisfy the CFL conditions (7). If \( u \) solves (1)-(2) and \( U \) solves (5)-(6), then there is \( c_0 > 0 \) such that for any \( \Delta t \in (0,c_0) \)

\[
\begin{align*}
\mathfrak{u} - U &\geq C \left[ |1 - 2\theta|\Delta t^{1/4} + \Delta t^{1/3} + k^{1/2} + \frac{\Delta x}{k} \right] \quad \text{in} \quad G, \\
\mathfrak{u} - U &\leq C \left[ (1 - 2\theta)|\Delta t^{1/10} + \Delta t^{1/8} + k^{1/5} + \left( \frac{\Delta x}{k} \right)^{1/2} \right] \quad \text{in} \quad G.
\end{align*}
\]

With optimal \( k \) for the LISL scheme, \( \Delta t = O(k^2) \) and \( k = O(\Delta x^{1/2}) \), we find that \( \mathfrak{u} - U = O(\Delta x^{1/10}) \).

**Proof.** By a direct computation the local truncation error of the method is bounded by

\[
\frac{|1 - 2\theta|}{2} |\phi_{tt}|_0 \Delta t + C \left( \Delta t^2 \left( |\phi_{tt}|_0 + |\phi_{ttt}|_0 + |D\phi_{tt}|_0 + |D^2\phi_{tt}|_0 \right) + |D^2\phi|_0 \frac{\Delta x^2}{k^2} + (|D\phi|_0 + \cdots + |D^4\phi|_0)k^2 \right)
\]

for smooth \( \phi \) (cf. Lemma 4.1 in [8]). Moreover if also \( \partial_{t}\partial_{x}D_{x}^{k_{2}}\phi = O(\varepsilon^{1-2k_{1}-k_{2}}) \) for any \( k_{1}, k_{2} \in \mathbb{N}_{0} \), then the truncation error is of order

\[
(1 - 2\theta)|\Delta t \varepsilon^{-3} + \Delta t^2 \varepsilon^{-5} + k^2 \varepsilon^{-3} + \frac{\Delta x^2}{k^2} \varepsilon^{-1} =: E(\varepsilon).
\]

Since the scheme is monotone (under the CFL condition) and condition (A1) holds, it now follows from Theorem 3.1 in [1] that

\[
C \inf_{\varepsilon > 0} (\varepsilon + E(\varepsilon)) \leq u - U \leq C \inf_{\varepsilon > 0} (\varepsilon^{1/3} + E(\varepsilon)),
\]

and we complete the proof optimizing over \( \varepsilon \) (as e.g. in [1, 8]).

7. **Convergence test for a super-replication problem.** We consider a test problem from [2] which was used to test convergence rates for numerical approximations of a super-replication problem from finance. The corresponding PDE is

\[
\inf_{\alpha_1^2 + \alpha_2^2 = 1} \left\{ \alpha_1^2 u_t(t,x) - \frac{1}{2} \operatorname{tr} (\sigma^\alpha(t,x)\sigma^\alpha(t,x)D^2u(t,x)) \right\} = f(t,x) \quad (8)
\]
with \( 0 \leq x_1, x_2 \leq 3 \), \( \sigma^\alpha(t, x) = \left( \frac{\alpha_1 x_1 \sqrt{x_2}}{\alpha_2 \eta(x_2)} \right) \) and \( \eta(x) = x(3 - x) \). We take \( u(t, x) = 1 + t^2 - e^{-x_1^2 - x_2^2} \) as exact solution as in [2], and then \( f \) is forced to be

\[
f(t, x) = \frac{1}{2} \left( u_t - \frac{1}{2} x_1^2 x_2 u_{x_1 x_1} - \frac{1}{2} x_2^2 (3 - x_2)^2 u_{x_2 x_2}ight. \\
- \sqrt{\left(-u_t + \frac{1}{2} x_1^2 x_2 u_{x_1 x_1} - \frac{1}{2} x_2^2 (3 - x_2)^2 u_{x_2 x_2}\right)^2 + \left(x_1 \sqrt{x_2} (3 - x_2) u_{x_1 x_2}\right)^2}.
\]

In [2] \( \eta(x) = x \), while we take \( \eta(x) = x(3 - x) \) to prevent the LISL scheme from overstepping the boundaries. Note that changing \( \eta \) does not change the solutions as long as \( \eta > 0 \) in the interior of the domain, see [2], and hence the above equation is equivalent to the equation used in [2]. The initial values and Dirichlet boundary values at \( x_1 = 0 \) and \( x_2 = 0 \) are taken from the exact solution. As in [2], at \( x = 3 \) and \( y = 3 \) homogeneous Neumann boundary conditions are implemented. To approximate the values of \( \alpha_1, \alpha_2 \), the Howard algorithm is used (see [2]), which requires an implicit time discretization, so we choose \( \theta = 1 \). We choose \( k = \sqrt{\Delta x} \) and a regular triangular grid. The numbers of time steps are chosen as \( \frac{1}{\Delta x} \).

The results at \( t = 1 \) are given in Table 1. The numerical order of convergence is approximately one.

| \( \Delta x \)  | \( |u - U|_0 \)  | rate |
|-----------------|-------------------|------|
| 1.50e-1         | 2.01e-1           |      |
| 7.50e-2         | 9.49e-2           | 1.08 |
| 3.75e-2         | 4.29e-2           | 1.15 |
| 1.87e-2         | 1.94e-2           | 1.15 |

**Table 1.** Results for the convergence test for the super-replication problem at \( t = 1 \)

**Remark 2.** Equation (8) cannot be written in a form (1) satisfying the assumptions of this paper, so the results of this paper do not apply to this problem. However, it seems possible to extend them to cover this problem using comparison results from [2] along with \( L^\infty \)-bounds on the numerical solution that follow from the maximum principle.

**8. A super-replication problem.** We apply our method to solve a problem from finance, the super-replication problem under gamma constraints considered in [2]. It consists of solving equation (8) with \( f \equiv 0 \), Neumann boundary conditions and \( \sigma^\alpha \) as in Subsection 7, and initial and Dirichlet conditions given by

\[
u(t, x) = \max(0, 1 - x_1), \quad t = 0 \quad \text{or} \quad x_1 = 0 \quad \text{or} \quad x_2 = 0.
\]

The solution obtained with the LISL scheme is given in Figure 1 and coincides with the solution found in [2]. It gives the price of a put option of strike and maturity 1, and \( x_1 \) and \( x_2 \) are respectively the price of the underlying and the price of the forward variance swap on the underlying.
Figure 1. Numerical solution of super-replication problem at $t = 1$
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Abstract. The present paper deals with the continuous work of extending the application of a multidimensional-type solution reconstruction and limiting procedure into the finite volume (FV) computation of 2D compressible flows. Based on a MUSCL-type technique, this reconstruction procedure identifies and cures poor connected grids without suffering from loss of accuracy by taking into account geometrical characteristics of computational triangular and hybrid meshes and is independent of the Riemann solver used. Monotonicity in the solution is enforced by a limiting strategy that implements well-known edge-type limiters hence avoiding the procedure of solving any minimization problems. Through several test cases, it is observed that the methodology provides quite desirable performances in retaining the formal order of accuracy, controlling numerical oscillations as well as capturing key flow features.

1. Introduction. In multidimensional high-resolution FV schemes, on unstructured meshes, numerous solution reconstruction and limiting strategies have been developed to resolve complex flows. Many of these strategies involve the construction of an appropriate linear representation of the solution variables within each FV element, which is then limited as to enforce positivity and stability constraints on the scheme, usually based on the satisfaction of the Maximum Principle [4]. Although current reconstruction and limiting methods have enjoyed success in many CFD applications, there is no consensus on a global optimal reconstruction strategy that fulfills a high-level of accuracy, robustness and convergence. As such, the search for efficient reconstruction and limiting processes, in a multidimensional context, is still an active field of research, see for example [1, 6, 5, 3] and references therein. Recently, in [2] and [3], a cell-centered finite volume (CCFV) scheme of the Godunov-type with a novel solution reconstruction and limiting procedure was developed and tested for smooth and non-smooth shallow water flow computations. This novel alternative procedure was developed in order to apply in the reconstruction an edge-based limiting strategy that takes into account geometrical characteristics of the computational mesh. Grids with poor connectivity [4, 1], i.e.
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those whose flux integration points do not coincide with the location to which reconstructed values are computed, can be properly treated. The use of edge-type limiters avoids the procedure of solving any minimization problems or the need to use any tunable parameters.

In this presentation, the reconstruction and limiting procedure proposed in [2, 3] is applied to the approximation of the Euler equations and compares its performance when implementing truly multidimensional limiters. Two well-known approximate Riemann solvers are implemented, demonstrating the procedure’s independence to the solver used, as well as its universal applicability, efficiency and robustness to either conservative or primitive variable reconstructions. Its applicability to some node-centered (vertex-centered) FV schemes is also briefly sketched.

2. The Euler equations. In their conservative form, the 2D Euler equations read as

$$\frac{\partial}{\partial t} U + \nabla \cdot H(U) = 0 \quad \text{on} \quad \Omega \times [0, t] \subset \mathbb{R}^2 \times \mathbb{R}^+, \quad (1)$$

where $\Omega \times [0, t]$ is the space-time Cartesian domain over which solutions are sought, $U$ is the vector of the conserved variables and $H = [F, G]$ are the nonlinear flux vectors defined as

$$U = \begin{bmatrix} \rho \\ \rho u \\ \rho v \\ \rho e_T \end{bmatrix}, \quad F(U) = \begin{bmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ (\rho e_T + p)u \end{bmatrix}, \quad G(U) = \begin{bmatrix} \rho v \\ \rho uv \\ \rho v^2 + p \\ (\rho e_T + p)v \end{bmatrix}. \quad (2)$$

Here, $\rho$ is the flow density, $p$ is the flow pressure, $e_T$ is the specific total energy, and $\mathbf{u} = [u, v]^T$ are the velocity components. The system is completed by the equation of state for a perfect gas, $p = (\gamma_s - 1) \left(\rho e_T - \frac{1}{2} \rho |\mathbf{u}|^2\right)$, where $\gamma_s = 1.4$ is the ratio of the specific heats. Hyperbolic system (1) is supplemented by the initial condition $U(x, y, 0) = U_0(x, y)$, $x, y \in \Omega$ and by appropriate boundary conditions (periodic, inflow, outflow, slip) on the boundary $\partial \Omega$ of $\Omega$.

3. FV framework and the MUCL-type reconstruction. By considering a conforming triangulation $T_{hN}$ of $\Omega$, with characteristic length $h_N$, to be a set of finitely many triangular cells $T_p \subset \Omega$, $p = 1, 2, \ldots, N$, we construct FV approximations on each $T_p$, see Fig. 1. Flow variables are placed at the barycenter of $T_p$, and we denote the set of indices of the neighboring triangles of $T_p$ by $K(p) := \{q \in N \mid \partial T_p \cap \partial T_q \text{ is a face of } T_p\}$. Then the semi-discretized form of (1) over each $T_p$ can be written as follows

$$|T_p| \frac{\partial U_p}{\partial t} + \sum_{q \in K(p)} \mathcal{H}^*(U^L_p, U^R_q) \cdot \mathbf{n}_q = 0, \quad (3)$$

where $|T_p|$ is the area of $T_p$, $\mathbf{n}_q$ is the outward normal vector and $\mathcal{H}^*$ is the numerical flux vector at each face’s midpoint $M$, evaluated using the left and right states existing at the two sides of $M$, denoted as $U^L_p$ and $U^R_q$. Although a one-point quadrature rule is used here the ideas presented next can be applied to high-order integration, e.g. using Gauss quadrature. In general, this numerical flux function can be calculated as an exact or approximate local solution of the Riemann problem posed at a cell’s face. In this work, Roe’s approximate Riemann solver and the HLLC one have been utilized.

1Our discussion is based on the cell-centered FV (CCFV) approach, but it also holds for node-centered FV when the word “cell” is simply replaced by the “control volume”, $C_p$. 

3.1. Solution reconstruction and limiting procedure. For achieving second-order spatial accuracy most FV implementations calculate the $U^L_p$ and $U^R_q$ values assuming that the solution varies linearly in each cell, starting from given average solution values of adjacent cells, i.e. MUSCL-type local reconstructions. Three choices exist for this reconstruction; primitive, conservative and characteristic variables. Here, reconstruction on primitive and conservative variables has been investigated. To prevent oscillations from developing in the solution by controlling the total variation of the reconstructed field, slope limiting has to be applied. In the present work, an alternative approach, compared to these usually implemented in unstructured CCFV schemes is used following [2, 3] and is briefly repeated next for completeness. Strict monotonicity in the reconstruction is enforced by the use of edge-based limiter functions, usually reserved for node-centered FV schemes of the median-dual type [2]. One such limiter is the modified Van Albada-Van Leer which is differentiable for linearly varying flow variables. Continuous differentiability helps in achieving smooth transition between discontinuous jumps with first-order representation and sharp but continuous gradients which require second-order consistency.

![Figure 1](image)

**Figure 1.** Cell-centered FV (left), centroid-dual FV (middle) and hybrid mesh (right)

Starting with a constant piecewise approximation of the $i$-th component of $W_p$ (representing either primitive or conservative variables) and since we wish to apply edge-based limiters, one is forced to compute reconstructed values at the intersection point $D$ of face $\partial T_q \cap \partial T_p$ and $pq$, see Fig. 1, as to compare with the reference gradient value $w_{i,q} - w_{i,p}$. This choice seems natural also from a geometrical point of view since it corresponds to the linear interpolation between $p$ and $q$. Therefore, we start by computing left and right extrapolated values at $D$ as,

$$(w_{i,p})^L_D = w_{i,p} + \mathbf{r}_{pD} \cdot \nabla w_{i,p} \quad \text{and} \quad (w_{i,q})^R_D = w_{i,q} - \mathbf{r}_{Dq} \cdot \nabla w_{i,q} \quad \text{(4)}$$

where $\mathbf{r}$ is a position vector relative to the centroid of the cell and $\nabla(\cdot)$ a gradient operator. Note that point $D$ does not coincide, in general, with the face’s midpoint $M$. Then a limiter function, $\Phi(\cdot, \cdot)$, has to be applied and its arguments have to be consecutive gradients of the solution defined in an upwind manner around face $\partial T_q \cap \partial T_p$. Thus, a virtual value $q'$ has to be defined as a node upwind of $q$. The main difficulty now lies in the need to define this virtual $q'$ value (similar we can define a $p'$ value for $p$). We first denote the local centered reference gradient as $(\nabla w_{i,q})^\text{cnt} \cdot \mathbf{r}_{pq} = w_{i,q} - w_{i,p}$, and we compute the upwind gradient $w_{i,q} - w_{i,q'}$ by

$$ (w_{i,p})^L_D = w_{i,p} + \mathbf{r}_{pD} \cdot \nabla w_{i,p} \quad \text{and} \quad (w_{i,q})^R_D = w_{i,q} - \mathbf{r}_{Dq} \cdot \nabla w_{i,q} \quad \text{(4)}$$
expressing the virtual unknown $q'$ value using known ones by assuming that $q'$ is chosen such that it lies along edge $pq$ and that $q$ is at the center of $pq$. In this case,

$$w_{i,q'} - w_{i,q} = (w_{i,q'} - w_{i,p}) - (w_{i,q} - w_{i,p}) = (\nabla w_{i,q}) \cdot r_{pq} - (w_{i,q} - w_{i,p}) = 2(\nabla w_{i,q}) \cdot r_{pq} - (\nabla w_{i,q})^{cnt} \cdot r_{pq}.$$  

Then, to invoke monotonicity, limiting is performed and the ratio of the corresponding lengths has to be used, resulting in the left and right states at face $\partial T_q \cap \partial T_p$ as

$$\frac{(w_{i,q})^R_D}{||r_{pq}||} \Phi \left( (\nabla w_{i,q})^{upw} \cdot r_{pq}, (\nabla w_{i,q})^{cnt} \cdot r_{pq} \right); \quad (5)$$

$$\frac{(w_{i,p})^L_D}{||r_{pq}||} \Phi \left( (\nabla w_{i,p})^{upw} \cdot r_{pq}, (\nabla w_{i,p})^{cnt} \cdot r_{pq} \right), \quad (6)$$

where the upwind limiter arguments are given as

$$(\nabla w_{i,q})^{upw} = 2\nabla w_{i,q} - (\nabla w_{i,q})^{cnt} \quad \text{and} \quad (\nabla w_{i,p})^{upw} = 2\nabla w_{i,p} - (\nabla w_{i,p})^{cnt}.$$  

In an ideal unstructured grid the variables are extrapolated to the center $M$ of a cell’s face and as such the numerical integration of the exact flux would be exact for linear functions along $\partial T_q \cap \partial T_p$. If the variables are extrapolated to a different location, e.g. at point $D$, then the one-point interpolation is expected to be only first-order accurate, especially for types of grids where the distance between optimal location $M$ and the extrapolated location $D$ is large [4, 2, 3]. This inconsistency had to be corrected thus, a correction was proposed and tested for smooth shallow water flow conditions in [2]. Hence, after the reconstructed values (5) and (6) at $D$ have been computed, a directional correction is applied in order to compute reconstructed values at $M$, as follows,

$$(w_{i,p})^L_M = (w_{i,p})^L_D + r_{DM} \cdot \nabla w_{i,p} \quad \text{and} \quad (w_{i,q})^R_M = (w_{i,q})^R_D + r_{DM} \cdot \nabla w_{i,q}. \quad (7)$$

Since the gradient estimates used in the above correction terms are unlimited it was shown that, accurate gradient computations would result in an accurate correction, in the sense of retaining second order accuracy for smooth flows, on poor connected grids where the distance between $D$ and $M$ is large [2], even for highly stretched meshes. However, further considerations had to be taken into account if shocks are to be present in the flow field. As such, the correction terms in (7) have to be properly limited along the direction of $\overline{DM}$ as proposed in [3], thus enhancing the multidimensional character of the reconstruction. Achieving this is not trivial since proper reference values have to be defined, as to calculate limiter arguments that are physically meaningful. Assuming we want to properly limit the directional correction added to $(w_{i,p})^L_M$ in (7), we first identify the set of indices $l_j, j = 1, 2, 3$ of the triangles $T_i$ that have now a common vertex with $T_p$ in the direction of $\overline{DM}$. We choose as a reference triangle the one for which $\overline{pk_j}$ has the smallest angle with $\overline{DM}$, which is $T_{l_2}$ in Fig. 1, and project its cell center in the direction of $\overline{DM}$, with $\overline{pk_2}$ being that projection. Now, the extrapolated value at $k_2$ is calculated from the value at the barycenter $l_2$ as

$$w_{i,k_2} = w_{i,l_2} + r_{l_2 k_2} \cdot \nabla w_{i,l_2}.$$  

We can now define the local central reference gradient as $(\nabla w_{i,p})^{cnt} \cdot r_{pk_2} = w_{i,k_2} - w_{i,p}$, and compute the upwind gradient $w_{i,p} - w_{i,k_2}$ by expressing the virtual
unknown \( k'_2 \) value using known values as detailed before. This leads to the left reconstructed value (now corrected and limited) at the flux integration point \( M \),

\[
(w_{i,p})^L_M = (w_{i,p})^L_D + \frac{\left| r_{pk} \right|}{\left| r_{pk2} \right|} \Phi \left( (\nabla w_{i,p})^{\text{upw}} \cdot r_{pk2}, (\nabla w_{i,p})^{\text{cnt}} \cdot r_{pk2} \right),
\]

where now

\[
(\nabla w_{i,p})^{\text{upw}} = 2\nabla w_{i,p} - (\nabla w_{i,p})^{\text{cnt}}.
\]

With similar reasoning, the right limited reconstructed value at \( M \) is computed as

\[
(w_{i,q})^R_M = (w_{i,q})^R_D + \frac{\left| r_{qm} \right|}{\left| r_{qm2} \right|} \Phi \left( (\nabla w_{i,q})^{\text{upw}} \cdot r_{qm2}, (\nabla w_{i,q})^{\text{cnt}} \cdot r_{qm2} \right).
\]

Similar rationale can be followed to correct the inconsistency between points \( D \) and \( M \) for node-centered FV schemes of the centroid-dual type, as depicted in Fig. 1.

Finally, it remains to define appropriate gradient operators for the reconstruction presented above for the CCFV approach. Here, the gradient is computed in the closed path defined for every \( T_p \) by connecting the barycenters of the triangles having a common vertex with \( T_p \), taking into account the assumption that the gradient is constant, i.e. Green-Gauss (GG) linear reconstruction. As it was demonstrated in [3], when this (wide) stencil is used for gradient computations an almost identical convergence behavior is achieved on different grid types, with no reduction on the asymptotic convergence rate while for steady-state calculations convergence is greatly improved. This is due to the fact that the data points involved in this gradient computation satisfy the so-called good neighborhood for Van Leer limiting.

4. Numerical Tests and Results. In our scheme, named CCFVw2L, the Van Albada-Van Leer limiter was implemented on the tests to follow, while a second-order explicit SSP Runge-Kutta time integration is used under the usual CFL stability condition for the time step computation. Ghost cells are implemented for boundary treatment. To test performance and convergence properties regular and irregular grids, shown in Fig. 2, have been used. These grids exhibit different connectivity behaviors for internal and boundary cells [3]. Comparisons between the results obtained with the Venkatakrishnan [7] V-limiter and the MLPu2 [6] one are also presented. It is noted that, these two truly multidimensional limiters have a tunable parameter\(^2\), \( K \), that is problem dependent and needs to be carefully chosen.

---

\(^2\)If \( K = 0 \) the limiter is always active, and strict monotonicity is maintained, while a very large value of \( K \) essentially means no limiting and monotonicity is violated.
4.1. **Isentropic Vortex Problem.** This 2D vortex problem is often used as a benchmark for comparing numerical methods for fluid dynamics. The flow-field is smooth and the exact solution is known. The mean flow is with $\rho_\infty = 1, p_\infty = 1,$ and $[u_\infty, v_\infty]^T = [1, 1]^T$ in a domain $\Omega = [-10, 10] \times [-10, 10]$ with periodic boundary conditions. An isentropic vortex is added [6, 5] and the exact solution of the problem is the initial solution shifted by $(u_\infty t, v_\infty t)$ thus, numerical phase (dispersion) and amplitude (dissipation) errors are easy to identify. Roe’s Riemann solver is implemented for this test case applying reconstruction on the primitive variables. In Fig. 3 the density contours of computed solutions compared with the exact solution at time $t = 2T$ are presented for the CCFVw2L scheme and those using the V and MLPu2 limiters with $K = 5$ on a type-IV distorted grid. Next and in Fig 4 we report grid convergence studies on all different grids, having been consistently refined.

![Figure 3. Isentropic vortex at $t = 2T$: V-limiter (left), MLPu2 (middle) and CCFVw2L (right)](image)

![Figure 4. Isentropic vortex: convergence results on all grid types](image)

4.2. **Shock tube problems.** These (one-dimensional in nature) test cases are chosen as to test the capability of the proposed methodology in resolving various linear and non-linear waves on unstructured grids. The computational domain is $[0, 1] \times [0, 1]$ with a triangulation of $N = 16,000$ cells on a type-II mesh. Three cases are considered, namely, (a) Sod’s problem, (b) Harten-Lax problem and (c)
Supersonic expansion, with Riemann-type initial conditions given respectively as
(a) \((\rho_L, u_L, v_L, p_L) = (1, 0, 0, 1)\) and \((\rho_R, u_R, v_R, p_R) = (1, 0, 0, 1)\),
(b) \((\rho_L, u_L, v_L, p_L) = (0.445, 0.698, 0, 3.528)\) and
\((\rho_R, u_R, v_R, p_R) = (0.5, 0, 0, 0.571)\),
(c) \((\rho_L, u_L, v_L, p_L) = (1, -2, 0, 0.4)\) and \((\rho_R, u_R, v_R, p_R) = (1, 2, 0, 0.4)\)
and the HLLC approximate Riemann solver is used in all problems applying reconstruction on the conservative variables. Comparisons between the proposed CCFVw2L scheme and the MLPu2 are shown in Fig. 5.

4.3. Transonic flow around NACA 0012 airfoil. The case of transonic flow around NACA 0012 airfoil is considered here with Mach number number 0.8 and
\[ \alpha = 1.25^\circ \] as to obtain a convergent solution. The number of triangular cells used was \( N = 6,492 \) with 200 surface grid points. The grid and convergence history obtained using the HLLC solver and reconstruction on the primitive variables are shown in Fig. 6 while Fig. 7 shows a comparison of the surface pressure coefficient between the CCFVw2L and MLPu2 schemes.

**Figure 6.** Grid distribution and convergence history (NACA0012 airfoil)

**Figure 7.** Mach contours and surface pressure over NACA0012 airfoil
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A STRONGLY COUPLED PDE-ODE SYSTEM MODELING MOVING DENSITY CONSTRAINTS IN TRAFFIC FLOW
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ABSTRACT. We prove the existence of solutions of a coupled PDE-ODE system modeling the interaction of a large slow moving vehicle with the surrounding traffic flow. The model consists in a scalar conservation law with moving density constraint describing traffic evolution coupled with an ODE for the slow vehicle trajectory. The constraint location moves due to the surrounding traffic conditions, which in turn are affected by the presence of the slower vehicle, thus resulting in a strong non-trivial coupling.

1. Introduction. A slow moving large vehicle, like a bus or a truck, reduces the road capacity and thus generates a moving bottleneck for the surrounding traffic flow. From the macroscopic point of view this can be modeled by a PDE-ODE coupled system consisting in a scalar conservation law with moving density constraint and an ODE describing the slower vehicle motion, i.e.,

\[
\begin{align*}
\frac{\partial}{\partial t} \rho + \frac{\partial}{\partial x} f(\rho) &= 0, \quad (t, x) \in \mathbb{R}^+ \times \mathbb{R}, \\
\rho(0, x) &= \rho_0(x), \quad x \in \mathbb{R}, \\
\rho(t, y(t)) &\leq \alpha R, \quad t \in \mathbb{R}^+, \\
\dot{y}(t) &= \omega(\rho(t, y(t))), \quad t \in \mathbb{R}^+, \\
y(0) &= y_0.
\end{align*}
\]

Above, \( \rho = \rho(t, x) \in [0, R] \) is the scalar conserved quantity representing the mean traffic density, \( R \) is the maximal density allowed on the road and the flux function \( f : [0, R] \to \mathbb{R}^+ \) is a strictly concave function such that \( f(0) = f(R) = 0 \). It is given by the following flux-density relation

\[ f(\rho) = \rho v(\rho), \]

where \( v \) is a smooth decreasing function denoting the mean traffic speed and here set to be \( v(\rho) = V(1 - \frac{\rho}{R}) \), \( V \) being the maximal velocity allowed on the road.

The time-dependent variable \( y \) denotes the slower vehicle position, which moves with a traffic density dependent speed of the form

\[
\omega(\rho) = \begin{cases} 
V_b & \text{if } \rho \leq \rho^*, \\
v(\rho) & \text{otherwise,}
\end{cases}
\]
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that is, it moves with constant speed \( V_b < V \) as long as it is not slowed down by downstream traffic conditions. When this happens, it moves with the mean traffic speed.

Finally, the constant coefficient \( \alpha \in ]0,1[ \) gives the reduction rate of the road capacity due to the presence of this large vehicle.

For our analytical purposes, it is not restrictive to assume that \( R = V = 1 \), so that the model becomes

\[
\begin{align*}
\partial_t \rho + \partial_x (\rho (1 - \rho)) &= 0, \quad (t,x) \in \mathbb{R}^+ \times \mathbb{R}, \\
\rho(0,x) &= \rho_0(x), \quad x \in \mathbb{R}, \\
\rho(t, y(t)) &\leq \alpha, \quad t \in \mathbb{R}^+, \\
y(t) &= \omega(\rho(t, y(t) +)), \quad t \in \mathbb{R}^+, \\
y(0) &= y_0.
\end{align*}
\]

The above model was introduced in [12] to model the effect of urban transport systems, such as buses, in a road network. Other macroscopic models for moving bottlenecks in road traffic were recently proposed by [7, 14]. Compared to those approaches, the model described by (1) offers a more realistic definition of the slower vehicle speed and a description of its impact on traffic conditions which is simpler to handle both from the analytical and the numerical point of view.

From the analytical point of view, model (1) can be viewed as a generalization to moving constraints of the problem consisting in a scalar conservation law with a (fixed in space) constraint on the flux, introduced and studied in [1,8,9]. In the present case, the constraint location moves due to the surrounding traffic conditions, which in turn are modified by the presence of the slower vehicle, thus resulting in a strong non-trivial coupling between the conservation equation and the trajectory of the vehicle.

The study of coupled PDE-ODE systems is not new in the conservation laws framework, we refer the reader to [6, 5, 10, 14]. Nevertheless, the problem posed here is slightly different. On one side, we deal with a strong coupling with the PDE and the ODE affecting each other, unlike [5,10], where the PDE solution does not depend on the ODE. On the other side, even if the ODE has discontinuous right-hand side, the particular definition of the model allows us to consider classical Carathéodory solutions as in [6,7,2,5] instead of the weaker Filippov’s generalized solutions needed in [10,14].

This paper presents an existence result for solutions of (1) constructed by wave-front tracking approximations, as stated by Theorem 3.2 in Section 3. Details on the proofs can be found in [11].

2. The Riemann problem with moving density constraint. Consider (3) with the particular choice

\[
y_0 = 0 \quad \text{and} \quad \rho_0(x) = \begin{cases} 
\rho_L & \text{if } x < 0, \\
\rho_R & \text{if } x > 0.
\end{cases}
\]

We aim at defining a Riemann solver for the conservation law with moving density constraint. Therefore we consider the following Riemann problem

\[
\begin{align*}
\partial_t \rho + \partial_x f(\rho) &= 0, \\
\rho(0,x) &= \begin{cases} 
\rho_L & \text{if } x < 0, \\
\rho_R & \text{if } x > 0,
\end{cases}
\end{align*}
\]
under the constraint
\[ \rho(t, V_b t) \leq \alpha. \] (6)

Let \( f_\alpha : [0, \alpha] \to \mathbb{R}^+ \) be the function describing the constrained flow at \( x = y(t) \), i.e.,
\[ f_\alpha(\rho) = \rho \left( 1 - \frac{\rho}{\alpha} \right), \]
and \( \rho_\alpha \in ]0, \alpha/2[ \) such that \( f'(\rho_\alpha) = V_b \), i.e.,
\[ \rho_\alpha = \frac{\alpha}{2} (1 - V_b). \]

Problem (5), (6) can be recasted in the framework of conservation laws with flux constraint studied in [1, 9]. Rewriting the equations in the bus reference frame (setting \( X = x - V_b t \)), we get
\[
\begin{cases}
\partial_t \rho + \partial_X (f(\rho) - V_b \rho) = 0, \\
\rho(0, X) = \begin{cases}
\rho_L & \text{if } X < 0, \\
\rho_R & \text{if } X > 0,
\end{cases}
\end{cases}
\] (7)

under the constraint
\[ \rho(t, 0) \leq \alpha. \] (8)

Remark that solving problem (7), (8) is equivalent to solving (7) under the corresponding constraint on the flux
\[ f(\rho(t, 0)) - V_b \rho(t, 0) \leq f_\alpha(\rho_\alpha) - V_b \rho_\alpha = F_\alpha. \]

We are now ready to define the Riemann solver for (3), (4) following [12, §V]. Denote by \( \mathcal{R} \) the standard Riemann solver (i.e., without the constraint (6)) for (5), i.e., the (right continuous) map \((t, x) \mapsto \mathcal{R}(\rho_L, \rho_R)(x)\) is the standard weak entropy solution to (5). Moreover, let \( \hat{\rho}_\alpha \) and \( \check{\rho}_\alpha \), with \( \hat{\rho}_\alpha \leq \check{\rho}_\alpha \), be the intersections of the flux function \( f(\rho) \) and the line \( f_\alpha(\rho_\alpha) + V_b (\rho - \rho_\alpha) \) (see Figure 1).

\[ \text{Figure 1. Flux function} \]

**Definition 2.1.** The constrained Riemann solver \( \mathcal{R}^\alpha \) for (3), (4) is defined as follows.
1. If \( f(\mathcal{R}(\rho_L, \rho_R)(V_b)) > F_\alpha + V_b \mathcal{R}(\rho_L, \rho_R)(V_b) \), then
\[
\mathcal{R}^\alpha(\rho_L, \rho_R)(x) = \begin{cases} \mathcal{R}(\rho_L, \rho_R) & \text{if } x < V_b t, \\ \mathcal{R}(\rho_L, \rho_R) & \text{if } x \geq V_b t, \end{cases} \quad \text{and } y(t) = V_b t.
\]

2. If \( V_b \mathcal{R}(\rho_L, \rho_R)(V_b) \leq f(\mathcal{R}(\rho_L, \rho_R)(V_b)) \leq F_\alpha + V_b \mathcal{R}(\rho_L, \rho_R)(V_b) \), then
\[
\mathcal{R}^\alpha(\rho_L, \rho_R) = \mathcal{R}(\rho_L, \rho_R) \quad \text{and } y(t) = V_b t.
\]

3. If \( f(\mathcal{R}(\rho_L, \rho_R)(V_b)) < V_b \mathcal{R}(\rho_L, \rho_R)(V_b) \), then
\[
\mathcal{R}^\alpha(\rho_L, \rho_R) = \mathcal{R}(\rho_L, \rho_R) \quad \text{and } y(t) = v(\rho_R)t.
\]

Note that, when the constraint is enforced (point 1.), in the above definition, a nonclassical shock arises, which satisfies the Rankine-Hugoniot condition but violates the Lax entropy condition.

**Remark 1.** The above definition is well-posed even if the classical Riemann solution \( \mathcal{R}(\rho_L, \rho_R)(x/t) \) displays a shock at \( x = V_b t \). In fact, due to Rankine-Hugoniot equation, we have
\[
f(\rho_L) = f(\rho_R) + V_b(\rho_L - \rho_R)
\]
and hence
\[
f(\rho_L) > f_\alpha(\rho_\alpha) + V_b(\rho_L - \rho_\alpha) \iff f(\rho_R) > f_\alpha(\rho_\alpha) + V_b(\rho_R - \rho_\alpha).
\]

**Remark 2.** The density constraint \( \rho(t, y(t)) \leq \alpha \) does not appear explicitly in Definition 2.1, and in the following Definition 3.1. It is handled by the corresponding condition on the flux
\[
f(\rho(t, y(t))) - \omega(\rho(t, y(t)))\rho(t, y(t)) \leq F_\alpha.
\]
The corresponding density on the reduced roadway at \( x = y(t) \) is found taking the solution to the equation
\[
f(\rho_y) + \omega(\rho_y)(\rho - \rho_y) = \rho \left(1 - \frac{\rho}{\alpha}\right),
\]
closer to \( \rho_y = \rho(t, y(t)) \).

### 3. The Cauchy problem: Existence of solutions

The aim of this section is to study the existence of the solutions of problem (1), (3). A bus travels along a road modeled by
\[
\begin{cases} \partial_t \rho + \partial_x (\rho (1 - \rho)) = 0, \\ \rho(0, x) = \rho_0(x), \\ \rho(t, y(t)) \leq \alpha. \end{cases}
\]
The bus influences the traffic along the road but it is also influenced by it. The bus position \( y = y(t) \) then solves
\[
\begin{cases} \dot{y}(t) = \omega(\rho(t, y(t)) +), \\ y(0) = y_0. \end{cases}
\]

Solutions to (11) will be intended in Carathéodory sense, i.e., as absolutely continuous functions which satisfy (11) for a.e. \( t \geq 0 \). In our setting, due to the strong PDE-ODE coupling, we will prove existence of both solutions to (10) and (11) at the same time. We start giving our definition of solution.

**Definition 3.1.** A couple \( (\rho, y) \in C^0([0, \infty) \cap \text{BV}(\mathbb{R}; [0, R])) \times W^{1,1}(\mathbb{R}; \mathbb{R}) \) is a solution to (3) if
1. \( \rho \) is a weak solution of the conservation law, i.e., for all \( \varphi \in C^1_c(\mathbb{R}^2; \mathbb{R}) \)

\[
\int_{\mathbb{R}^2} \int_{\mathbb{R}} (\rho \partial_t \varphi + f(\rho) \partial_x \varphi) \, dx \, dt +\int_{\mathbb{R}} \rho_0(x) \varphi(0, x) \, dx = 0 ;
\]

moreover, \( \rho \) satisfies the Kružhkov entropy conditions [13] on \((\mathbb{R}^+ \times \mathbb{R}) \setminus \{(t, y(t)) \colon t \in \mathbb{R}^+\} \), i.e., for every \( k \in [0, 1] \) and for all \( \varphi \in C^1_c(\mathbb{R}^2; \mathbb{R}^+) \) and \( \varphi(t, y(t)) = 0, t > 0, \)

\[
\int_{\mathbb{R}} \int_{\mathbb{R}} (|\rho - k| \partial_t \varphi + \text{sgn}(\rho - k) (f(\rho) - f(k)) \partial_x \varphi) \, dx \, dt \\
+ \int_{\mathbb{R}} |\rho_0 - k| \varphi(0, x) \, dx \geq 0 ;
\]

2. \( y \) is a Carathéodory solution of the ODE, i.e., for a.e. \( t \in \mathbb{R}^+ \)

\[
y(t) = y_0 + \int_0^t \omega(\rho(s, y(s)+)) \, ds ;
\]

3. the constraint is satisfied, in the sense that for a.e. \( t \in \mathbb{R}^+ \)

\[
\lim_{x \to y(t) \pm} (f(\rho) - \omega(\rho) \rho)(t, x) \leq F_\alpha.
\]

Remark that the above traces exist because \( \rho(t, \cdot) \in BV(\mathbb{R}) \) for all \( t \in \mathbb{R}^+ \).

**Remark 3.** Our choice of a Carathéodory solution of the ODE is motivated by the particular bus velocity defined by (2). With this choice it is not possible for a bus to end up trapped in a queue unless its speed is equal to \( V_b \), in which case \( \omega(\rho(t, y(t)+)) = \omega(\rho(t, y(t)-)) = V_b \). Therefore Carathéodory solutions are always well defined.

We are now ready to state the main result of the paper.

**Theorem 3.2.** Let \( \rho_0 \in BV(\mathbb{R}; [0, R]) \), then the problem (1) admits a solution in the sense of Definition 3.1.

The rest of the section is devoted to the proof of Theorem 3.2. In particular, we will construct a sequence of approximate solutions via the wave-front tracking method, and prove its convergence. Finally, we will check that the limit functions satisfy conditions (12a)-(12d) of Definition 3.1.

### 3.1. Wave-front tracking.

To construct piecewise constant approximate solutions, we adapt the standard wave-front tracking method, see for example [3, §6]. Fix a positive \( n \in \mathbb{N}, n > 0 \) and introduce in \([0, 1]\) the mesh \( \mathcal{M}_n = \{\rho^n_i \}_{i=0}^{2^n} \) defined by

\[
\mathcal{M}_n = (2^{-n}\mathbb{N} \cap [0, 1]) \cup \{\hat{\rho}_\alpha, \tilde{\rho}_\alpha\}.
\]

In order to include the critical points \( \hat{\rho}_\alpha, \tilde{\rho}_\alpha \), we modify the above mesh as follows:

- if \( \min_i |\hat{\rho}_\alpha - \rho^n_i| = 2^{-n-1} \), then we simply add the new point to the mesh:

\[
\tilde{\mathcal{M}}_n = \mathcal{M}_n \cup \{\hat{\rho}_\alpha\};
\]

- if \( |\tilde{\rho}_\alpha - \rho^n_i| = \min_i |\tilde{\rho}_\alpha - \rho^n_i| < 2^{-n-1} \), then we replace \( \rho^n_i \) by \( \tilde{\rho}_\alpha \):

\[
\tilde{\mathcal{M}}_n = \mathcal{M}_n \cup \{\tilde{\rho}_\alpha\} \setminus \{\rho^n_i\};
\]

- we perform the same operations for \( \hat{\rho}_\alpha \).
In this way, the distance between two points of the mesh \( \tilde{M}_n = \{ \tilde{\rho}^n_i \}_{i=0}^{2^n} \) satisfies the lower bound \( |\tilde{\rho}^n_i - \tilde{\rho}^n_j| \geq 2^{-n-1} \).

Let \( f^n \) be the piecewise linear function which coincides with \( f \) on \( \tilde{M}_n \), and let \( \rho^0 \) be a piecewise constant function defined by
\[
\rho^0 = \sum_{j \in \mathbb{Z}} \rho^0_{0,j} \chi_{[x_{j-1}, x_j]},
\]
which approximates \( \rho_0 \) in the sense of the strong \( L^1 \) topology, that is
\[
\lim_{n \to \infty} \| \rho^0 - \rho_0 \|_{L^1(\mathbb{R})} = 0,
\]
and such that \( \text{TV}(\rho^0) \leq \text{TV}(\rho_0) \). Above, we set \( x_0 = y_0 \).

For small times \( t > 0 \), a piecewise approximate solution \( (\rho^n, y^n) \) to (3) is constructed piecing together the solutions to the Riemann problems
\[
\begin{align*}
\partial_t \rho + \partial_x (f^n(\rho)) &= 0, \\
\rho(0, x) &= \begin{cases} \rho_0 & \text{if } x < y_0, \\
\rho_1 & \text{if } x > y_0, \end{cases} \\
\rho(t, y_n(t)) &\leq \alpha,
\end{align*}
\]
where \( y_n \) satisfies
\[
\begin{align*}
\dot{y}_n(t) &= \omega(\rho^n(t, y_n(t)+)), \\
y_n(0) &= y_0.
\end{align*}
\]
Note that the solutions to the constrained Riemann problem in (13), left, coupled with (14), is constructed by means of \( R^\alpha \), see Definition 2.1.

The approximate solution \( \rho^n \) constructed above can be prolonged up to the first time \( t > 0 \), where two discontinuities collide, or a discontinuity hits the bus trajectory. In both cases, a new Riemann problem arises and its solution, obtained in the former case with \( R \) and in the latter case with the constrained Riemann solver \( R^\alpha \), allows to extend \( \rho^n \) further in time.

### 3.2. Bounds on the total variation.
Given an approximate solution \( \rho^n = \rho^n(t, \cdot) \) constructed by the wave-front tracking method, we define the Glimm type functional
\[
\Upsilon(t) = \Upsilon(\rho^n(t, \cdot)) = \text{TV}(\rho^n) + \gamma(\rho^n) = \sum_j |\rho^n_{j+1} - \rho^n_j| + \gamma(\rho^n),
\]
where \( \gamma \) is given by
\[
\gamma(\rho^n) = \gamma(\rho^n(t)) = \begin{cases} 0 & \text{if } \rho^n(t, y_n(t)-) = \hat{\rho}_\alpha, \rho^n(t, y_n(t)+) = \check{\rho}_\alpha \\
2|\hat{\rho}_\alpha - \check{\rho}_\alpha| & \text{otherwise}. \end{cases}
\]
The value of \( \gamma \) is chosen to have the following uniform bound on \( \Upsilon \).

**Lemma 3.3.** For any \( n \in \mathbb{N} \), the map \( t \mapsto \Upsilon(t) = \Upsilon(\rho^n(t, \cdot)) \) at any interaction either decreases by at least \( 2^{-n} \), or remains constant and the number of waves does not increase.

Lemma 3.3 in particular implies that the wave-front tracking procedure can be prolonged to any time \( T > 0 \).
Proof. In order to obtain a uniform bound on the total variation, we consider different types of interactions separately. In particular, we assume that at any interaction time \( t = \bar{t} \) either two waves interact or a single wave hits the bus trajectory. In each case an estimation for \( \Upsilon(t) \) was found. For details, we refer the reader to [11]. □

3.3. Convergence of approximate solutions. In this section we prove that the limit of wave-front tracking approximations provides a solution \((\rho, y)\) of the PDE-ODE model (1) in the sense of Definition 3.1.

We start showing the convergence of the wave-front tracking approximations.

**Lemma 3.4.** Let \( \rho^n \) and \( y^n, n \in \mathbb{N} \), be the wave-front tracking approximations to (1) constructed as detailed in Section 3.1, and assume \( TV(\rho) \leq C \) be bounded, \( 0 \leq \rho_0 \leq 1 \). Then, up to a subsequence, we have the following convergences

\[
\rho^n \to \rho \quad \text{in} \quad L^1_{\text{loc}}(\mathbb{R}^+ \times \mathbb{R}); \quad (17a)
\]

\[
y^n(\cdot) \to y(\cdot) \quad \text{in} \quad L^\infty([0, T]), \text{ for all } T > 0; \quad (17b)
\]

\[
y^n(\cdot) \to \dot{y}(\cdot) \quad \text{in} \quad L^1([0, T]), \text{ for all } T > 0; \quad (17c)
\]

for some \( \rho \in C^0(\mathbb{R}^+) ; L^1 \cap BV(\mathbb{R}) \) and \( y \in W^{1, 1}(\mathbb{R}^+) \).

**Proof.** Lemma 3.3 gives a uniform bound on the total variation of approximate solutions. Thus, we have \( TV(\rho^n(t, \cdot)) \leq Y(t) \leq Y(0). \) A standard procedure based on Helly’s Theorem (see [3, Theorem 2.4]) ensures the existence of a subsequence converging to some function \( \rho \in C^0(\mathbb{R}^+) ; L^1 \cap BV(\mathbb{R}) \), proving (17a).

Since \( |\dot{y}_n(t)| \leq V_b \), the sequence \( \{y_n\} \) is uniformly bounded and equicontinuous on any compact interval \([0, T]\). By Ascoli-Arzelà Theorem, there exists a subsequence converging uniformly, giving (17b). In order to prove (17c), we have to show that TV \( (\dot{y}_n; [0, T]) \) is uniformly bounded. In fact, the analysis performed in Section 3.2 shows that \( \dot{y}_n \) can change only at interactions with waves coming from its right. We can estimate the speed variation at interactions times \( \ell \) by the size of the interacting front:

\[
|\dot{y}_n(\ell^+) - \dot{y}_n(\ell^-)| = |\omega_r(t) - \omega_r(t)| \leq |\rho_r(t) - \rho_r(t)|.
\]

In particular, \( \dot{y}_n \) is non-increasing at interactions with shock fronts and non-decreasing at interactions with rarefaction fronts, which must be originated at \( t = 0 \). In fact, the analysis performed in Section 3.2 shows that no new rarefaction front can arise at interactions. Therefore,

\[
TV(\dot{y}_n; [0, T]) \leq 2 PV(\dot{y}_n; [0, T]) + \|\dot{y}_n\|_{L^\infty([0, T])} \leq 2 TV(\rho_0) + V_b
\]

is uniformly bounded. Above, PV \( (\dot{y}_n; [0, T]) \) denotes the positive variation of \( \dot{y}_n \), i.e., the total amount of positive jumps in the interval \([0, T]\). □

3.3.1. **Proof of (12a) and (12b).** Since \( \rho^n \) converge strongly to \( \rho \) in \( L^1_{\text{loc}}(\mathbb{R}^+ \times \mathbb{R}) \), it is straightforward to pass to the limit in the weak formulation of the conservation law, proving that the limit function \( \rho \) satisfies (12a). Kružhkov entropy condition (12b) can be recovered in the same way.

3.3.2. **Proof of (12c).** We prove that

\[
\lim_{n \to \infty} \rho^n(t, y^n(t)+) = \rho^*(t) = \rho(t, y(t)+) \quad \text{for a.e. } t \in \mathbb{R}^+. \quad (18)
\]

At this purpose, we use the weak convergence of measure in [4, Lemma 15] and we proceed like in [4, §4], for the details see [11].

Combining (17c) and (18) we get \( \dot{y}(t) = \omega(\rho(t, y(t)+)) \) for a.e. \( t > 0 \).
3.3.3. Proof of (12d). In order to verify that the limit solutions satisfy the constraint (12d), we can use directly the convergence result (18).
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Abstract. We analyze the modified equation of a model hyperbolic heat equation, which can be used as a guide for numerical methods. The main result is a uniform estimate of accuracy for a particular form of the modified equation.

1. Introduction. Our model problem is the hyperbolic heat equation or Cattaneo’s equation in dimension one $x \in \mathbb{R}$

\[
\begin{aligned}
\partial_t u_\varepsilon + \frac{1}{\varepsilon} \partial_x v_\varepsilon &= 0, \\
\partial_t v_\varepsilon + \frac{1}{\varepsilon} \partial_x u_\varepsilon &= -\frac{\sigma}{\varepsilon^2} v_\varepsilon.
\end{aligned}
\]

The scaling parameter is $0 < \varepsilon \leq 1$ which can take values arbitrarily in $[0, 1]$. The other coefficient $\sigma > 0$ is constant: the case with a non constant $\sigma$ will be examined in the last part of this work. Hilbert expansion of all quantities with respect to $\varepsilon$ (that is $f = f_0 + \varepsilon f_1 + O(\varepsilon^2)$) shows that the limit equation writes

\[
\partial_t u - \frac{1}{\sigma} \partial_{xx} u = 0.
\]

Indeed the second equation in (1) can be rewritten formally as $v_\varepsilon = -\frac{\varepsilon}{\sigma} \partial_x u_\varepsilon + O(\varepsilon^2)$. Plugged in the first equation it yields $\partial_t u_\varepsilon - \frac{1}{\sigma} \partial_{xx} u_\varepsilon = O(\varepsilon)$ which is further simplified in (2). In other words the diffusion equation (2) is the asymptotic limit of the system (1).

At the numerical level, Asymptotic Preserving (AP) techniques [1, 2] are useful to discretize such problems with accuracy uniform with respect to $\varepsilon$. This family of methods and schemes is particularly appealing for the numerical discretization of physical problems with very different scales. It has motivated recent contributions [3, 4], see also [5] in a different context. A general observation is that the numerical structure of Asymptotic Preserving schemes is not so simple to understand. As a result comparisons between different methods is also difficult.

That is why we desire to develop, for the model problem (1), an a priori understanding of asymptotic preserving techniques. Here a priori means that we do not want to rely on the standard method, that is a) development of a new numerical method, and b) analysis of the pros and cons of the method. On the contrary we
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desire to understand a priori what are the mathematical properties that the desired numerical method should satisfy. Following [2], we use the modified equation which is a natural and powerful tool to develop such a priori understanding. The main result of this work is a new estimate of accuracy in theorem 3.1. This estimate is uniform with respect to \( \varepsilon \). It gives insights into the mathematical and numerical structure of the Gosse-Toscani scheme [1] and the Jin-Levermore scheme [2].

2. The modified equation. The starting point is the modified equation

\[
\begin{align*}
\partial_t u_{\varepsilon,\alpha} + \frac{1}{\varepsilon} \left( \partial_x v_{\varepsilon,\alpha} - \frac{\alpha}{\varepsilon} \partial_{xx} u_{\varepsilon,\alpha} \right) &= 0, \\
\partial_t v_{\varepsilon,\alpha} + \frac{1}{\varepsilon} \left( \partial_x u_{\varepsilon,\alpha} - \frac{\alpha}{\varepsilon} \partial_{xx} u_{\varepsilon,\alpha} \right) &= -\frac{\sigma}{\varepsilon^2} v_{\varepsilon,\alpha},
\end{align*}
\]

(3)

where \( \alpha \approx \frac{\Delta x^2}{2} \) is the coefficient of the numerical viscosity characteristic of first order Finite Volume techniques. See [2, 3] for a justification. Since this system admits two different small parameters \( \varepsilon \) and \( \alpha \), the behavior of the the solutions depends on the competition between these parameters. Hilbert expansion of all quantities with respect to \( \varepsilon \) shows that the limit equation, the parameter \( \alpha \) being kept constant, is

\[
\partial_t u_0 - \left( \frac{1}{\sigma} + \frac{\alpha}{\varepsilon} \right) \partial_{xx} u_0 = 0
\]

(4)

which is of course non correct in the regime \( \varepsilon \ll \alpha \) because the diffusion coefficient has been modified: \( \frac{1}{\sigma} \ll \frac{1}{\sigma} + \frac{\alpha}{\varepsilon} \). Therefore something has to be done in order to preserve the correct asymptotic limit.

2.1. A modified equation of the first kind. Starting from this consideration a very natural idea is to modify the first equation and to replace (3) with

\[
\begin{align*}
\partial_t u_{\varepsilon,\alpha} + M \frac{1}{\varepsilon} \left( \partial_x v_{\varepsilon,\alpha} - \frac{\alpha}{\varepsilon} \partial_{xx} u_{\varepsilon,\alpha} \right) &= 0, \\
\partial_t v_{\varepsilon,\alpha} + \frac{1}{\varepsilon} \left( \partial_x u_{\varepsilon,\alpha} - \frac{\alpha}{\varepsilon} \partial_{xx} v_{\varepsilon,\alpha} \right) &= -\frac{\sigma}{\varepsilon^2} v_{\varepsilon,\alpha},
\end{align*}
\]

(5)

where the Magic coefficient is the ratio of the true viscosity over the spurious one

\[
M = \frac{1}{\frac{1}{\sigma} + \frac{\alpha}{\varepsilon}} = \frac{\varepsilon}{\varepsilon + \sigma \alpha} \in [0, 1].
\]

This system is obtained as the modified equation of the Jin-Levermore scheme [2]. The Hilbert expansion, \( \bar{v}_{\varepsilon,\alpha} = \bar{v}_0 + \varepsilon \bar{v}_1 + \ldots \) and so on, yields the limit equation

\[
\partial_t \bar{u}_0 - \frac{1}{\sigma} \partial_{xx} \bar{u}_0 = O(\varepsilon)
\]

which is now correct. Nevertheless modifying (3) into (5) alters the whole mathematical structure of the original system. For example the energy identity attached to (5) writes

\[
\partial_t \bar{p}_{\varepsilon,\alpha}^2 + \frac{M}{2} \bar{p}_{\varepsilon,\alpha}^2 + \frac{\sigma}{\varepsilon^2} \bar{p}_{\varepsilon,\alpha}^2 + \frac{M \alpha}{\varepsilon} \left( \bar{p}_{\varepsilon,\alpha}^2 + \bar{p}_{\varepsilon,\alpha}^2 \right) - \partial_{xx} \frac{M \alpha}{\varepsilon^2} \left( \bar{p}_{\varepsilon,\alpha}^2 + \bar{p}_{\varepsilon,\alpha}^2 \right)
\]

\[
= -\frac{\sigma}{\varepsilon^2} \bar{p}_{\varepsilon,\alpha}^2 - \frac{M \alpha}{\varepsilon} \left( \left( \partial_x \bar{p}_{\varepsilon,\alpha} \right)^2 + \left( \partial_x \bar{p}_{\varepsilon,\alpha} \right)^2 \right) \leq 0.
\]

(6)

It yields

\[
\int_{\mathbb{R}} \bar{p}_{\varepsilon,\alpha}(t)^2 + M \bar{v}_{\varepsilon,\alpha}(t)^2 d\varepsilon \leq \int_{\mathbb{R}} \bar{p}_{\varepsilon,\alpha}(0)^2 + M \bar{v}_{\varepsilon,\alpha}(0)^2 d\varepsilon.
\]

(7)
This inequality shows the $L^2$ stability of the system. However the $L^2$ control on the variable $v$ may be quite weak in regimes such that $M \to 0^+$ which are precisely our concern.

2.2. A modified equation of the second kind. With this regard the following system is much better

$$
\begin{align*}
\partial_t \hat{u}_{\alpha,\varepsilon} + \frac{M}{\varepsilon} (\partial_x \hat{v}_{a,\varepsilon} - \alpha \partial_{xx} \hat{u}_{a,\varepsilon}) &= 0, \\
\partial_t \hat{v}_{a,\varepsilon} + \frac{M}{\varepsilon} (\partial_x \hat{u}_{a,\varepsilon} - \alpha \partial_{xx} \hat{v}_{a,\varepsilon}) &= -\sigma M \frac{1}{\varepsilon^2} \hat{v}_{a,\varepsilon}.
\end{align*}
$$

This system is obtained as the modified equation of the Gosse-Toscani scheme [1]. The formal asymptotic diffusion equation is still the correct one. Evident manipulations that the energy identity writes now

$$\int_{\mathbb{R}} \frac{\hat{u}_{a,\varepsilon}(t)^2 + \hat{v}_{a,\varepsilon}(t)^2}{2} dx \leq \int_{\mathbb{R}} \frac{\hat{u}_{a,\varepsilon}(0)^2 + \hat{v}_{a,\varepsilon}(0)^2}{2} dx$$

which is better balanced than (7) in the sense that both variables have the same weights.

In other words, the modified equation of the second kind has the correct asymptotic limit and has a correct energy law. The remaining part of this work is dedicated to a proof of a uniform accuracy estimate for the second kind modified equation.

3. Main result. To simplify the analysis, we will consider well prepared initial data for the system (1). Such well prepared data are easy to construct: for example one first takes a sufficiently smooth data $u_\varepsilon(t = 0) = u_0 \in H^3(\mathbb{R})$. Then one picks $v_\varepsilon(t = 0) = v_0 = -\frac{\varepsilon}{\sigma} \partial_x u_0$. Since the system (1) satisfies an energy identity similar to (9), one first has that $u(t), v(t), \partial_x u(t), \partial_x v(t)$ are uniformly bounded in $L^2(\mathbb{R})$. One also has that $\partial_t u(t = 0) = -\frac{1}{\varepsilon} \partial_x v_0 = \frac{1}{\varepsilon} \partial_{xx} u_0$ and $\partial_t v(t = 0) = 0$ are bounded in $L^2(\mathbb{R})$: it implies that $\partial_t u(t), \partial_t v(t)$ are also uniformly bounded in $L^2(\mathbb{R})$. More useful estimates satisfied by well prepared data are the following.

Proposition 1. Assume that $u_0 \in H^3(\mathbb{R})$. Then the solution of (1) satisfies

$$\|\partial_{tx} u\|_{L^\infty((0,T);L^2(\mathbb{R}))} \leq \frac{1}{\sigma} \|\partial_{xxx} u_0\|_{L^2(\mathbb{R})} \quad (10)$$

and

$$\|\partial_t v\|_{L^2((0,T) \times \mathbb{R})} \leq \frac{\varepsilon}{\sigma} \|\partial_{xxx} u_0\|_{L^2(\mathbb{R})}. \quad (11)$$

- Set $w = \partial_{tx} u_\varepsilon$ and $z = \partial_{tx} v_\varepsilon$. Since the pair $(w, z)$ satisfies the same homogeneous system (1) with the initial data $(w_0, z_0)$

$$\begin{align*}
w_0 = (\partial_{tx} u_\varepsilon)(t = 0) &= -\frac{\partial_{xx} v_0}{\varepsilon} = \frac{1}{\sigma} \partial_{xxx} u_0, \\
z_0 = (\partial_{tx} v_\varepsilon)(t = 0) &= -\partial_x \left( \frac{1}{\varepsilon} \partial_x u_0 + \frac{\sigma}{\varepsilon^2} v_0 \right) = 0,
\end{align*}$$

the first inequality (10) naturally holds using the $L^2$ stability property (9).
- Now we set $w = \partial_t u_\varepsilon$ and $z = \partial_t v_\varepsilon$. Since the pair $(w, z)$ satisfies the same homogeneous system (1) with the initial data $(w_0, z_0)$

$$\begin{align*}
w_0 = (\partial_t u_\varepsilon)(t = 0) &= -\frac{\partial_x v_0}{\varepsilon} = \frac{1}{\sigma} \partial_{xx} u_0,
\end{align*}$$
and \( z_0 = (\partial_t v_e)(t = 0) = 0 \), one obtains after integration
\[
\int_{\mathbb{R}} \frac{w(t)^2 + z(t)^2}{2} + \frac{\sigma}{\varepsilon^2} \int_0^T \int_{\mathbb{R}} z(s)^2 \, ds = \int_{\mathbb{R}} \frac{w_0^2 + z_0^2}{2}.
\]
It yields
\[
\|z\|_{L^2((0,T) \times \mathbb{R})} \leq \frac{\varepsilon}{\alpha} \|w_0\|_{L^2(\mathbb{R})}
\] which ends the proof of (11).

From now on, we use the same initial data for the modified system, that is
\[
\hat{u}_{\alpha,\varepsilon}(t = 0) = u_\varepsilon(t = 0) = u_0 \quad \text{and} \quad \hat{v}_{\alpha,\varepsilon}(t = 0) = v_\varepsilon(t = 0) = v_0 = -\frac{\varepsilon}{\sigma} \partial_x u_0.
\]

**Theorem 3.1.** For well prepared data (12), there exists a constant independent of \( \varepsilon \) and \( \alpha \) such that one has the accuracy inequality independent of \( \varepsilon \)
\[
\|u_\varepsilon(t) - \hat{u}_{\alpha,\varepsilon}(t)\|_{L^2(\mathbb{R})} + \|v_\varepsilon(t) - \hat{v}_{\alpha,\varepsilon}(t)\|_{L^2(\mathbb{R})} \leq C\alpha, \quad t \leq T.
\]

**Remark 1.** The important fact is that the error is no more spoiled by \( \frac{\varepsilon}{\alpha} \) terms. Similar behavior is displayed by numerical schemes, such as the Gosse-Toscani scheme [1], which are compatible with the second kind modified equation, see [3].

Set \( e = u_\varepsilon - \hat{u}_{\alpha,\varepsilon} \) and \( f = v_\varepsilon - \hat{v}_{\alpha,\varepsilon} \). By construction\n
\[
\begin{aligned}
\partial_t e + \frac{M}{\varepsilon} (\partial_x f - \alpha \partial_x x) & = r, \\
\partial_t f + \frac{M}{\varepsilon} (\partial_x f - \alpha \partial_x x) & = s,
\end{aligned}
\]
where the truncation errors \( r \) and \( s \) are defined by
\[
\begin{aligned}
r & = \partial_t u_\varepsilon + \frac{M}{\varepsilon} (\partial_x v_\varepsilon - \alpha \partial_x x u_\varepsilon) \\
& = (1 - M) \partial_t u_\varepsilon - \frac{M\alpha}{\varepsilon} \partial_x x u_\varepsilon,
\end{aligned}
\]
\[
\begin{aligned}
s & = \partial_t v_\varepsilon + \frac{M}{\varepsilon} (\partial_x u_\varepsilon - \alpha \partial_x x v_\varepsilon) + \frac{\sigma M}{\varepsilon^2} v_\varepsilon \\
& = (1 - M) \partial_t v_\varepsilon - \frac{M\alpha}{\varepsilon} \partial_x x v_\varepsilon.
\end{aligned}
\]
The second truncation error, \( s \), is naturally small since
\[
s = \left[ \frac{\partial_t v_\varepsilon}{\varepsilon} \right] (1 - M) \varepsilon + [M \partial_x x u_\varepsilon] \alpha
\]
Due to proposition 1 each term in square brackets is bounded in \( L^2((0,T) \times \mathbb{R}) \), and \( \varepsilon(1 - M) = \frac{\varepsilon}{\varepsilon + \alpha} \varepsilon \alpha = O(\alpha) \). Therefore \( \|s\|_{L^2((0,T) \times \mathbb{R})} = O(\alpha) \). The first term \( r \) needs a little more manipulations. Since \( \partial_x u_\varepsilon = -\varepsilon \partial_t u_\varepsilon - \frac{\varepsilon}{\varepsilon} v_\varepsilon \), one has the identity
\[
\partial_x x u_\varepsilon = -\varepsilon \partial_t u_\varepsilon - \frac{\varepsilon}{\varepsilon} v_\varepsilon = -\varepsilon \partial_t x u_\varepsilon + \sigma \partial_t x u_\varepsilon
\]
from which we deduce that
\[
r = (1 - M - M \frac{\alpha}{\varepsilon}) \partial_t u_\varepsilon + M \partial_t x u_\varepsilon = [M \partial_t x u_\varepsilon] \alpha
\]
since \( 1 - M - M \frac{\alpha}{\varepsilon} = 0 \) by construction. Once again the term in square brackets is bounded in \( L^2((0,T) \times \mathbb{R}) \). Therefore \( \|r\|_{L^2((0,T) \times \mathbb{R})} = O(\alpha) \).

Next we multiply the first equation in (14) by \( e \), the second by \( f \). Using the \( L^2 \) stability, one obtains (using notation such as \( \|e, f\|_{L^2(\mathbb{R})} = \sqrt{\|e\|^2_{L^2(\mathbb{R})} + \|f\|^2_{L^2(\mathbb{R})}} \))
\[
\frac{d}{dt} \frac{\|e(t), f(t)\|^2_{L^2(\mathbb{R})}}{2} \leq \|r(t), s(t)\|_{L^2(\mathbb{R})} \|e(t), f(t)\|_{L^2(\mathbb{R})}
\]
from which we deduce that
\[
\|e(t), f(t)\|_{L^2(\mathbb{R})} \leq \int_0^T \|r(\tau), s(\tau)\|_{L^2(\mathbb{R})} d\tau
\]
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\[
\leq \sqrt{T} \left( \int_0^T \| r(\tau), s(\tau) \|^2_{L^2(\mathbb{R})} \, d\tau \right)^{\frac{1}{2}} = \sqrt{T} \| r, s \|_{L^2((0,T) \times \mathbb{R})}.
\]

Since \( \| r, s \|_{L^2((0,T) \times \mathbb{R})} = O(\alpha) \) the proof of the claim is finished.

4. Other modified equations. We modify the parameters of the equation or of the scheme to analyze the potential impact of such modifications.

4.1. Changing the sink. The first one is already considered in the seminal work [2]. It is intermediate between the first kind and second kind modified equations. It writes

\[
\begin{aligned}
\partial_t \hat{u} + \frac{M}{\varepsilon} \left( \partial_x \hat{v} - \alpha \partial_x \hat{u} \right) &= 0, \\
\partial_t \hat{v} + \frac{M}{\varepsilon} \left( \partial_x \hat{u} - \alpha \partial_x \hat{v} \right) &= -\frac{\sigma}{\varepsilon^2} \hat{v},
\end{aligned}
\]

That is the Magic coefficient is everywhere except in the sink. The formal asymptotic limit \( \hat{v} \approx -\frac{\varepsilon M \sigma}{\varepsilon^2} \partial_x \hat{u} \). Plugging in the first equation one gets the limit diffusion equation

\[ \partial_t u - \left( \frac{M^2}{\sigma} + \frac{M \alpha}{\varepsilon} \right) \partial_{xx} u. \]

The diffusion coefficient is \( \frac{M^2}{\sigma} + \frac{M \alpha}{\varepsilon} = 1 + \frac{M(M - 1)}{\sigma} \).

The correct coefficient is modified by a factor proportional to \( M(M - 1) \). This term vanishes for \( M \approx 0 \) or \( M \approx 1 \), which means that either \( \varepsilon \ll \alpha \) or \( \alpha \ll \varepsilon \). If \( \frac{\alpha}{\varepsilon} = O(1) \) then the correction is non zero as well.

This is why such modification (15) is not recommended in practice for numerical methods, see also [2].

4.2. Non constant coefficients. Another case often encountered in practice is when the coefficients are non constant. Let us assume that \( \sigma = \sigma(x) > 0 \) is non constant, positive and smooth. A modified equation that corresponds to this situation is

\[
\begin{aligned}
\partial_t \hat{u} + \partial_x \left( \frac{M(x)}{\varepsilon} \hat{v} \right) - \partial_x \left( \frac{M(x) \alpha}{\varepsilon} \partial_x \hat{u} \right) &= 0, \\
\partial_t \hat{v} + \frac{M(x)}{\varepsilon} \partial_x \hat{u} - \partial_x \left( \frac{M(x) \alpha}{\varepsilon} \partial_x \hat{v} \right) &= -\frac{\sigma M(x)}{\varepsilon^2} \hat{v}.
\end{aligned}
\]

It is an easy matter to check that this system satisfies an energy identity with the standard \( L^2 \) energy. It also rewrites in a more conservative way as

\[
\begin{aligned}
\partial_t \hat{u} + \partial_x \left( \frac{M(x)}{\varepsilon} \hat{v} \right) - \partial_x \left( \frac{M(x) \alpha}{\varepsilon} \partial_x \hat{u} \right) &= 0, \\
\partial_t \hat{v} + \partial_x \left( \frac{M(x)}{\varepsilon} \hat{u} \right) - \partial_x \left( \frac{M(x) \alpha}{\varepsilon} \partial_x \hat{v} \right) &= -\frac{\sigma M(x)}{\varepsilon^2} \hat{v} + \frac{\partial_x M(x)}{\varepsilon} u.
\end{aligned}
\]

In theory the previous method method can be used to analyze the limit \( \varepsilon \to 0 \) of this system.
4.3. Open problems. We hope, and believe, that this study may provide a basis for the design and analysis of AP schemes for more complex equations and systems. For example for larger systems (3 equations and more), it is possible a priori to study systems of modified equations having in mind that the coefficient $M$ becomes a matrix, the ultimate goal still being to design astute $M$ such that error estimates are independent of the stiffness parameter $\varepsilon$. This is largely an open problem in the general case.
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WAVE-WAVE INTERACTIONS OF A GASDYNAMIC TYPE
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Abstract. Two distinct contexts [isentropic; strictly anisentropic] are considered for a hyperbolic quasilinear system of a gasdynamic type [Euler]. For each of these two contexts two genuinely nonlinear, geometrical and analytical approaches are considered [of a Burnat type and, respectively, of a Martin type]. Each of these two approaches leads particularly to a pair of classes of solutions [wave solutions; wave-wave regular interaction solutions]. We finally parallel the mentioned approaches by using various comparisons between the mentioned pairs of classes.


1.1. Introduction. For the multidimensional first order hyperbolic system of a gasdynamic type

\[ \sum_{j=1}^{n} \sum_{k=0}^{m} a_{ijk}(u) \frac{\partial u_j}{\partial x_k} = 0, \quad 1 \leq i \leq n \]  

(1.1)

the “algebraic” approach (Burnat [1]) starts with identifying dual pairs of directions \( \vec{\beta}, \vec{\kappa} \) [we write \( \vec{\kappa} \leftrightarrow \vec{\beta} \)] connecting [via their duality relation] the hodograph [= in the hodograph space \( H \) of the entities \( u \)] and physical [= in the physical space \( E \) of the independent variables] characteristic details. The duality relation at \( u^* \in H \) has the form:

\[ \sum_{j=1}^{n} \sum_{k=0}^{m} a_{ijk}(u^*) \beta_k \kappa_j = 0, \quad 1 \leq i \leq n. \]  

(1.2)

Here \( \vec{\beta} \) is an exceptional direction [= normal characteristic direction (orthogonal in the physical space \( E \) to a characteristic character)]. A direction \( \vec{\kappa} \) dual to an exceptional direction \( \vec{\beta} \) is said to be a hodograph characteristic direction. A real character of the exceptional / hodograph characteristic directions implied in (1.2) is concurrent with the hyperbolicity of (1.1).

Example 1 (Lax [7]). For the one-dimensional strictly hyperbolic version of the system (1.1) a finite number \( n \) of dual pairs \( \vec{\kappa}_i \leftrightarrow \vec{\beta}_i \) consisting in \( \vec{\kappa}_i = \vec{R}_i \) and \( \vec{\beta}_i = \Theta_i(u)[\lambda_i(u), 1] \), where \( \vec{R}_i \) is a right eigenvector of the \( n \times n \) matrix \( a \) and \( \lambda_i \) is an eigenvalue of \( a \), are available \((i = 1, ..., n)\). Each dual pair associates in this case, at each \( u^* \in R \) [for a suitable region \( R \subset H \)], to a vector \( \vec{\kappa} \) a single dual vector \( \vec{\beta} \).
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Example 2 (Peradzyński [10]). For the two-dimensional isentropic version of (1.1) an infinite number of dual pairs are available at each $u^* \in H$. Each dual pair associates, at the mentioned $u^*$, to a vector $\vec{\kappa}$ a single dual vector $\vec{\beta}$.

Example 3 (Peradzyński [11]). For the isentropic description corresponding to the three-dimensional version of (1.1) an infinite number of dual pairs are available at each $u^* \in H$. Each dual pair associates, at the mentioned $u^*$, to a vector $\vec{\kappa}$ a finite [constant, $\neq 1$] number of $k$ independent exceptional dual vectors $\vec{\beta}_j$, $1 \leq j \leq k$; and therefore has the structure $\vec{\kappa} \leftarrow (\vec{\beta}_1, ..., \vec{\beta}_k)$.

Definition 1.1. (Burnat [1]) A curve $\mathcal{C} \subset H$ is said to be characteristic if it is tangent at each point of it to a characteristic direction $\vec{\kappa}$. A hypersurface $\mathcal{S} \subset H$ is said to be characteristic if it possesses at least a characteristic system of coordinates.

1.2. Genuine nonlinearity. Simple waves solutions.

Remark 1. In case of an one-dimensional strictly hyperbolic version of (1.1) a characteristic curve $\mathcal{C} \subset R \subset H$, of index $i$, is said to be genuinely nonlinear (gnl) if the dual constructive pair $\vec{\kappa}_i \leftarrow \vec{\beta}_i$ is restricted [the restriction is on the pair!] by $\vec{\kappa}_i(u) \circ \vec{\beta}_i(u) \equiv \vec{R}_i(u) \cdot \text{grad}_u \lambda_i(u) \neq 0$ in $\mathcal{R}$; see Example 1. This condition transcribes the requirement $\frac{d\vec{\beta}}{d\alpha} \neq 0$ along each hodograph characteristic curve $\mathcal{C}$.

Definition 1.2. We naturally extend the gnl character of a hodograph characteristic curve $\mathcal{C}$ to the cases corresponding to Examples 2 and 3, by requiring along $\mathcal{C}$: $\left| \frac{d\vec{\beta}}{d\alpha} \right| \neq 0$ and, respectively, $\sum_{\mu=1}^{k} \left| \frac{d\vec{\beta}_{\mu}}{d\alpha} \right| \neq 0$.

Definition 1.3. A solution of (1.1) whose one-dimensional hodograph is laid along a gnl characteristic curve is said to be a simple waves solution (here below also called wave). The gnl character implies a nondegeneracy [in the sense of a “funning out”] of such a solution.

Here are three types of simple waves solutions, presented in an implicit form – respectively associated, in presence of a gnl character, to the Examples 1–3 above $[\alpha(x, t) \text{ results from the implicit function theorem}; \text{the solution is structured by (1.2)}]$

$$
\begin{align*}
\alpha &= \theta(\xi), \quad \xi = x - \zeta_i(\alpha)t, \\
u &= U(\alpha(x, t)); \quad \alpha = \theta(\xi), \quad \xi = \sum_{\nu=0}^{m} \beta_{\nu}(U(\alpha))x_{\nu} = \sum_{\nu=0}^{m} \beta_{\nu} \{U[\theta(\xi)]\}x_{\nu}, \\
u &= U(\alpha(x, t)); \quad \alpha = \theta(\xi_1, \ldots, \xi_k), \quad \xi_j = \sum_{\nu=0}^{m} \beta_{\nu}(U(\alpha))x_{\nu}; \quad 1 \leq j \leq k
\end{align*}
$$

\begin{equation}
\frac{dU}{d\alpha} = \vec{\kappa}
\end{equation}
along $\mathcal{C}$.


Remark 2. Let $R_1, \ldots, R_p$ be gnl characteristic coordinates on a given $p$-dimensional characteristic region $\mathcal{R}$ of a hodograph hypersurface $\mathcal{S}$ with the normal $\vec{n}$. Solutions of the intermediate system (Peradzyński [10])

$$
\frac{\partial \eta_{l}}{\partial x_{s}} = \sum_{k=1}^{p} \eta_{k}s_{kl}(u)b_{ks}(u), \ u \in \mathcal{R}; \ 1 \leq l \leq n, \ 0 \leq s \leq m; \ \vec{\kappa}_{k} \perp \vec{n}, \ 1 \leq k \leq p \quad (1.3)
$$
appear to concurrently satisfy the system (1.1) [we carry (1.3) into (1.1) and take into account (1.2)]. This indicates a key importance of the “algebraic” concept of dual pair.
Definition 1.4. A solution of (1.1) whose hodograph is laid on a characteristic hypersurface is said to correspond to a \textit{wave-wave regular interaction} if its hodograph possesses a \textit{gnl} system of coordinates and there exists a set of \textit{Riemann–Burnat invariants} $R(x)$, structuring the dependence on $x$ of the solution $u$ by a regular interaction representation

$$u_l = u_l[R_1(x_0, ..., x_m), ..., R_p(x_0, ..., x_m)], \quad 1 \leq l \leq n. \quad (1.4)$$

Remark 3. We consider next a \textit{subclass} of the wave-wave solutions of (1.1). This subclass results whether (1.1) is replaced by (1.3) in Definition 1.4 [because, the so-

A first significant solution

$$v_x = \frac{1}{\gamma} \xi + \zeta, \quad v_y = \frac{1}{\gamma} \eta + \zeta; \quad \text{arbitrary} \ \zeta, \xi, \quad c^2 = \frac{1}{2} \left[ \left( \frac{\gamma-1}{\gamma} \xi - \zeta \right)^2 + \left( \frac{\gamma-1}{\gamma} \eta - \zeta \right)^2 \right],$$

A second significant solution \ [for $\frac{3 - \gamma}{\gamma + 1} < a < 1$]

$$v_x = a \xi \pm \sqrt{(1-a) \left( a - \frac{3 - \gamma}{\gamma + 1} \right) + K \sqrt{1-a}}, \quad K = \frac{c}{\sqrt{1-a}} = \mp \frac{\zeta}{\sqrt{a - \frac{3 - \gamma}{\gamma + 1}}}$$

$$v_y = \pm \xi \sqrt{(1-a) \left( a - \frac{3 - \gamma}{\gamma + 1} \right) + \eta \left( \frac{4}{\gamma + 1} - a \right) \mp K \sqrt{a - \frac{3 - \gamma}{\gamma + 1}}}$$

$$c = \varepsilon \sqrt{\frac{(3 - \gamma)(\gamma - 1)}{2(\gamma + 1)}} \left( \xi \sqrt{1-a} \mp \eta \sqrt{a - \frac{3 - \gamma}{\gamma + 1} - K} \right), \quad \varepsilon = \pm 1,$$
where we denote
\[ \xi = \frac{x - x_0}{t - t_0}, \quad \eta = \frac{y - y_0}{t - t_0}. \]

To the self-similar form of the two-dimensional anisentropic version of (1.1) we associate the self-similar Mach number ([12]):
\[ \tilde{M} = \frac{1}{c} \sqrt{(v_x - \xi)^2 + (v_y - \eta)^2}. \]

Remark 4. For the two significant solutions mentioned above we compute \( \tilde{M} = \sqrt{2} > 1 \) and respectively \( \tilde{M} = \text{constant} = \frac{2}{\sqrt{2 - \gamma}} > 1 \). This is in contrast with the details of Zhang and Zheng irregular interaction ([12]) which allows a coexistence of pseudo supersonic regions (\( \tilde{M} > 1 \)) and pseudo subsonic regions (\( \tilde{M} < 1 \)).

Remark 5. Quantifiable “amount” of genuine nonlinearity. The two exemplifying solutions above are taken from an exhaustive list of solutions with a suggestive suitable structure ([2]). • The hodograph of the first of these solutions is structured by three characteristic genuinely nonlinear fields (two families of conical helices and a family of horizontal circles) – it appears to be a characteristic surface with three gnl characteristic systems of coordinates. We are able in this case to present the first significant solution in three distinct manners as a regular interaction of multidimensional simple waves solutions. The first mentioned solution appears to be associated locally to a set of three concurrent and distinct structures [multidimensional wave-wave regular interaction structures; Riemann–Burnat representations] ([2]). • The hodograph of the second of these solutions is structured by three characteristic fields too (three families of straightlined hodograph characteristic fields) of which two are non-horizontal and appear to be genuinely nonlinear and the third is horizontal and shows a linearly degenerate character. In this case we dispose of a single gnl hodograph system of characteristic coordinates. The mentioned solution appears to be associated locally to a single wave-wave regular interaction structure [Riemann–Burnat representation] ([2]).


2.1. Anisentropic context. Details of a Martin type approach. An anisentropic flow is present in the region behind a shock discontinuity which propagates with a non-uniform velocity [unsteady one-dimensional; curved shock path; cf. the theory of the compressive piston] or in the region behind a curved shock [steady two-dimensional; rotational]. Because, the jump of the entropy through the shock depends on the velocity of the shock [one-dimensional] or on the inclination of the shock line [two-dimensional; rotational].

The Burnat type approach 1.1–1.3, leading to a wave-wave regular interaction structure, is valid for both isentropic and anisentropic versions of (1.1). In particular for the case of two independent variables. This approach provides a pair of classes of solutions of this mentioned system [Burnat type wave and wave-wave regular interaction solutions]. • In a strictly anisentropic context the Burnat type pair of classes will be paralleled here below [sections 2.2–2.4] by a Martin type pair of classes.

In a Martin type approach ([8]) we interchange the pairs of independent variables \( x, t \) [or \( x, y \)] with \( \psi, p \) [usual notations] on the [natural] assumptions \( \frac{\partial p}{\partial t} \frac{\partial \psi}{\partial x} - \frac{\partial p}{\partial x} \frac{\partial \psi}{\partial t} \neq 0 \) [or, respectively, \( \frac{\partial p}{\partial x} \frac{\partial \psi}{\partial y} - \frac{\partial p}{\partial y} \frac{\partial \psi}{\partial x} \neq 0 \)]. A Martin type approach represents the solution
of the system (1.1) in two independent variables through an entity \( \xi \) [unsteady one-dimensional] or through a couple of entities \( \xi, \eta \) [steady two-dimensional; rotational] fulfilling each a Monge–Ampère type equation in the independent variables \( \psi, p \) ([4]).

**Unsteady one-dimensional representation**

\[
\begin{align*}
v_x &= \frac{\partial \xi}{\partial \psi}, \quad t = \frac{\partial \xi}{\partial p}, \quad x = \int \left( \frac{\partial \xi}{\partial \psi} \frac{\partial^2 \xi}{\partial \psi \partial \psi} + \frac{1}{\rho} \right) \, d\psi + \left( \frac{\partial \xi}{\partial \psi} \frac{\partial^2 \xi}{\partial \psi \partial p} \right) \, dp.
\end{align*}
\]

where \( \xi \) fulfils the Monge–Ampère type equation ([8])

\[
\frac{\partial^2 \xi}{\partial p^2} \frac{\partial^2 \xi}{\partial \psi^2} - \left( \frac{\partial^2 \xi}{\partial \psi \partial \psi} \right)^2 = -\zeta^2(p, \psi) \equiv \frac{\partial}{\partial p} \left( \frac{1}{\rho} \right) \equiv - \frac{1}{\rho c^2} \tag{2.2}
\]

with \( \rho = \rho(p, \psi) \) and \( c(p, \psi) = \sqrt{\left( \frac{\partial \rho}{\partial p} \right)_s^{-1}} \) an ad hoc sound speed.

**Steady two-dimensional rotational supersonic representation**

\[
x = \frac{\partial \eta}{\partial p}, \quad y = -\frac{\partial \xi}{\partial \psi}, \quad v_x = \frac{\partial \xi}{\partial \psi}, \quad v_y = \frac{\partial \eta}{\partial \psi}, \quad \tag{2.3}
\]

where \( \xi \) and \( \eta \) fulfill the same Monge–Ampère type equation ([4])

\[
4\left( \frac{\partial^2 \xi}{\partial \psi \partial \psi} \right)^2 - 4 \left( \frac{\partial \xi}{\partial \psi} \frac{\partial^2 \xi}{\partial \psi \partial \psi} \right) \frac{\partial \xi}{\partial \psi} + 2 \left( \frac{\partial \xi}{\partial \psi} \frac{\partial \xi}{\partial \psi} \right) \frac{\partial^2 \xi}{\partial \psi \partial \psi} - 2 \left( \frac{\partial \xi}{\partial \psi} \frac{\partial \xi}{\partial \psi} \right) \frac{\partial^2 \xi}{\partial \psi \partial \psi} = 0. \tag{2.4}
\]

The entities \( \eta \) and \( \xi \) are connected yet: a given solution \( \xi \) of (2.4) is paired by a computed [in terms of \( \xi \)] solution \( \eta \) of (2.4).

**Remark 6.** The representations (2.1)–(2.4) result in presence of a conservation laws form of the gasdynamic system: a restriction, in contrast with the Burnat constructive availability. • The steady two-dimensional rotational and supersonic representation corresponds to a natural adaptation of the Martin’s unsteady one-dimensional details ([4]).

The hyperbolicity of (1.1) results in the hyperbolicity of the Monge–Ampère type equation associated. In the steady two-dimensional rotational case we have to add, to provide hyperbolicity, the restriction of a supersonic character of the flow.

**Remark 7.** The anisentropic description has a pseudo isentropic character. Precisely: in each of the two mentioned cases [unsteady one-dimensional; steady two-dimensional, rotational] the degenerate fields [particle lines; streamlines] are not characteristic ([4]).

**Remark 8.** We are left [cf. Remark 7], for each of the mentioned cases, with two genuinely nonlinear characteristic fields – which are in correspondence with the two characteristic fields of a Monge–Ampère type equation ([4]). For example, in the steady two-dimensional, rotational and supersonic \( (V^2 - c^2 > 0) \) case the characteristic directions for (2.4) in the plane \( p, \psi \) are given by

\[
\left( \begin{array}{c}
\frac{dp}{d\psi}
\end{array} \right) = \pm \frac{2\Delta \frac{\partial^2 \xi}{\partial \psi \partial \psi} - \frac{\partial \xi}{\partial p} \frac{\partial \xi}{\partial \psi} \pm \sqrt{\Delta}}{-2\Delta \frac{\partial^2 \xi}{\partial \psi \partial \psi}}, \quad \Delta = \frac{4}{\rho c^2} V_y^2 (V^2 - c^2), \quad V^2 = v_x^2 + v_y^2. \tag{2.5}
\]

We have

\[
V^2 \, dy + \frac{1}{\rho c} \left[ cv_x \pm v_y \sqrt{V^2 - c^2} \right] d\psi = 0 \quad \text{along the characteristics } C_{\pm} \text{ of (2.4)}. \tag{2.6}
\]

\[
v_y \left[ v_y \, dv_x - v_x \, dv_y \mp \frac{1}{\rho c} \sqrt{V^2 - c^2} \, dp \right] = 0
\]
The Mach lines $C_{\pm}$ of the gasdynamic system in the physical plane and the characteristics $\overline{C}_{\pm}$ [(2.5)] of the Monge–Ampère type equation (2.4) are in correspondence. In fact, we get from (2.6) and $d\psi = -(\rho v_y)dx + (\rho v_x)dy$

$$-V^2dy + \frac{1}{pc} \left[ cv_x \pm c y \sqrt{V^2-c^2} \right] (v_xdy + v_ydx) = 0$$

along the characteristics $\overline{C}_{\pm}$ of (2.4)

which results in

$$\frac{dy}{dx} = -\frac{cv_x \pm c y \sqrt{V^2-c^2}}{cv_y \mp v_x \sqrt{V^2-c^2}} = \frac{v_x \pm c \sqrt{V^2-c^2}}{v_x^2 - c^2} = \lambda_{\pm}$$

along the characteristics $\overline{C}_{\pm}$ of (2.4)

where $\lambda_+$ and $\lambda_-$ are the Mach eigenvalues of the gasdynamic system.

2.2. Martin type linearization. • Finding a solution to a Monge–Ampère type equation [(2.2) or (2.4)] is a hard task generally. Incidentally, such a solution can be constructed in presence of a geometrical Martin type linearization. • A Martin type linearization appears to be an intermediate constructive element [parallel to (1.3)]. • A linearization of a Martin type is available whether there exists for (2.2) or (2.4) at least a pair of linear in $\xi$ intermediate integrals $[I_+, I_-]$ – constant along a characteristic of the Monge–Ampère type equation considered

$$I_+ = I_+ = \text{constant} (\text{along } \overline{C}_+), \quad I_- = I_- = \text{constant} (\text{along } \overline{C}_-) \quad (2.7)$$

2.3. Nature of a Martin type linearization. Unsteady one-dimensional gas dynamics. Burnat type approach vs. Martin type approach. • In the unsteady one-dimensional isentropic gas dynamics a pair of intermediate integrals of (2.2) $F_\pm = \frac{\partial \xi}{\partial p} \pm \int \zeta(p)dp$ can be identified directly, for $\zeta(\zeta(p)$ in (2.2), by using details of the Monge–Ampère representation (2.1) $v_x = \frac{\partial \xi}{\partial p}$ to transcribe the well known Riemann invariance relations: $v_x \pm \int \zeta(p)dp = R_\pm$. Two approaches [Burnat type (associated to the Riemann invariance relations), Martin type (associated to the pair of intermediate integrals of (2.2) which transcribe the isentropic Riemann invariance relations)] appear to be coincident in an isentropic context. • Next, the two halves of this coincidence [Burnat half, Martin half] are extended separately: cf. section 1 [Burnat half: a dimensional (possibly anisentropic) extension] or cf. section 2 [Martin linearized half: an anisentropic extension]. • In order to construct an anisentropic extension of the Martin linearization approach we have to identify some anisentropic pairs of linear in $\xi$ intermediate integrals of the Monge–Ampère equation associated to (1.1). • There are few (six) cases of Martin linearization (see [9] for the one-dimensional case, and [4] for the steady, rotational and supersonic two-dimensional case); in contrast with the availability of a Burnat type construction. • Finally, we have to compare the two parallel separate anisentropic extensions [Burnat type, Martin type] which are still initiated by an isentropic coincidence: to identify some significant consonances and, concurrently, some nontrivial contrasts.

2.4. Details of a Martin type linearization. Pseudo simple waves solution. Pseudo interaction solution. Riemann–Martin invariants. • If in (2.7) $R_+, R_-$ depend on the characteristic $[\overline{C}_+, \overline{C}_-]$ we construct a pseudo interaction solution by considering $R_+, R_-$ as new independent variables to show (Martin [9]) that in these independent variables the entities of the flow fulfill some linear Euler–Poisson–Darboux equations [for which the solutions are well known]: we
present these representations by
\[ p = p(R_+, R_-), \quad \psi = \psi(R_+, R_-), \quad v_x = v_x(R_+, R_-), \quad t = t(R_+, R_-), \quad x = x(R_+, R_-) \]  
(2.8)

where \( x(R_+, R_-) \) results by quadratures. Reversing (2.8) into \( R_\pm = R_\pm(x, t) \) will induce a form of solution (2.8), parallel to (1.4) [as \( R_\pm \) have a characteristic nature]. We call \( R_\pm(x, t) \) **Riemann–Martin invariants.**

- If in (2.7) \( R_+ \) or \( R_- \) are overall constants then a solution of the linear in \( \xi \) equation \( \mathcal{I}_+ \equiv R_+ \) [or \( \mathcal{I}_- \equiv R_- \)] appears to be automatically a solution of the mentioned Monge–Ampère type equation. We use this solution to get a solution of (1.1) and call the computed solution a **pseudo simple waves solution.**

**Remark 9.** We prove that the pseudo interaction hodograph (2.8) is not a Burnat characteristic surface. Still, incidentally and essentially for the linearized approach, this hodograph appears to be associated with an example of surface for which a characteristic character persists — in a Martin sense. In the unsteady one-dimensional case this results from the following relation between the Burnat type \((\vec{k})\) and the Martin type \((\vec{\mu})\) hodograph characteristic directions

\[ \vec{\mu}_\pm = \left( \frac{\partial p}{\partial R_\pm}, \frac{\partial v_x}{\partial R_\pm}, \frac{\partial S}{\partial R_\pm} \right) = \eta_\mp \vec{\kappa}_\mp + \bar{\eta}_\mp \vec{\kappa}_0 \]

with

\[ S(R_+, R_-) \equiv F[\psi(R_+, R_-)], \quad \eta_\mp = \frac{1}{\Lambda_\mp} \frac{\partial v_x}{\partial R_\pm}, \quad \bar{\eta}_\mp = \frac{\partial S}{\partial R_\pm}. \]

In the isentropic context the two approaches are coincident as \( \bar{\eta}_\mp \equiv 0 \).

**Remark 10.** In contrast with the Burnat type construction, a pseudo simple waves solution has a two-dimensional hodograph and for it none of the characteristic fields \( C_\pm \) in the physical plane is made of straightlines generally.

**Example 4.** To \( \zeta = \psi^\nu \left( \frac{\psi}{\nu^{\nu-1}} \right) \) \( \nu = -\frac{1}{2\gamma}, \) integral \( \nu, \nu \neq 0, 1 \) in (2.2) two intermediate integrals \( \mathcal{I}_\pm \equiv \int \frac{d\zeta}{\nu^{\nu+1}} + \nu \frac{d\zeta}{\nu^{\nu+1} - \xi^{\nu+1}} \) correspond. We satisfy \( \mathcal{I}_\pm \equiv R_\pm = 0 \) by \( \xi = \frac{1}{\nu} \left( \frac{\psi}{\nu} \right)^\nu \), and compute from (2.1)

\[ p = -\left( \frac{\nu + 1}{2\nu + 1} \right)^\nu \left( \frac{2\nu + 1}{x} \right)^{\nu+1}, \quad v_x = \frac{2\nu + 1}{\nu + 1}, \quad \psi = -\left( \frac{\nu + 1}{2\nu + 1} \right)^{\nu+1} \frac{t^{2\nu+1}}{(-x)^{\nu+1}}. \]

(2.9)

This is a [local] pseudo simple waves solution of the gasdynamic system corresponding to a certain region \( D \subset E \) (for example, a region of \( t > 0, x < 0 \)). For this solution we compute

\[ |x| = K_\alpha |t|^k_\alpha; \quad K_\alpha = \log \left| \frac{x^*}{|t^*|^{k_\alpha}} \right|, \quad \alpha = -, 0, +, \text{ along } C_\alpha \ni (x^*, t^*), \]  
(2.10)

where for \( 1 < \gamma < \frac{5}{3} \) we have

\[ k_- = \frac{2\nu}{\nu + 1}, \quad k_0 = \frac{2\nu + 1}{\nu + 1}, \quad k_+ = \frac{2}{\gamma + 1}. \]

**Remark 11.** The hodograph of a formal regular interaction of pseudo simple waves solutions will be then made by gluing, along suitable \( M \)-characteristics [induced on the hodograph surface by the characteristics of the Monge–Ampère type equation considered], a hodograph of a pseudo interaction solution with some suitable hodographs of pseudo simple waves solutions.
3. Final remarks.

Consonances of the two approaches [Burnat type; Martin type]. • The two approaches depend on the constructive presence of an intermediate element: the system (1.3) for the Burnat type and, respectively, the possibility of a geometrical linearization for the Martin type. • A Martin type approach may provide a hodograph characteristic character in absence of a Burnat type characteristic character [Remarks 5,9]. • Each of the two approaches result in a representation structured by Riemann invariants [Riemann–Burnat or Riemann–Martin]. Cf. (1.4) or section 2.4.

Contrasts of the two approaches. • The Martin approach has a fragile character. It requires dimensional restrictions [two independent variables], it is based on few cases of geometrical linearization, it is initiated from a conservation laws form of the system of equations (Remark 6). • The structure of a pseudo simple waves solution is in contrast with the structure of a Burnat type simple waves solution [two-dimensional hodograph (Remark 10) vs. one-dimensional hodograph (Definition 1.3)].

Other remarks. • Our analysis in section 1 suggests that a regular character reflects a multidimensional and skew interaction construction generally. In Zhang and Zheng irregular interaction structure ([12]) the contributing waves are one-dimensional and orthogonal. • In two independent variables a simple waves solution appears to be constant along linear characteristics. This behaviour appears to be lost in a Burnat–Peradzyński dimensional hierarchy [see Examples 1–3 and section 1.2] or in a Martin anisentropic hierarchy [cf. Remark 10].
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The International Conference devoted to Theory, Numerics and Applications of Hyperbolic Problems, HYP2012, was held in Padova on June 24–29, 2012. The conference was the fourteenth in a highly successful series of bi-annual meetings that has become one of the most important international events in Applied Mathematics. The volume contains more than 110 contributions that were presented in this conference, including plenary presentations by C. De Lellis, E. Feireisl, N. Masmoudi, S. Mishra, G. Russo, J. Sethian, E. Zuazua, and a contribution by the keynote speaker J. Glimm. These contributions cover a wide range of topics. A very partial list includes: new methods for constructing turbulent solutions to multi-dimensional systems of conservation laws based on Baire category, transport equations with non-Lipschitz velocity fields, relative entropy functionals and the stability of fluid systems, numerical methods for hyperbolic systems with stiff relaxation terms and for multiphase flow, new advances in homogenization theory, optimal sensor location for solutions to multidimensional wave equations, singularities in general relativity. The volume should appeal to researchers, students and practitioners with general interest in time-dependent problems governed by hyperbolic equations.