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Abstract

In the last couple of decades argumentation emerged as an important topic in Artificial Intelligence (AI). Having its origin in philosophy, law and formal logic, argumentation in combination with computer science has developed into various formal models, which nowadays are found in diverse applications including legal reasoning, E-Democracy tools, medical applications and many more. An integral part of many formal argumentation theories within AI is a certain notion of abstraction. Hereby the actual contents of arguments are disregarded, but only the relation between them is used for reasoning purposes. One very influential formal model for representing discourses abstractly are Dung’s argumentation frameworks (AFs). AFs can simply be represented as directed graphs. The vertices correspond to abstract arguments and directed edges are interpreted as an attack relation for countering arguments. Many variants and generalizations of AFs have been devised, with abstract dialectical frameworks (ADFs) among the most general ones. ADFs are even more abstract than AFs: the relation between arguments is not fixed to the concept attack, but is specified via so-called acceptance conditions, describing the relationship via Boolean functions.

The main computational challenge for AFs and ADFs is to compute jointly acceptable sets of arguments. Several criteria, termed semantics, have been proposed for accepting arguments. Applications of AFs or ADFs unfortunately face the harsh reality that almost all reasoning tasks defined for the frameworks are intractable. Decision problems for AFs can even be hard for the second level of the polynomial hierarchy. ADFs generalize AFs and thus are at least as computationally complex, but exact complexity bounds of many ADF problems are lacking in the literature.

There have been some proposals how to implement reasoning tasks on AFs. Roughly these can be classified into reduction and direct approaches. The former approach solves the problem at hand by translation to another one, for which sophisticated solvers exist. However, at the start of this thesis, reduction approaches for argumentation were purely monolithic. Monolithic reduction approaches result into a single encoding and hardly incorporate domain-specific optimizations for more efficient computation. Direct approaches exploit structural or semantical properties of AFs for efficiency but must typically devise and implement an algorithm from scratch, including the highly consuming task of engineering solutions on a very deep algorithmic level e.g. the development of suitable data structures.

In this thesis we provide three major contributions to the state of the art in abstract argumentation. First, we develop a novel hybrid approach that combines strengths of reduction and direct approaches. Our method reduces the problem at hand to iterative satisfiability (SAT) solving,
i.e. a sequence of calls to a SAT-solver. Due to hardness for the second level of the polynomial hierarchy, we cannot avoid exponentially many SAT calls in the worst case. However, by exploiting inherent parameters of AFs, we provide a bound on the number of calls. Utilizing modern SAT technology to an even greater extent, we also employ more expressive variants of the SAT problem. It turns out that minimal correction sets (MCSes) and backbones of Boolean formulae are very well suited for our tasks. Like the iterative SAT algorithms, our algorithms based upon MCSes and backbones are hybrid approaches as well. Yet they are closer to monolithic reduction approaches and offer the benefit of requiring even less engineering effort and providing more declarativeness.

Our second major contribution is to generalize our algorithms to ADFs. For doing so we first considerably extend ADF theory and provide a thorough complexity analysis for ADFs. Our results show that the reasoning tasks for ADFs are one step up in the polynomial hierarchy compared to their counterparts on AFs. Even though problems on ADFs suffer from hardness up to the third level of the polynomial hierarchy, our analysis shows that bipolar ADFs (BADFs) are not affected by this complexity jump. BADFs restrict the relations between arguments to be either of an attacking or supporting nature, but still offer a variety of interesting relations.

Finally our third contribution is an empirical evaluation of implementations of our algorithms. Our novel algorithms outperform existing state-of-the-art systems for abstract argumentation. These results show that our hybrid approaches are indeed promising and that the provided proof-of-concept implementations can pave the way for applications for handling problems of increasing size and complexity.
Kurzfassung


Die logischen Semantiken dieser Argumentationsstrukturen bestehen aus verschiedenen Kriterien zur Akzeptanz von Argumenten. Die automatische Berechnung von Mengen von Argumenten die gemeinsam akzeptiert werden können ist eine der wichtigsten Aufgaben auf AFs und ADFs. Allerdings haben praktisch alle solche Problemstellungen eine hohe Berechnungskomplexität. Manche Probleme auf AFs sind sogar hart für die zweite Stufe der polynomiellen Hierarchie. AFs sind Spezialfälle von ADFs, daher sind ADFs auch mindestens so komplex was die Berechnung der Semantiken angeht. Eine genaue Analyse der Komplexitätsschranken war jedoch offen für ADFs.

um effizient Lösungen zu berechnen. Allerdings müssen hierfür Algorithmen von Grund auf neu implementiert werden. Das beinhaltet auch die zeittensive Aufgabe geeignete Datenstrukturen und andere technische Details auszuarbeiten.


Als zweites Ergebnis unserer Arbeit stellen wir Verallgemeinerungen unserer hybriden Ansätze für ADFs vor. Hierfür erweitern wir zuerst die theoretische Basis und zeigen wesentliche Komplexitätsresultate von ADFs. Es stellt sich heraus, dass Entscheidungsprobleme von ADFs im Allgemeinen eine um eine Stufe höhere Komplexität aufweisen als die jeweiligen Probleme auf AFs. Trotz der Tatsache, dass damit manche Probleme auf ADFs hart für die dritte Stufe der polynomiellen Hierarchie sind, können wir zeigen, dass eine wichtige Teilklasse von ADFs, die so genannten bipolaren ADFs (BADFs), nicht von der erhöhten Komplexität betroffen sind.

Unser dritter Beitrag besteht aus Implementierungen unserer Methoden für AFs und deren experimentelle Evaluierung. Wir zeigen, dass unsere Implementierungen performanter als andere Systeme im Bereich der Argumentationstheorie sind. Diese Resultate deuten daraufhin, dass unsere hybriden Ansätze gut geeignet sind um die schwierigen Aufgaben, die in dieser Theorie vorkommen, zu bewältigen. Insbesondere können unsere prototypischen Softwareimplementierungen den Weg für Anwendungen, mit noch größeren Strukturen umzugehen, ebnen.
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1.1 Argumentation Theory in AI

Imagine you present your vision to an audience. Some listeners might be curious about your speech and excited about everything you say. Some others might be skeptical about your ideas and remain distanced. An important topic deserves to be heard and fairly judged in any case. What does one do in this circumstance? You try to convince the audience of the importance of your vision and give persuading arguments. Persuasion has many forms. Aristotle distinguished three modes of persuasion: appealing to the presenter’s authority or honesty (ethos), to the audience’s emotions (pathos) or to logic (logos). We focus here on argumentation by appealing to logic. Arguing is so natural to all of us that we do it all the time. Argumentation is part of our daily lives when we discuss projects with colleagues, talk to partners about deciding where to go for holiday, or try to persuade parents to watch a certain kind of movie. To our mind the following citation succinctly summarizes the most important aspects of argumentation theory.

“In its classical treatment within philosophy, the study of argumentation may, informally, be considered as concerned with how assertions are proposed, discussed, and resolved in the context of issues upon which several diverging opinions may be held.” Bench-Capon and Dunne [18]

In the last couple of decades argumentation emerged as a distinct field within Artificial Intelligence (AI) from considerations in philosophy, law and formal logic, constituting nowadays an important subfield of AI [18][22][39]. A natural question is how argumentation in AI differs from classical logic? Bench-Capon and Dunne [18] argue as follows. In logic one proves statements. If a proof exists then the statement is not refutable. In contrast, the aim of arguments is to persuade, not to be formally proven. Moreover, arguments are defeasible. Thus, what made an argument convincing, might not be convincing anymore in the light of new information. Argumentation therefore can be considered as non-monotonic, that is, it might be necessary to retract
conclusions. Classical logic on the other hand is a monotonic formalism. What is proven correct once, remains correct.

Although a formal mathematical proof of an argument is typically not possible, we still would like to assess whether a certain argumentation is reasonable or persuasive. With the everyday examples one can maybe live with less reasonable choices, but there are many areas where a more strict assessment is necessary. It would be disastrous to consider arbitrary arguments in court to be valid or persuasive. Physicians discussing medical treatment should base their opinions on facts and scientific theory. Indeed in science itself one has to argue why some conclusion should be considered scientific and others not [111].

Automated reasoning is one of the main aspects of AI and argumentation provides a particular challenge due to its non-monotonic derivations. Nevertheless, argumentation has found its way into a variety of applications, such as in legal reasoning [17] [19], decision support systems [1], E-Democracy tools [43, 44], E-Health tools [150], medical applications [95, 138], multi-agent systems [125], and more. An integral concept many formal argumentation theories and systems share is a certain notion of abstraction. Embedded in a larger workflow or argumentation process [40], formal models of argumentation represent arguments in an abstract way. Briefly put, in the argumentation process we assume a given knowledge base, which holds diverging opinions of some sort. From this we construct an abstract representation of the relevant arguments for our current discourse and model their relations. Typically in this representation one abstracts away from the internal structure of the arguments [137]. Several formal models for the abstract representation have been developed [33]. In the third step we evaluate the arguments. Evaluation in this context often refers to the act of finding sets of jointly acceptable arguments. Criteria for jointly accepting arguments are called semantics of the formal models. Finally we draw conclusions from the accepted arguments. For instance an abstract argument may stand for a propositional logic formula [23]. Logically entailed formulae of accepted arguments are then further conclusions. This process is outlined in Figure 1.1.

Dung’s argumentation frameworks One of the most prominent formal models for the second and third step of the argumentation process, the construction and evaluation of an abstract model, are Dung’s argumentation frameworks (AFs) [59]. The key feature of these frameworks is to provide an abstract notion of arguments and a binary relation between these arguments, interpreted as attack. Consider for example putting forth an argument \( c \), followed by a counter-argument \( b \), which is again “attacked” by a counterargument \( a \). This situation could be modeled as shown in Figure 1.2 on the left side. The vertices of this graph are the arguments and the
Directed edges represent the attack relation.

Several semantics have been proposed for AFs [11]. These yield so-called extensions, which are jointly acceptable sets of arguments. A particularly important semantics for AFs is the preferred semantics. If we consider the current state of our discourse in Figure 1.2 on the left then, intuitively speaking, we can accept $a$, since no counterargument was proposed. It is reasonable not to accept $b$, since we have accepted a counterargument for $b$. For $c$ we have accepted a so-called defender, namely $a$ which attacks $c$’s attacker. The set $\{a, c\}$ would be admissible in the AF. The arguments $a$ and $c$ are not in a direct conflict (no directed edge between those two) and for each attacker on this set a defender is also inside the set. A set which is maximal admissible is called a preferred extension of the AF. An AF might have multiple preferred extensions in general.

**Generalizations of Dung’s AFs** Many generalizations of Dung’s AFs have been developed (for an overview see [33]). Recently Brewka and Woltran [34] devised a new kind of framework, which is among the most general abstract frameworks for argumentation. Their formalism is called abstract dialectical frameworks (ADFs) and allows many different relations between arguments. With more modeling capacities, ADFs are situated closer to application domains. For instance in Figure 1.2 on the right side we see a simple ADF. Here the edges are interpreted not necessarily as attacks, but as an abstract relation. The edges are called links in ADFs. A link from argument $a$ to $b$ means that $a$ is a parent of $b$. The concrete relation between an argument and its parents is specified in the acceptance condition. Each argument has one such acceptance condition, written in the figure as a Boolean formula below the argument. Given the status of each of the parents, the acceptance conditions tells us whether we may accept the argument or not. The argument $a$ is always acceptable, denoted by the acceptance condition $\top$, while $b$ can be accepted only if $a$ is also accepted. This can be interpreted as a kind of support relation. On the other hand the relation between $b$ and $c$ is an AF like attack. The acceptance condition of $c$ requires that $b$ is not accepted. Semantics of ADFs are defined via three-valued interpretations. These assign each argument either true, false or undecided. Many of the AF semantics were generalized to ADFs [31, 34, 136, 144]. For instance the three-valued interpretation which sets $a$, $b$ to true and $c$ to false would be admissible in the ADF in Figure 1.2. Although ADFs are a quite recent development, they are very actively researched [29, 32, 89, 145, 147].

**State of the art** Computing extensions, or interpretations in the ADF case, is one of the main computational challenges in abstract argumentation. However, despite the elegance in design
of the frameworks, practical applications have to face the harsh reality of the high complexity of the reasoning tasks defined on the frameworks, which are mostly intractable. In fact some of the decision problems for AFs are even situated on the second level of the polynomial hierarchy \[68\] and thus harder than NP complete problems, under standard complexity theoretic assumptions. ADFs generalize AFs and thus the corresponding tasks on ADFs are at least as computationally complex, but exact complexity bounds of many ADF problems are lacking in the literature.

Some approaches to solve hard argumentation problems have been studied (see \[47\] for an overview), which are typically based on reductions, i.e. translations to other formalisms, or directly provide an algorithm exploiting semantical properties of AFs. However, at the start of this thesis, reduction approaches for argumentation were purely monolithic. Monolithic reduction approaches translate the problem at hand into a single encoding and hardly incorporate optimizations for more efficient computation. Moreover, no advanced techniques for reductions to e.g. the satisfiability problem (SAT) \[113\] have been studied for applicability for abstract argumentation. SAT is the prototypical target for many reduction-based approaches and the canonical NP-complete problem. Nowadays very efficient SAT-solvers are available \[84\]. Only AF problems situated in the first level of the polynomial hierarchy were reduced to SAT \[21\].

Non reduction-based approaches, or direct approaches, can use domain-specific properties more easily for optimizing efficiency, but must devise and implement an algorithm from scratch, including the highly consuming task of engineering efficient solutions on a very deep algorithmic level e.g. the development of suitable data structures.

1.2 Main Contributions

We extend the state of the art in abstract argumentation with three major contributions.

**Advanced Algorithms for AFs** We develop a novel hybrid approach that combines strengths of reduction and direct approaches. Our algorithms, which we call search algorithms use SAT-solvers in an iterative fashion. For computing extensions of a semantics, our search algorithms work internally on a simpler semantics, called base semantics. The idea is to traverse the search space of the base semantics to find extensions of the target semantics. Each step in the search space is delegated to a SAT-solver. All the tasks we solve in this way are “beyond” NP, i.e. hardness was shown for a class above NP for the corresponding decision problem. For the issue of the potential exponential number of SAT calls for second level problems, we use complexity theoretic results for fragments of AFs w.r.t. certain parameters to have a bound on the number of these calls. If we fix inherent parameters of the AF in question, then our search algorithms require only a polynomial number of SAT calls. The main parameter we base our algorithms on is the size of the AF times the number of extensions for a given semantics. Our search algorithms are applicable for preferred, semi-stable \[41\] and stage \[151\] semantics and can enumerate all extensions or answer queries for credulous or skeptical acceptance of an argument. An argument is credulously accepted if it is in at least one extension of the semantics. It is skeptically accepted if it is in all extensions of the semantics.

Furthermore we utilize modern SAT technology to an even greater extent and apply variants of SAT to our problems. SAT variants or SAT extensions are often computed via iterative
SAT-solving. We use two extensions of the SAT problem in this thesis. The first are minimal correction sets (MCSes) [115]. A correction set is a subset of clauses of an unsatisfiable Boolean formula, which if dropped results in a satisfiable subformula. We apply MCSes to problems for the semi-stable, stage and eager [39] semantics. The main idea of these semantics is based on minimizing the set of arguments, which are neither in an extension or attacked by it (i.e. arguments outside the so-called “range”) in addition with other constraints. We utilize MCSes by constructing formulae, such that unsatisfied clauses correspond to arguments not in the range. Adapted MCS solvers can then be used for solving our tasks. The second SAT variant we consider is the so-called backbone [110]. A backbone of a satisfiable Boolean formula is the set of literals the formula entails. This concept and backbone solvers can be used to instantiate an algorithm [62] for ideal semantics [60]. Like the search algorithms, our algorithms based upon MCSes and backbones are hybrid approaches as well. Yet they are closer to monolithic reduction approaches and offer the benefit of requiring even less engineering effort, more declarative queries and still reduce to iterative SAT.

**Novel Complexity Results and Algorithms for ADFs**

In this thesis we show how to generalize the search algorithm from AFs to ADFs for preferred semantics. For reduction-based approaches (also non-monolithic ones) it is imperative to understand the exact complexity of the reasoning tasks to solve. Consider a problem which is NP-complete. The upper bound shows the applicability of SAT-solvers. Under standard complexity theoretic assumptions, the lower bound implies that a “simpler” solver, not capable of solving problems for the first level of the polynomial hierarchy, is not sufficient for the problem.

The computational complexity of ADFs was largely unknown. We fill this gap in ADF theory by proving that the computational complexity for tasks on ADFs is exactly “one level higher” in the polynomial hierarchy compared to their counterparts on AFs. This insight indicates that straightforward generalizations of our search algorithms for AFs require more powerful search engines as SAT-solvers, such as solvers for quantified Boolean formulae (QBFs) [117] or disjunctive answer-set programming (ASP) [98]. Even though problems for ADFs suffer from hardness for a class up to the third level of the polynomial hierarchy, we show a positive result for an interesting subclass of ADFs: we prove that for bipolar ADFs (BADFs) [34] with known link types, the complexity does not increase compared to the corresponding decision problems on AFs. BADFs offer a variety of relations between arguments such as support and collective attacks of several arguments. As a byproduct to our complexity analysis on ADFs we develop a backbone algorithm for general ADFs and grounded semantics.

**Empirical Evaluation**

Our third major contribution is an empirical evaluation of implementations of our algorithms. We implemented query-based search algorithms for preferred, semi-stable and stage semantics for AFs in the software CEGARTIX. Query-based algorithms answer the question of credulous or skeptical acceptance of an argument w.r.t. a semantics. CEGARTIX outperformed ASPARTIX [85], an existing state-of-the-art system for abstract argumentation based on disjunctive ASP. For SAT extensions, we implemented a set of tools and compared them to ASPARTIX and CEGARTIX. Both were outperformed by the tools based on SAT extensions. However CEGARTIX showed in many cases a comparable performance to the SAT...
extension based tools. The results show that our hybrid approaches for abstract argumentation are indeed promising and that the provided proof-of-concept implementations can pave the way for applications for handling problems of increasing size and complexity.

1.3 Structure of the Thesis

The structure of our thesis is outlined in the following.

- In Chapter 2 we provide the necessary background of propositional logic (Section 2.2), AFs and ADFs (Section 2.3) and recall complexity results derived for the frameworks (Section 2.4);

- in Chapter 3 we develop hybrid algorithms for AFs. We distinguish between search algorithms and algorithms based on SAT extensions:
  - in Section 3.2 we review existing complexity results for classes of AFs bounded by inherent parameters;
  - Section 3.3 develops the search algorithms for preferred (Section 3.3.2), semi-stable and stage semantics (Section 3.3.3) and shows how to instantiate them using SAT-solvers. Further we show variants of the search algorithm tailored to query-based reasoning (credulous and skeptical) in Section 3.3.4.
  - SAT extensions are the basis of the algorithms developed in Section 3.4. Here we first give an overview of existing results for MCSes and backbones in Section 3.4.1 and then introduce our algorithms utilizing MCSes in Section 3.4.2 for semi-stable and stage semantics. We extend these algorithms to compute eager and stage-ideal semantics in Section 3.4.3. Backbones are applied in Section 3.4.4 for the computation of ideal semantics.

- Chapter 4 shows how to generalize the algorithms for AFs to ADFs by first establishing a clear picture of the computational complexity of problems on ADFs:
  - we first prove complexity results of ADFs and BADFs in Section 4.1.1 and Section 4.1.2 respectively, for the grounded, admissible and preferred semantics;
  - then we generalize the search algorithms to ADFs for preferred semantics in Section 4.2.1 and show a backbone algorithm for grounded semantics in Section 4.2.2.

- in Chapter 5 we empirically evaluate our approach and experiment with implementations of the algorithms for AFs. We show that the approach is viable and even outperforms existing state-of-the-art systems for abstract argumentation:
  - we first describe our two implementations. CEGARTIX in Section 5.1.1 which implements the query-based search algorithm for preferred, semi-stable and stage semantics. For the algorithms via SAT extensions we describe our implementations in Section 5.1.2 which solve tasks for the semi-stable and eager semantics;
– after introducing our test setup (Section 5.2.1), we show the promising results of our empirical evaluation of CEGARTIX and the implementations via SAT extensions. CEGARTIX is compared to ASPARTIX in Section 5.2.2. We compare internal parameters of CEGARTIX in Section 5.2.3 and the use of different SAT-solvers in Section 5.2.4. We experiment with the SAT extension algorithms in Section 5.2.5.

• Finally in Chapter 6 we recapitulate our contributions and discuss related work as well as future directions.

1.4 Publications

Parts of the results in this thesis have been published. In the following we list the relevant publications and indicate which sections contain the corresponding contributions.


A longer version of [147] is published as a technical report [146]. A brief system description of CEGARTIX was presented in [75].
CHAPTER 2

Background

In this chapter we introduce the formal background for our work. After some notes on the used notation and general definitions, we start by introducing propositional logic in Section 2.2. Propositional logic underlies or is strongly related to many of the approaches and concepts we use in this thesis. Then in Section 2.3 we introduce formal argumentation theory and in particular the problems we aim to study in this work. Afterwards in Section 2.4 we review the basics of computational complexity and the current state of complexity analysis of problems in argumentation theory.

2.1 General Definitions and Notation

We write variables as $X, x, Y, y, v, I, i, \ldots$ and format constants of special interest differently. For a set of elements $X$ we mean by $\overline{X}$ a new set with $\overline{X} = \{ x \mid x \in X \}$, i.e. uniformly renaming every element in the set $X$. Functions, or sometimes called mappings or operators, as usual assign to each element in their domain an element of their codomain. The arity of a function is the number of operands it accepts. For a unary function $f$ we denote by $\text{dom}(f)$ the domain of $f$. We compare unary functions w.r.t. equality, which holds iff both functions have the same domain and assign to each element in the domain the same element, i.e. the functions $f$ and $f'$ are equal, denoted as usual by $f = f'$, iff $\text{dom}(f) = \text{dom}(f')$ and for all $x \in \text{dom}(f)$ it holds that $f(x) = f'(x)$. For a unary function $f$ and a set $X$ we use the restriction of $f$ to $X$, denoted by $f|_X$, to represent the function $f'$ with $\text{dom}(f') = \text{dom}(f) \cap X$ and for all $x \in X$ it holds that $f(x) = f'(x)$.

A partially ordered set is a pair $(S, \sqsubseteq)$ with $\sqsubseteq \subseteq S \times S$ a binary relation on $S$ which is reflexive (if $x \in S$ then $x \sqsubseteq x$), antisymmetric (if $x \sqsubseteq y$ and $y \sqsubseteq x$ then $x = y$) and transitive (if $x \sqsubseteq y$ and $y \sqsubseteq z$ then $x \sqsubseteq z$). A function $f : S \to S$ is $\sqsubseteq$-monotone if for each $s, s' \in S$ with $s \sqsubseteq s'$ we also have $f(s) \sqsubseteq f(s')$. Monotone operators on partially ordered sets or special subclasses of partially ordered sets play a major role in argumentation theory and other logical formalisms.
Lastly, every structure we consider in this thesis is assumed to be finite. This assumption simplifies some analysis.

2.2 Propositional Logic

Propositional logic can be seen as a formal fundament of many logic-based approaches, formalisms and algorithms. Propositional logic or strongly related concepts are present for instance in the area of satisfiability solving \cite{24}, in logic programming \cite{6,30,99}, other (more expressive) logics or in conditions of many imperative programming languages. Here we introduce the comparably simple and yet expressive propositional logic or also called Boolean logic extended with so-called quantifiers. There is a lot of material available on this topic and the interested reader is pointed to e.g. \cite{48,104}. We begin with the syntax of this logical language. After that we define the semantics of propositional logic with two and three truth values.

2.2.1 Propositional Formulae

The syntax of propositional logic is based on a set of propositional variables or atoms \( P \). This forms the vocabulary of our language and each element in it is considered a proposition. Sentences, expressions or formulae are built in this language using logical connectives. We typically denote propositional logic formulae as \( \varphi \), \( \psi \), \( \chi \) or \( \phi \). For the connectives we consider the symbols ‘\(^{\neg}\)’, ‘\(^{\wedge}\)’, ‘\(^{\lor}\)’, ‘\(^{\rightarrow}\)’, ‘\(^{\leftarrow}\)’ and ‘\(^{\leftrightarrow}\)’, denoting the logical negation, conjunction, disjunction, (material) implication in two directions and equivalence. Except for negation, these are all binary connectives. We assume that these symbols do not occur in \( P \). Naturally as in any (formal) language there is a grammar to formulate well-formed sentences in propositional logic.

**Definition 2.2.1.** Let \( \mathcal{P} \) be a set of propositional atoms. We define the set of well-formed propositional formulae over \( \mathcal{P} \) (\( WFF_{\mathcal{P}} \)) inductively as follows.

- \( \mathcal{P} \subseteq WFF_{\mathcal{P}} \);
- \( \{ \top, \bot \} \subseteq WFF_{\mathcal{P}} \);
- if \( \phi \in WFF_{\mathcal{P}} \), then \( \neg \phi \in WFF_{\mathcal{P}} \); and
- if \( \phi, \psi \in WFF_{\mathcal{P}} \), then \( (\phi \circ \psi) \in WFF_{\mathcal{P}} \) for \( \circ \in \{ \wedge, \lor, \rightarrow, \leftarrow, \leftrightarrow \} \).

We usually omit the subscript and just write \( WFF \) if it is clear from the context to which set of propositional atoms we refer. The two special constants \( \top \) and \( \bot \) represent the absolute truth and falsity and we assume w.l.o.g. that \( \top \) and \( \bot \) are not present in our set of propositional variables \( \mathcal{P} \). In addition we consider parentheses for easier readability and to uniquely identify the structure of a formula, i.e. if \( \phi \in WFF \), then also \( (\phi) \in WFF \). If we omit the parentheses, then the following order of connectives is applied: \( \neg \), \( \leftrightarrow \), \( \wedge \), \( \lor \), \( \rightarrow \), \( \leftarrow \). This means that e.g. \( a \wedge b \lor c \) is considered equal to \( (a \wedge b) \lor c \).

**Example 2.2.1.** Let \( \mathcal{P} = \{ p, q \} \). Then the set \( WFF \) built from \( \mathcal{P} \) contains among infinitely many other formulae the sentences \( p \wedge q \), \( \neg p \), \( \top \rightarrow \bot \), \( (p \lor q) \wedge \neg q \) and \( q \lor \neg q \).
Subsequently we assume that any propositional formula $\phi$ is well-formed, i.e. $\phi \in WFF$ and by a formula $\phi$ we mean that $\phi$ is a propositional formula. The set of propositional variables $P$ is extracted from the current context, that is, if we build formulae from a set of variables $X$, then $X \subseteq P$. This means we assume that $P$ contains all the propositional atoms we require. Later on it will be useful to consider the set of propositional atoms occurring in a formula $\phi$, which we denote by the unary function $atoms$. This function returns all variables occurring in a formula $\phi$ and is defined as follows.

**Definition 2.2.2.** We define the function $atoms : WFF \rightarrow 2^P$ recursively as follows, with $\phi, \psi, \chi \in WFF$:

- if $\phi \in P$, then $atoms(\phi) = \{\phi\}$;
- if $\phi \in \{\top, \bot\}$, then $atoms(\phi) = \emptyset$;
- if $\phi = \neg \psi$, then $atoms(\phi) = atoms(\psi)$; and
- if $\phi = (\psi \circ \chi)$, then $atoms(\phi) = atoms(\psi) \cup atoms(\chi)$ for $\circ \in \{\land, \lor, \rightarrow, \leftarrow, \leftrightarrow\}$.

Furthermore one can similarly define the concept of a subformula recursively, given a formula $\phi$ then $\psi$ is a subformula of $\phi$ if $\psi$ occurs in $\phi$.

**Definition 2.2.3.** We define the function $subformulae : WFF \rightarrow 2^{WFF}$ recursively as follows, with $\phi, \psi, \chi \in WFF$:

- if $\phi \in P$, then $subformulae(\phi) = \{\phi\}$;
- if $\phi \in \{\top, \bot\}$, then $subformulae(\phi) = \{\phi\}$;
- if $\phi = \neg \psi$, then $subformulae(\phi) = \{\phi\} \cup subformulae(\psi)$; and
- if $\phi = (\psi \circ \chi)$, then $subformulae(\phi) = \{\phi\} \cup subformulae(\psi) \cup subformulae(\chi)$ if $\circ \in \{\land, \lor, \rightarrow, \leftarrow, \leftrightarrow\}$.

**Example 2.2.2.** Let $\phi = p \land q \lor r$ and $\psi = \neg \neg p \land p \lor \neg p$, then $atoms(\phi) = \{p, q, r\}$ and $atoms(\psi) = \{p\}$. Further $subformulae(\phi) = \{(p \land q \lor r), p \land q, p, q, r\}$.

Certain structures or patterns of formulae occur often to express certain properties. Therefore it will be convenient to use a uniform renaming of a formula $\phi$ to $\psi$ according to certain rules.

**Definition 2.2.4.** We define the renaming or substitution function in postfix notation $\cdot[\phi_1/\psi]$, mapping formulae to formulae, recursively as follows, with $\phi, \phi_1, \psi, \chi \in WFF$:

- $\phi[\phi_1/\psi] = \psi$ if $\phi = \phi_1$;
- $\phi[\phi_1/\psi] = \phi$ if $\phi_1 \neq \phi$ and $\phi \in P \cup \{\top, \bot\}$;
- $(\neg \phi)[\phi_1/\psi] = \neg(\phi[\phi_1/\psi])$ if $\phi_1 \neq \neg \phi$; and
- $(\phi \circ \chi)[\phi_1/\psi] = (\phi[\phi_1/\psi]) \circ (\chi[\phi_1/\psi])$ if $\phi_1 \neq \phi \circ \chi$ for $\circ \in \{\land, \lor, \rightarrow, \leftarrow, \leftrightarrow\}$.
Intuitively we just replace every occurrence of a subformula \( \phi_1 \) with the formula \( \psi \) in a formula, which we exemplify in the following.

**Example 2.2.3.** Let \( \phi = \neg(p \land q) \), then \( \phi[p/(r \lor q)] = \neg((r \lor q) \land q) \). A more complex example can be seen in Figure 2.1. Here we view the propositional formula as a tree, with each node a connective or an atom occurring in the formula. In this view a subtree corresponds to a subformula. The rectangle represents the subformula to be replaced in the left tree and the replaced subformula in the right tree.

In certain cases we will rename every atom in a formula \( \phi \) uniformly. For instance if we want to rename every atom \( p \) of \( \phi \) to \( p^u \), then we denote this by \( \phi^u \). More formally we define this as follows.

**Definition 2.2.5.** Let \( \phi \) be a formula with atoms \( \phi(x_1, \ldots, x_n) \) the set of atoms in \( \phi \). Then we define \( \phi^u = \phi[x_1/x_1^u] \cdots [x_n/x_n^u] \).

This operation gives us a formal handle to easily make copies of a formula, e.g. if \( \phi \) is a formula, then \( \phi^1 \land \phi^2 \) is a new formula, which is a conjunction of two subformulas, each of them is just \( \phi \) renamed in two different ways. Note that we assume that any “copied” atom is also present in \( \mathcal{P} \).

**Example 2.2.4.** Let \( \phi = \neg(p \land q) \), then \( \phi^u = \neg(p^u \land q^u) \). Further \( \phi^1 \land \phi^2 = \neg(p^1 \land q^1) \land \neg(p^2 \land q^2) \).

### 2.2.2 Quantified Boolean Formulae

A generalization of propositional logic is to extend the set of well-formed formulae to *quantified* formulae, by quantifying propositional variables. We consider the two quantifiers \( \exists \) and \( \forall \), denoting the existential and universal quantifier respectively. The syntax of the set of well-formed quantified Boolean formulae \( \mathcal{QBF} \) is defined as follows, again inductively. For more details on this extension of propositional logic we refer the reader to the corresponding chapter in the Handbook of Satisfiability [36] and also [20, 35, 117].
Definition 2.2.6. Let $\mathcal{P}$ be a set of propositional atoms and $\mathcal{WFF}_\mathcal{P}$ the set of well-formed formulae built from $\mathcal{P}$. We define $\mathcal{QBF}_\mathcal{P}$ inductively as follows.

- $\mathcal{WFF}_\mathcal{P} \subseteq \mathcal{QBF}_\mathcal{P}$;
- if $\phi \in \mathcal{QBF}_\mathcal{P}$, then $\neg \phi \in \mathcal{QBF}_\mathcal{P}$;
- if $\phi, \psi \in \mathcal{QBF}_\mathcal{P}$, then $\phi \circ \psi \in \mathcal{QBF}_\mathcal{P}$ for $\circ \in \{\land, \lor, \rightarrow, \leftarrow, \leftrightarrow\}$; and
- if $\phi \in \mathcal{QBF}_\mathcal{P}$ and $p \in \mathcal{P}$, then $Qp\phi \in \mathcal{QBF}_\mathcal{P}$ for $Q \in \{\exists, \forall\}$.

As in the case of $\mathcal{WFF}$ we usually omit the subscript for $\mathcal{P}$ if this is clear from the context. Further the order of the connectives for omitting parentheses is extended to include the new quantifiers. We order these two before the negation.

Example 2.2.5. The following formulae are in $\mathcal{QBF}$: $\exists p \forall q (p \lor q)$ and $p \land \exists q \leftrightarrow p$.

Unless noted otherwise we assume that a formula $\phi$ is in $\mathcal{WFF}$ and specifically mention if a formula contains quantifiers, i.e. is in $\mathcal{QBF} \setminus \mathcal{WFF}$, if it is not clear from the context. The variable $x$ of a quantifier $Qx$ is the quantified variable. For a sequence of the same quantifiers and their quantified variables $Qx_1 \cdots Qx_n\phi$ we use the shorthand $Q\{x_1, \ldots, x_n\}\phi$. In the following we assume that any quantified Boolean formula $\phi$ is well-formed, i.e. if $\phi$ is a formula with quantifiers, then $\phi \in \mathcal{QBF}$.

Another important concept is the scope of a quantified atom. A variable occurrence in a QBF may be either bound or free. Intuitively speaking a variable occurrence $x$ is bound in $\phi$ if it is in the scope of a quantifier, e.g. $\phi = Qx\psi$.

Definition 2.2.7. We define the function $\text{free} : \mathcal{QBF} \to 2^\mathcal{P}$ recursively as follows, with $\phi, \psi, \chi \in \mathcal{QBF}$:

- if $\phi \in \mathcal{P}$, then $\text{free}(\phi) = \{\phi\}$;
- if $\phi \in \{\top, \bot\}$, then $\text{free}(\phi) = \emptyset$;
- if $\phi = \neg\psi$, then $\text{free}(\phi) = \text{free}(\psi)$;
- if $\phi = \psi \circ \chi$, then $\text{free}(\psi \circ \chi) = \text{free}(\psi) \cup \text{free}(\chi)$ if $\circ \in \{\land, \lor, \rightarrow, \leftarrow, \leftrightarrow\}$; and
- if $\phi = Qx\psi$, then $\text{free}(\phi) = \text{free}(\psi) \setminus \{x\}$ for $Q \in \{\exists, \forall\}$.

A QBF $\phi$ is said to be open if $\text{free}(\phi) \neq \emptyset$ and closed otherwise. Note that in the special case that a formula $\phi \in \mathcal{WFF}$ does not contain quantifiers and no atoms of $\mathcal{P}$, i.e. it contains only connectives and symbols of $\{\top, \bot\}$, then this QBF is also closed.

Example 2.2.6. Let $\phi = \exists p (p \land q)$, $\psi = \exists p \neg p$ and $\chi = \top \lor \bot$, then all three $\phi$, $\psi$ and $\chi$ are in $\mathcal{QBF}$ and the first one is open, while the other two are closed, i.e. $\text{free}(\phi) = \{q\}$ and $\text{free}(\psi) = \emptyset = \text{free}(\chi)$.
We define a slightly different renaming function for QBFs which acts only on free occurrences of variables, which will be used for defining the semantics of QBFs.

**Definition 2.2.8.** We define the renaming function of free atoms in QBFs in postfix notation \( \cdot[p/\psi]_{\text{free}} \), mapping QBFs to QBFs, recursively as follows, with \( \phi, \psi, \chi \in \mathcal{QBF} \) and \( p \in \mathcal{P} \).

- \( p[p/\psi]_{\text{free}} = \psi \);
- \( x[p/\psi]_{\text{free}} = x \) if \( p \neq x \) and \( x \in \mathcal{P} \cup \{\top, \bot\} \);
- \( (\neg \phi)[p/\psi]_{\text{free}} = \neg(\phi[p/\psi]_{\text{free}}) \);
- \( (\phi \circ \chi)[p/\psi]_{\text{free}} = (\phi[p/\psi]_{\text{free}}) \circ (\chi[p/\psi]_{\text{free}}) \) for \( \circ \in \{\wedge, \vee, \rightarrow, \leftarrow, \leftrightarrow\} \);
- \( Qp\phi[p/\psi]_{\text{free}} = Qp\phi \) for \( Q \in \{\exists, \forall\} \); and
- \( Qx\phi[p/\psi]_{\text{free}} = Qx(\phi[p/\psi]_{\text{free}}) \) if \( x \neq p \) for \( Q \in \{\exists, \forall\} \).

### 2.2.3 Normal Forms

Normal forms of logical formulae play a major role in both theory and practical solving. The reason for this is a uniform structure of a formula in a certain normal form, which one can exploit to solve reasoning tasks on the formula. Moreover algorithms can be streamlined to work with such normal forms and allow for more efficiency. Many normal forms exist on logical formulae. We define the conjunctive normal form (CNF) for propositional formulae in \( \mathcal{WF} \) and the prenex normal form (PNF) of formulae in \( \mathcal{QBF} \). As we will see later in Section 2.2.4 any formula in \( \mathcal{WF} \) can be rewritten to a CNF formula and any formula in \( \mathcal{QBF} \) can be rewritten to a PNF formula while preserving important properties.

The basic building block for a formula in CNF is the literal. A literal is simply an element of \( \mathcal{P} \cup \{\top, \bot\} \) or its negation, i.e. \( \neg p \) for \( p \in \mathcal{P} \cup \{\top, \bot\} \). A disjunction of literals is called a clause. A CNF is now a conjunction of clauses.

**Definition 2.2.9.** Let \( \phi \) be a formula. Then \( \phi \) is

- a literal if \( \phi = p \) or \( \phi = \neg p \) for \( p \in \mathcal{P} \cup \{\top, \bot\} \);
- a clause if \( \phi = l_1 \lor \cdots \lor l_n \) with \( l_1, \ldots, l_n \) literals and \( n \geq 0 \); or
- in conjunctive normal form (CNF) if \( \phi = c_1 \land \cdots \land c_m \) with \( c_1, \ldots, c_m \) clauses and \( m \geq 0 \).

Note that a formula may be literal, clause and in CNF at the same time. In particular a literal is always also a clause and a clause is always in CNF. Further we identify clauses with sets of literals and a formula in CNF by a set of clauses. An empty set of literals represents \( \bot \) and an empty set of clauses \( \top \). Consider the following example.

**Example 2.2.7.** Let \( \phi = p, \psi = p \lor \neg q \lor r \) and \( \chi = (p \lor q) \land (\neg p \lor r) \). Then \( \phi \) is a literal, \( \phi \) and \( \psi \) are clauses and all three \( \phi, \psi \) and \( \chi \) are in CNF. Alternatively we may write e.g. \( \psi = \{p, \neg q, r\}\). As an example for a formula not in CNF consider \( \chi = (p \land r) \rightarrow (q \land r) \). The formula \( \chi \) is neither a literal, a clause nor in CNF.
For a formula with quantifiers a widely used normal form is the so-called prenex normal form. Intuitively a QBF is in PNF if the quantifiers are all collected left of the formula.

Definition 2.2.10. Let \( \phi \) be a QBF, \( \psi \in WFF \), \( Q_i \in \{\exists, \forall\} \) for \( 1 \leq i \leq n \) and \( \{x_1, \ldots, x_n\} \subseteq \mathcal{P} \). Then \( \phi \) is in prenex normal form (PNF) if \( \phi = Q_1x_1 \cdots Q_nx_n\psi \).

Classes of PNFs which are of special interest in our work are QBFs in PNF which begin with a certain quantifier and then have \( n \) quantifier “alternations”, meaning that we start with e.g. \( \exists \), followed possibly by several \( \forall \) quantifiers, then have one or more \( \exists \) quantifiers and then one or more \( \exists \) quantifiers and so on until we have \( n \) alternations between quantifiers. If we have only one quantifier then \( n = 1 \). As we will see later in Section 2.4 these classes can be used for characterization of certain complexity classes.

Definition 2.2.11. Let \( \phi \) be a QBF in PNF, \( \psi \in WFF \), \( n > 0 \) an integer and \( X_i \subseteq \mathcal{P} \) for \( 1 \leq i \leq n \). Then \( \phi \) is in QBF \( \exists, n \) if \( \phi = \exists X_1 \forall X_2 \exists X_3 \cdots Q X_n \psi \) with \( Q = \exists \) if \( n \) is odd and \( Q = \forall \) else, or • in QBF \( \forall, n \) if \( \phi = \forall X_1 \exists X_2 \forall X_3 \cdots Q X_n \psi \) with \( Q = \forall \) if \( n \) is odd and \( Q = \exists \) else.

Example 2.2.8. Let \( \psi \in WFF \) and \( \phi = \exists \{x_1, x_2\} \forall \{x_3, x_4, x_5\} \exists \{x_6\} \psi \). Then \( \phi \in QBF_{\exists,3} \) and \( \phi \) is in PNF.

2.2.4 Semantics

In this section we introduce the logical semantics of propositional logic with quantifiers. First we deal with the classical approach. Here the very basic idea is that every proposition can be true or false. This means we can assign to each proposition a truth value. In classical logic we have two truth values: true, which we denote with the constant ‘t’ and false, which we denote as ‘f’. Further we introduce the semantics of three-valued propositional logic which includes the truth value undecided or unknown, which we write as ‘u’. Three-valued semantics for QBFs can also be defined, but we do not require such a semantics for our work. Hence we only introduce the three-valued semantics for unquantified propositional logic.

The most important concept for the semantics we use here is called the interpretation function.

Definition 2.2.12. Let \( V \subseteq \{t, f, u\} \). An interpretation \( I \) is a function \( I : \mathcal{P} \rightarrow V \). If \( V = \{t, f\} \) then \( I \) is two-valued. If \( V = \{t, f, u\} \) then \( I \) is three-valued.

We only consider two or three-valued interpretations. We usually say that an interpretation is defined directly on a set of atoms or on a formula or omit this information if it is clear from the context, i.e. if \( I \) is defined on a propositional formula \( \phi \), then we mean \( I \) is defined on \( \text{atoms}(\phi) \). For a QBF \( \phi \) we define interpretations on \( \text{free}(\phi) \). Note that in case \( I \) is defined on \( \phi \in QBF \), then \( \text{dom}(I) = \emptyset \) if \( \phi \) is closed. We use the symbols \( I, J, K, \ldots \) for interpretations and \( I, J, K \) for sets of interpretations. In the following, unless noted otherwise, we assume that an interpretation \( I \) is two-valued. By a partial interpretation \( I \) on a set \( S \) we mean that \( \text{dom}(I) \subseteq S \).
Interpretations can equivalently be represented as sets or as a triple of sets, depending if they are two or three-valued. First we define this handy shortcut for the set of atoms mapped to a certain truth value.

**Definition 2.2.13.** Let $I$ be an interpretation defined on the set $X$ and $v \in \{t, f, u\}$. We define $I^v = \{x \mid I(x) = v\}$.

Now we can view a two-valued interpretation $I$ also as the set $I^t$. This set defines the assignment as follows, if $I$ is defined on $X$, then every element in the set $I^t$ is assigned true by $I$ and every element in $X \setminus I^t = I^f$ is assigned false (or in case of unrestricted domain $P \setminus I^t$).

A three-valued interpretation $I$ can be presented equivalently by the triple $(I^t, I^f, I^u)$.

An interpretation $I$ on a formula $\phi$ represents a particular logical view on the propositions in the formula, meaning that certain propositions are assigned true, false or undecided. A formula can be evaluated under an interpretation defined on it. Such a formula evaluates to a unique truth value under the interpretation. This unique value represents the truth value of the formula given the logical view on the propositional atoms defined via the interpretation function. We begin with the two-valued scenario. By a slight abuse of notation, which will be convenient, we apply $I$ not only on atoms, but also on formulæ, i.e. $I(\phi)$ denotes the evaluation of $\phi$ under $I$.

**Definition 2.2.14.** Let $\phi \in QBF$, $\psi$ and $\chi$ be subformulæ of $\phi$, $x \in P$ and $I$ a two-valued interpretation on $\phi$. The evaluation of $\phi$ under $I$, denoted as $I(\phi)$ is defined recursively as follows.

- if $\phi = p$, $p \in P$, then $I(\phi) = I(p)$.
- if $\phi = \top$, then $I(\phi) = t$.
- if $\phi = \bot$, then $I(\phi) = f$.
- if $\phi = \neg \psi$, then $I(\phi) = t$ iff $I(\psi) = f$.
- if $\phi = \psi \land \chi$, then $I(\phi) = t$ iff $I(\psi) = I(\chi) = t$.
- if $\phi = \psi \lor \chi$, then $I(\phi) = t$ iff $I(\psi) = t$ or $I(\chi) = t$.
- if $\phi = \psi \rightarrow \chi$, then $I(\phi) = t$ iff $I(\psi) = f$ or $I(\chi) = t$.
- if $\phi = \psi \leftarrow \chi$, then $I(\phi) = t$ iff $I(\psi) = f$ or $I(\chi) = t$.
- if $\phi = \exists x \psi$, then $I(\phi) = t$ iff $I(\psi[x/\top]_{\text{free}}) = t$ or $I(\psi[x/\bot]_{\text{free}}) = t$.
- if $\phi = \forall x \psi$, then $I(\phi) = t$ iff $I(\psi[x/\top]_{\text{free}}) = t$ and $I(\psi[x/\bot]_{\text{free}}) = t$.

If $I(\phi) \neq t$, then $I(\phi) = f$. 
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The basic connectives of Definition 2.2.14 are also illustrated in the Table 2.2. These tables are usually referred to as “Truth Tables”. These truth tables can be straightforwardly generalized to arbitrary formulae, see Figure 2.3, where we see the example formula \(a \land (b \lor \neg c)\) and all its subformulae. Next we define important concepts of a two-valued interpretation \(I\) w.r.t. a formula the interpretation is defined upon and the formula itself.

**Definition 2.2.15.** Let \(\phi\) be a formula in \(\mathcal{QBF}\) and \(I\) a two-valued interpretation on \(\phi\). Then

- \(I\) satisfies \(\phi\), denoted as \(I \models \phi\), iff \(I(\phi) = t\), \(I\) is said to be a model of \(\phi\),
- \(\phi\) is satisfiable iff there exists an interpretation \(I\) on \(\phi\) with \(I \models \phi\),
- \(\phi\) is valid or a tautology, denoted as \(\models \phi\) iff all interpretations \(I\) on \(\phi\) are models of \(\phi\).

Note that in case a formula \(\phi\) is closed, then \(\phi\) is either valid or unsatisfiable, i.e. not satisfiable. We also then do not require any truth assignments of an interpretation to decide this, since a two-valued interpretation \(I\) on \(\phi\) has the empty domain \(\text{dom}(I) = \emptyset\) and evaluates to either true or false. Further one can say that a formula \(\psi\) is semantically entailed from a formula \(\phi\), which we denote as \(\phi \models \psi\) which holds iff for every interpretation \(I\) defined on \(\text{atoms}(\phi) \cup \text{atoms}(\psi)\) if \(I \models \phi\) then also \(I \models \psi\). In classical propositional logic this means that \(\phi \models \psi\) iff \(\phi \rightarrow \psi\).

**Example 2.2.9.** Consider the formulae \(\phi = p \land q\) and \(\psi = p \lor T\) and let \(I\) be an interpretation on \(\phi\) such that \(I(p) = t\) and \(I(q) = t\). Then \(I(\phi) = t\) and thus \(\phi\) is satisfiable. The formula \(\psi\) is valid, since both interpretations \(J\) and \(J'\) on \(\psi\) with \(J(p) = t\) and \(J'(p) = f\) evaluate \(\psi\) to \(t\). This can be seen because any interpretation evaluates \(T\) to true and hence any interpretation on \(\chi\) evaluates under \(\chi \lor T\) to true for any subformula \(\chi\). Finally \(\psi\) is semantically entailed by \(\phi\), i.e. \(\phi \models \psi\).
Having finally defined the semantics of classical propositional logic, we can state some further important properties, which we will utilize in our work. Two formulae $\phi$ and $\chi$ are semantically equivalent, denoted as $\phi \equiv \chi$ iff $\models \phi \leftrightarrow \chi$, i.e. the formula $\phi \leftrightarrow \chi$ is valid. This means that any model of $\phi$ is also a model of $\chi$. Next, as briefly mentioned in the Section 2.2.3 about normal forms, we can actually rewrite any propositional formula $\phi$ to a $\chi$ in CNF and still have that $\phi \equiv \chi$.

The translation of an arbitrary propositional formula to a formula in CNF is achievable via several equivalences or also sometimes called laws. First consider a formula $\phi$ and a subformula $\psi_1$ of $\phi$. If $\psi_1 \equiv \psi_2$, then $\phi$ is equivalent to $\chi$ which is obtained by replacing every occurrence of $\psi_1$ with $\psi_2$ in $\phi$. Formally we use the substitution function, i.e. by $\phi[\psi_1/\psi_2]$ we mean that every occurrence of $\psi_1$ is replaced by $\psi_2$. The following theorem then holds.

**Theorem 2.2.1.** Let $\phi, \psi_1, \psi_2$ be propositional formulae. If $\psi_1 \equiv \psi_2$ then it holds that $\phi \equiv \phi[\psi_1/\psi_2]$.

This enables us to replace occurrences of subformulae of a formula with equivalent formulae and still stay semantically equivalent. This is exploited in the transformation of a formula to CNF. The laws for this transformation are based on the following equivalences in classical propositional logic.

**Proposition 2.2.2.** Let $\phi, \psi, \chi$ be propositional formulae. Then the following equivalences hold.

1. $(\phi \circ (\psi \circ \chi)) \equiv ((\phi \circ \psi) \circ \chi)$ for $\circ \in \{\land, \lor, \leftrightarrow\}$; (associativity)
2. $(\phi \leftrightarrow \psi) \equiv ((\phi \rightarrow \psi) \land (\phi \leftarrow \psi))$;
3. $(\phi \rightarrow \psi) \equiv (\neg \phi \lor \psi)$;
4. $(\phi \leftarrow \psi) \equiv (\phi \lor \neg \psi)$;
5. $(\neg (\phi \land \psi)) \equiv (\neg \phi \lor \neg \psi)$; (De Morgan)
6. $(\neg (\phi \lor \psi)) \equiv (\neg \phi \land \neg \psi)$; (De Morgan)
7. $(\phi \circ \psi) \equiv (\psi \circ \phi)$ for $\circ \in \{\land, \lor, \leftrightarrow\}$; (commutativity)
8. $(\phi \land T) \equiv \phi$;
9. $(\phi \land \bot) \equiv \bot$;
10. $(\phi \lor T) \equiv T$;
11. $(\phi \lor \bot) \equiv \phi$; (elimination of double negation)
12. $(\neg \neg \phi) \equiv \phi$;
13. $(\phi \land (\psi \lor \chi)) \equiv ((\phi \land \psi) \lor (\phi \land \chi))$; (distribution of conjunction over disjunction)
14. $(\phi \lor (\psi \land \chi)) \equiv ((\phi \lor \psi) \land (\phi \lor \chi))$. (distribution of disjunction over conjunction)
We can use these equivalences for successively rewriting a formula to a formula in CNF. Essentially these equivalences can be read as “rewriting rules”, e.g. if we encounter a subformula of the form shown on the left, we rewrite all these subformulae to a form shown on the right. If we apply these exhaustively, except for the associativity and commutativity rules, then the resulting formula is in CNF. This rewriting in general may lead to a drastically larger formula in CNF. For this purpose Tseitin [149] proposed another transformation, which transforms a formula $\phi$ to $\chi$, such that $\phi$ is satisfiable iff $\chi$ is satisfiable, but we in general do not have that $\phi \equiv \chi$. The benefit of this translation is that the size of $\chi$, i.e. the number of symbols in the formula, does not increase exponentially w.r.t. the size of $\phi$ in the worst case, as is the case with standard translation, but is only polynomial with the Tseitin translation. Regarding QBFs we can rewrite every QBF $\phi$ to a QBF $\chi$ such that $\phi$ is satisfiable iff $\chi$ is satisfiable, but we in general do not have that $\phi \equiv \chi$.

**Example 2.2.10.** Let $\phi = \neg(a \lor b) \lor \neg c$. Then we can transform $\phi$ to $\chi_1 = \neg a \land \neg b \lor \neg c$ and in a second step to $\chi_2 = \neg a \lor \neg c \land \neg b \lor \neg c$, which is in CNF and $\phi \equiv \chi_1 \equiv \chi_2$.

The generalization of two-valued classical logic to three-valued logic is a major step. For this non-classical logic we define the concepts relevant for our work. In particular we define the semantics of this three-valued logic on formulae without quantifiers. The semantics differs in such that the now three-valued interpretations must evaluate accordingly to the truth value $u$. It is worth noting that many other non-classical logics exists, which generalize two-valued classical logic or are developed w.r.t. a very different goal.

**Definition 2.2.16.** Let $\phi \in WFF$, $\psi$ and $\chi$ be subformulae of $\phi$ and $I$ a three-valued interpretation on $\phi$. The evaluation of $\phi$ under $I$, denoted as $I(\phi)$ is defined recursively as follows.

- if $\phi \in P$, then $I(\phi) = I(p)$,
- if $\phi = \top$, then $I(\phi) = t$,
- if $\phi = \bot$, then $I(\phi) = f$,
- if $\phi = \neg \psi$, then $I(\phi) = \begin{cases} t & \text{if } I(\psi) = f \\ f & \text{if } I(\psi) = t \\ u & \text{else} \end{cases}$
- if $\phi = \psi \land \chi$, then $I(\phi) = \begin{cases} t & \text{if } I(\psi) = t \text{ and } I(\chi) = t \\ f & \text{if } I(\psi) = f \text{ or } I(\chi) = f \\ u & \text{else} \end{cases}$
- if $\phi = \psi \lor \chi$, then $I(\phi) = \begin{cases} t & \text{if } I(\psi) = t \text{ or } I(\chi) = t \\ f & \text{if } I(\psi) = f \text{ and } I(\chi) = f \\ u & \text{else} \end{cases}$
- if $\phi = \psi \rightarrow \chi$, then $I(\phi) = \begin{cases} t & \text{if } I(\psi) = f \text{ or } I(\chi) = t \\ f & \text{if } I(\psi) = t \text{ and } I(\chi) = f \\ u & \text{else} \end{cases}$
\[ \neg \begin{array}{c|c|c|c} 
\top & t & u & f \\
\hline 
\bot & f & t & u \\
\end{array} \]

\[ \lor \begin{array}{c|c|c|c} 
\top & t & u & f \\
\hline 
t & t & t & t \\
\end{array} \]

\[ \land \begin{array}{c|c|c|c} 
\top & t & u & f \\
\hline 
t & u & u & u \\
\end{array} \]

\[ \rightarrow \begin{array}{c|c|c|c} 
\top & t & u & f \\
\hline 
t & t & u & f \\
\end{array} \]

\[ \leftrightarrow \begin{array}{c|c|c|c} 
\top & t & u & f \\
\hline 
t & u & u & u \\
\end{array} \]

\[ \text{Figure 2.4: Truth tables for strong three-valued logic of Kleene} \]

- if \( \phi = \psi \leftarrow \chi \), then 
  \[ I(\phi) = \begin{cases} 
  t & \text{if } I(\psi) = t \text{ or } I(\chi) = f \\
  f & \text{if } I(\psi) = f \text{ and } I(\chi) = t \\
  u & \text{else} 
  \end{cases} \]

- if \( \phi = \psi \leftrightarrow \chi \), then 
  \[ I(\phi) = \begin{cases} 
  t & \text{if } I(\psi) = I(\chi) \neq u \\
  f & \text{if } u \neq I(\psi) \neq I(\chi) \neq u \\
  u & \text{else} 
  \end{cases} \]

Note that we have a distinct symbol for absolute truth \( \top \) and for absolute falsity \( \bot \), but no distinguished symbol denoting the undecided truth value. Again one can define truth tables, see Table 2.4. Typically a model of a formula \( \phi \) in the context of three-valued semantics can be defined as an interpretation \( I \), s.t. \( \phi \) evaluates to true or undecided under \( I \). Models of three-valued propositional logic are not crucial for our work.

2.3 Argumentation in Artificial Intelligence

In this section we introduce the formal languages in argumentation [18, 22, 139] we study in this work. In line with formal languages (like propositional logic), the frameworks we study here have a structure and semantics. In the following we introduce first the well-known concepts of Argumentation Frameworks (AFs) [59] and then the more general Abstract Dialectical Frameworks (ADFs) [34] and respectively their semantics.

2.3.1 Argumentation Frameworks

Argumentation frameworks as introduced by Dung [59] are structures consisting of a set of abstract arguments and a binary relation on this set. Similarly as in propositional logic we assume a universe of arguments \( P \) from which we take a subset as our currently relevant set of arguments for our discourse\(^\text{1}\).

\(^{1}\)We re-use the symbol for the universe of arguments the symbol for the universe of atoms in propositional logic, indeed we assume that each argument in an AF can also be used as a propositional atom in a formula and vice versa. This is due to technical reasons for simplifying our translations between the formalisms, but does not imply further connections between them as e.g. in a logical sense we consider arguments as defeasible objects, i.e. argumentation as defined here is a non-monotonic formalism in contrast to propositional logic, which is a classical monotonic formalism.
Definition 2.3.1. An argumentation framework (AF) is a pair \( F = (A, R) \) where \( A \subseteq \mathcal{P} \) is a set of arguments and \( R \subseteq A \times A \) is the attack relation. The pair \( (a, b) \in R \) means that \( a \) attacks \( b \). We denote by \( \mathcal{AF}_\mathcal{P} \) the set of all AFs over \( \mathcal{P} \).

An argumentation framework \( F = (A, R) \) can be represented as a directed graph, with \( A \) being the vertices and \( R \) the directed edges, as shown in the following example.

Example 2.3.1. Let \( F = (A, R) \) be an AF with \( A = \{a, b, c, d, e\} \) and \( R = \{(a, b), (b, a), (a, c), (a, e), (b, c), (c, d), (e, e)\} \). The corresponding graph representation is depicted in Figure 2.5.

We use some graph-theoretic notions, which can also be applied to AFs. The directed graph of an AF \( F = (A, R) \) is simply \( F \) itself.\(^2\) The underlying undirected graph of \( F \) is \( F' = (A, R') \), where \( R' \) is the undirected version of the binary relation \( R \). For a graph \( G = (V, E) \) a path in \( G \) is a sequence of edges in \( G \), i.e. \( P = (e_1, \ldots, e_n) \) with \( \{e_1, \ldots, e_n\} \subseteq E \) and for all \( 1 \leq i < n \) with \( e_i = (x_i, y_i) \) and \( e_{i+1} = (x_{i+1}, y_{i+1}) \) we have \( y_i = x_{i+1} \). We say that this is a path from \( x_1 \) to \( y_n \) for \( e_1 = (x_1, y_1) \) and \( e_n = (x_n, y_n) \). For any vertex in a (directed) graph there is a path of length 0 to itself. A connected component of an undirected graph \( G \) is a maximal subset of the vertices \( S \subseteq V \) such that for all \( x, y \in S \) we have that there exists a path from \( x \) to \( y \) in \( G \). For a directed graph \( G = (V, E) \) a strongly connected component in \( G \) is a maximal subset of the vertices \( S \subseteq V \) such that for all \( x, y \in S \) we have that a path from \( x \) to \( y \) and from \( y \) to \( x \) exists in \( G \). Note that every (directed) graph has (strongly) connected components. In particular a graph \( G = (\{x\}, \emptyset) \) containing no edges and a single vertex has a (strongly) connected component, the singleton set \( \{x\} \). A directed graph \( G = (V, E) \) is a directed acyclic graph (DAG) if there does not exist a cycle in \( G \), i.e. not two \( x, y \in V \) such that there is a path from \( x \) to \( y \) and back to \( x \) of length greater than 0.

Given a directed graph \( G = (V, E) \) we can look at the set of strongly connected components, i.e. \( S = \{S_1, \ldots, S_n\} \) the set of strongly connected components of \( G \) with \( S_1 \cup \cdots \cup S_n = V \) and each \( S', S'' \subseteq S \) are pairwise disjoint. The condensation of this graph \( G \) is a new directed graph \( G' = (S, E') \) with \( E' = \{(S_i, S_j) \mid x \in S_i, y \in S_j, S_i \in S, S_j \in S \text{ and there exists a path from } x \text{ to } y \text{ in } G\} \). The condensation of a directed graph is a DAG.

\(^2\)We allow self-loops in (directed) graphs.
Furthermore we define $SCCs(G) = S$, i.e. this is the set of strongly connected components of the directed graph $G$. All these definitions for directed graphs are naturally applicable for AFs.

**Example 2.3.2.** Let us look at the AF shown in Figure 2.3.1. There is a path from $b$ to $e$ with $P = ((b,a), (a,e))$. Every vertex itself is a strongly connected component. The set of maximal strongly connected components is given by $SCCs(F) = \{\{a,b\}, \{c\}, \{d\}, \{e\}\}$. The condensation is then shown in Figure 2.6. Here we "collapse" the set of nodes $\{a,b\}$ to a single one. This directed graph is a DAG.

We introduce the following useful notion of subframeworks of a given AF.

**Definition 2.3.2.** Let $F = (A,R)$ be an AF. For a set $S \subseteq A$ we define $F|_S = (S, \{(x,y) \in R \mid \{x,y\} \subseteq S\})$.

### 2.3.2 Semantics of Argumentation Frameworks

Semantics of AFs, similarly as for propositional logic, can be seen as assignments of the arguments to a certain status. The terminology in argumentation theory uses *extensions* instead of interpretations, which are sets of arguments that are jointly acceptable w.r.t. some criteria. While in propositional logic we have a set of models for a given formula, on AFs one has a set of extensions. More formally a semantics for argumentation frameworks is given via a function $\sigma : AF \rightarrow 2^{2^P}$ which assigns to each AF $F = (A,R)$ a set $\sigma(F) \subseteq 2^A$ of extensions. In contrast to classical propositional logic, several semantics have been defined for AFs. Each of them takes a different point of view what should be accepted or rejected, i.e. what may be in an extension. The symbol $\sigma$ is used as a generic function for the semantics of AFs.

Naturally one can assign two-valued interpretations instead of extensions by setting everything to true which inside an extension and to false otherwise. Indeed such a point of view is also present in argumentation theory with the concept of so-called labelings [42]. A labeling for an AF $F = (A,R)$ is a function $lab : A \rightarrow \{\text{in}, \text{out}, \text{undecided}\}$, which assigns to each argument a status. This status can be in, out or undecided, which situates this concept close to three-valued logic. We will sometimes say that an argument inside an extension is accepted w.r.t. that extension.

We now define the most prominent semantics in abstract argumentation on AFs using the extensional point of view. For $\sigma$ we consider the functions $cf$, $adm$, $com$, $grd$, $prf$, $stb$, $sem$, $stg$, $ideal$, $eager$, $stg-idl$, and $stg2$, which stand for conflict-free, admissible, complete, grounded,
preferred, stable, semi-stable, stage, ideal, eager, stage-ideal, and stage2 extensions, respectively. Conflict-free, admissible, complete, grounded, preferred and stable semantics have been introduced in [59], semi-stable semantics in [37, 41], stage in [151], ideal in [60], eager in [39], stage-ideal in [67] and stage2 in [72]. The semantics for the three-valued labelings can be defined accordingly and we exemplarily show the corresponding definition for the complete semantics.

The basic concept for many of the semantics considered in this work is the admissible extension or just admissible set. Admissibility has two requirements, namely conflict-freeness and defense of all arguments in the set.

Definition 2.3.3. Let \( F = (A, R) \) be an AF. A set \( S \subseteq A \) is conflict-free in \( F \), if there are no \( a, b \in S \), such that \( (a, b) \in R \). We say that an argument \( a \in A \) is defended by a set \( S \subseteq A \) in \( F \) if, for each \( b \in A \) such that \( (b, a) \in R \), there exists a \( c \in S \) such that \( (c, b) \in R \).

Formally an argument \( a \) is defended by a set of arguments if all attackers of \( a \) are counter-attacked by arguments in the set. If for instance we accept the set of arguments then, intuitively speaking, we disagree or reject all attackers of \( a \), since they are attacked. In turn it is reasonable in this framework to view the argument \( a \) as acceptable, too. Admissible sets are then conflict-free sets of arguments, where each argument in the set is defended by the set.

Definition 2.3.4. Let \( F = (A, R) \) be an AF. A set \( S \subseteq A \) is admissible in \( F \), if

- \( S \) is conflict-free in \( F \); and
- each \( a \in S \) is defended by \( S \) in \( F \).

Complete extensions are admissible sets which contain every argument they defend, i.e. they are complete in the sense that every defended argument is also accepted, that is, in the set.

Definition 2.3.5. Let \( F = (A, R) \) be an AF. An admissible set \( S \subseteq A \) in \( F \) is a complete extension in \( F \), if every \( s \in A \) which is defended by \( S \) in \( F \) is in \( S \).

There is a useful equivalent definition of defense and the concepts of admissibility and complete extensions. It is based on the characteristic function of an AF. Given a set of arguments, this function returns every argument defended by this set.

Definition 2.3.6. Let \( F = (A, R) \) be an AF and \( S \subseteq A \). Then \( \mathcal{F}_F : 2^A \rightarrow 2^A \) is the characteristic function of \( F \) and is defined by \( \mathcal{F}_F(S) = \{ a \mid a \text{ is defended by } S \} \).

If we consider for an AF \( F = (A, R) \) the partially ordered set \( (2^A, \subseteq) \), then \( \mathcal{F}_F \) is \( \subseteq \)-monotone.

Lemma 2.3.1 ([59, Lemma 19]). Let \( F = (A, R) \) be an AF. \( \mathcal{F}_F \) is \( \subseteq \)-monotone.

Using this function we can define the admissible sets and complete extensions as follows.

Proposition 2.3.2 ([59, Lemma 18 and Lemma 24]). Let \( F = (A, R) \) be an AF. For a conflict-free set \( S \in \text{cf}(F) \), it holds that

- \( S \in \text{adm}(F) \) iff \( S \subseteq \mathcal{F}_F(S) \);
\[ S \in \text{com}(F) \iff S = F_F(S) \]

The minimal complete extension, w.r.t. subset-inclusion is referred to as the grounded extension.

**Definition 2.3.7.** Let \( F = (A, R) \) be an AF. A complete extension \( S \subseteq A \) in \( F \) is the grounded extension in \( F \), if there is no complete extension \( S' \subseteq A \) in \( F \) such that \( S' \subseteq S \).

The grounded extension is also the least fixed point of the characteristic function and thus is unique.

**Proposition 2.3.3.** Let \( F = (A, R) \) be an AF. The grounded extension \( S \in \text{grd}(F) \) is the least fixed point of \( F_F \).

Maximal admissible sets, w.r.t. subset-inclusion are called preferred extensions and accept as many arguments as possible, without violating admissibility.

**Definition 2.3.8.** Let \( F = (A, R) \) be an AF. An admissible set \( S \subseteq A \) in \( F \) is a preferred extension in \( F \), if there is no admissible set \( S' \subseteq A \) in \( F \) such that \( S \subsetneq S' \).

Note that we could equivalently define the preferred extension to be maximal complete extensions w.r.t. subset-inclusion. A basic property of the preferred semantics is that admissible sets, complete extensions and hence preferred extensions and the grounded extension always exist for any given framework. This follows in particular due to the fact that the empty set is always admissible in any AF. A popular semantics for which this is not the case is the stable semantics. For the definition of the stable semantics and the closely related semi-stable and stage semantics we make use of the concept of the range of a given set \( S \) of arguments, which is simply the set itself and everything it attacks.

**Definition 2.3.9.** Let \( F = (A, R) \) be an AF and \( S \subseteq A \). The range of \( S \) (in \( R \)), denoted by \( S^+_R \), is given by \( S^+_R = S \cup \{ a \mid (b, a) \in R, b \in S \} \).

Then a set is stable if it is conflict-free and attacks everything not contained in it, i.e. its range covers all arguments in the framework. Semi-stable extensions are admissible sets which have a subset maximal range, while stage extensions are conflict-free sets with subset maximal range.

**Definition 2.3.10.** Let \( F = (A, R) \) be an AF. A conflict-free set \( S \subseteq A \) in \( F \) is a stable extension in \( F \), if \( S^+_R = A \). An admissible set \( E \) in \( F \) is a semi-stable extension in \( F \) if there does not exist a set \( T \) admissible in \( F \), with \( E^+_R \subset T^+_R \). A conflict-free set \( E \) in \( F \) is a stage extension in \( F \) if there does not exist a set \( T \) conflict-free in \( F \), with \( E^+_R \subset T^+_R \).

A basic property of semi-stable and stage semantics is that if an AF has stable extensions, then the semi-stable, stage and stable semantics coincide. The intuition is that semi-stable and stage extensions should be “close” to stable extensions, in case no stable extensions exist.

Regarding the aforementioned labeling approach, we can use a three-valued interpretation for defining complete semantics in the following manner:

\[ 
\text{Our definition diverges from the original in [42] by identifying } \text{in} = t, \text{out} = f \text{ and } \text{undec} = \text{u}. \]
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Definition 2.3.11. Let \( F = (A, R) \) be an AF. A function \( I : A \to \{ t, f, u \} \) is a complete labeling in \( F \) iff the following conditions hold for each \( a \in A \).

- \( I(a) = t \) iff for each \( b \) with \( (b, a) \in R \) we have \( I(b) = f \); and
- \( I(a) = f \) iff there exists a \( b \) with \( (b, a) \in R \) we have \( I(b) = t \)

Other semantics we defined here can likewise be defined using labelings. We further have the following correspondence.

Proposition 2.3.4 ([42, Theorem 9 and Theorem 10]). Let \( F = (A, R) \) be an AF. It holds that \( \text{com}(F) = \{ I^t \mid I \text{ a complete labeling in } F \} \).

That is, we can immediately infer a complete labeling from a complete extension and vice versa. Given an AF \( F = (A, R) \) and \( E \in \text{com}(F) \) and \( E^+ = E_R^+ \setminus E \), then the following is a complete labeling: \( (E, E^+, A \setminus (E_R^+)) \). The other direction is is even more simpler, given a three-valued complete labeling \( I \) of \( F \), then \( I^t \) is a complete extension.

Example 2.3.3. Consider the AF \( F \) from Example 2.3.1. Then we have the following conflict-free sets, admissible sets and extensions of the semantics:

- \( \text{cf}(F) = \{ \emptyset, \{a\}, \{b\}, \{c\}, \{d\}, \{a,d\}, \{b,d\} \} \);
- \( \text{adm}(F) = \{ \emptyset, \{a\}, \{b\}, \{a,d\}, \{b,d\} \} \);
- \( \text{com}(F) = \{ \emptyset, \{a,d\}, \{b,d\} \} \);
- \( \text{grd}(F) = \{ \emptyset \} \);
- \( \text{stb}(F) = \{ \{a,d\} \} \);
- \( \text{prf}(F) = \{ \{a,d\}, \{b,d\} \} \);
- \( \text{sem}(F) = \{ \{a,d\} \} \); and
- \( \text{stg}(F) = \{ \{a,d\} \} \).

The complete labelings of \( F \) are given by \( \{ (\emptyset, \emptyset, \{a,b,c,d,e\}), (\{a,d\}, \{b,c,e\}, \emptyset), (\{b,d\}, \{a,b,e\}, \emptyset) \} \). Here we see that the empty extension is the grounded extension of the framework and corresponds to \( \{ (\emptyset, \emptyset, \{a,b,c,d,e\}) \} \), i.e. setting all arguments to undecided.

Note that if we would add a single isolated self-attacking argument to \( F \), i.e. \( F' = (A', R') \) with \( A' = A \cup \{ f \} \) and \( R' = R \cup \{ (f, f) \} \), shown in Figure 2.7 then \( \text{stb}(F') = \emptyset \), but the set of semi-stable and stage extensions would remain the same, i.e. \( \text{sem}(F') = \text{sem}(F) \) and \( \text{stg}(F) = \text{stg}(F') \).

Although this may appear as a deficiency of stable semantics, we can see on the AF \( F \) an interesting concept, namely that the preferred extension \( \{ b, d \} \) is not stable, because it does not attack the self-attacking argument \( e \). Such a self-attacking argument ensures that any stable extension necessarily must accept in the extension an attacker of it. This behavior can be used for modeling certain situations, e.g. if we require that in any stable extension one argument out
of a set of arguments is accepted, we can ensure this by simply adding a self-attacking argument, which is attacked by all arguments in this set. On the other hand if it is unwarranted that e.g. by adding a single isolated self-attacking argument to an AF we lose all stable extensions, then the semi-stable or stage semantics can be applied to remedy this behavior.

Notice that all the semantics introduced until now, except the grounded semantics, may have multiple extensions. Semantics specifying a unique extension are called unique-status semantics. If we have multiple extensions for a semantics, then an argument can be once inside an extension and once outside. Reasoning tasks on AFs w.r.t. a semantics $\sigma$, apart from simple enumeration of all extensions, include the credulous and skeptical acceptance of arguments. An argument is credulously (skeptically) accepted for a semantics and an AF, if it is present in at least one extension (in all extensions) of the semantics.\footnote{The labeling-based approach (i.e. assigning acceptance, rejection or undecidedness to arguments) can be used for a more fine-grained notion of acceptance of arguments \cite{157,20}. E.g. one may ask if an argument is accepted in at least one complete labeling, but never rejected in a complete labeling.}

We call a non-empty extension non-trivial.

\begin{definition}
Given an AF $F = (A, R)$, a semantics $\sigma$, $S \subseteq A$ and an argument $a \in A$ then we define the following reasoning tasks.
\begin{itemize}
  \item $\text{Enum}_\sigma(F) = \sigma(F)$
  \item $\text{Cred}_\sigma(a, F) = \begin{cases} \text{yes} & \text{if } a \in \bigcup \sigma(F) \\ \text{no} & \text{otherwise} \end{cases}$
  \item $\text{Skept}_\sigma(a, F) = \begin{cases} \text{yes} & \text{if } a \in \bigcap \sigma(F) \\ \text{no} & \text{otherwise} \end{cases}$
  \item $\text{AllCred}_\sigma(F) = \bigcup \sigma(F)$;
  \item $\text{AllSkept}_\sigma(F) = \bigcap \sigma(F)$;
  \item $\text{Ver}_\sigma(S, F) = \begin{cases} \text{yes} & \text{if } S \in \sigma(F) \\ \text{no} & \text{otherwise} \end{cases}$
\end{itemize}
\end{definition}
**Example 2.3.4.** Applying the reasoning tasks to the AF $F$ in Example 2.3.1 we have for the preferred semantics the following credulously and skeptically accepted arguments. Credulously accepted are the arguments $a$, $b$ and $d$, i.e. $\text{AllCred}_{\text{prf}}(F) = \{a, b, d\}$ and $\text{AllSkept}_{\text{prf}}(F) = \{d\}$. The set $S = \{e\}$ is not a preferred extension in $F$, hence $\text{Ver}_{\text{prf}}(S, F) = \text{no}$.

Three further unique-status semantics we study in this work are the ideal, eager and stage-ideal semantics, which take a particular skeptical stance, similarly as the grounded semantics.

**Definition 2.3.13.** Let $F = (A, R)$ be an AF. For an admissible set $S \in \text{adm}(F)$, it holds that

- $S \in \text{ideal}(F)$, if $S \subseteq \text{AllSkept}_{\text{prf}}(F)$ and there is no $T \in \text{adm}(F)$ with $S \subseteq T$ \(\subseteq \) \text{AllSkept}_{\text{prf}}(F);
- $S \in \text{eager}(F)$, if $S \subseteq \text{AllSkept}_{\text{sem}}(F)$ and there is no $T \in \text{adm}(F)$ with $S \subseteq T$ \(\subseteq \) \text{AllSkept}_{\text{sem}}(F)$;
- $S \in \text{stg}\text{-idl}(F)$, if $S \subseteq \text{AllSkept}_{\text{stg}}(F)$ and there is no $T \in \text{adm}(F)$ with $S \subseteq T$ \(\subseteq \) \text{AllSkept}_{\text{stg}}(F)$.

That is, the ideal, eager and stage-ideal extensions are the maximal-admissible sets w.r.t. subset-inclusion, composed only of arguments skeptically accepted under preferred, semi-stable and stage semantics, respectively.

**Example 2.3.5.** Continuing the Example 2.3.3 based on the AF in Example 2.3.1 then we have that $\text{ideal}(F) = \emptyset$; and $\text{eager}(F) = \{\{a, d\}\} = \text{stg}\text{-idl}(F)$. Note that although $\text{AllSkept}_{\text{prf}}(F) = \{d\}$, the set $\{d\}$ is not admissible in $F$.

A recently developed semantics is the stage2 semantics [72, 97], denoted by the function $\text{stg2}$. It is one of the SCC-recursive semantics [12]. Towards the definition we need one technical construct, namely the set of component-defeated arguments of a set $S$.

**Definition 2.3.14.** Let $F = (A, R)$ be an AF, $x \in A$ and $S \subseteq A$. We define the strongly connected component of $x$ in $F$ with the function $C_{F} : A \rightarrow \text{SCCs}(F)$, s.t. $C_{F}(x) = C_{1}$ if $C_{1} \in \text{SCCs}(F)$ and $x \in C_{1}$, $a, b \in A$ is component-defeated by $S$ in $F$ if there exists an $a \in S$, s.t. $(a, b) \in R$ and $a \notin C_{F}(b)$. The set of arguments component-defeated by $S$ in $F$ is denoted by $D_{F}(S)$.

Using this we define the $\text{stg2}$ semantics as follows.

**Definition 2.3.15.** Let $F = (A, R)$ be an AF and $S \subseteq A$. Then $S \in \text{stg2}(F)$ if

- $|\text{SCCs}(F)| = 1$ and $S \in \text{stg}(F)$; or
- $|\text{SCCs}(F)| > 1$ and for each $C \in \text{SCCs}(F)$ we have $(S \cap C) \in \text{stg2}(F|_{C \setminus D_{F}(S)})$.

Given the set of skeptically accepted arguments w.r.t. preferred, semi-stable or stage semantics to compute the unique subset-maximal admissible set composed only of the arguments skeptically accepted, we can make use of the following function, which we call restricted characteristic function [62].
Definition 2.3.16. Let $F = (A, R)$ be an AF. Then $\tilde{\mathcal{F}}_F : 2^A \rightarrow 2^A$ is the restricted characteristic function of $F$ and is defined by $\tilde{\mathcal{F}}_F(S) = \{ a \in S \mid a \text{ is defended by } S \}$.

The difference of this restricted characteristic function to the characteristic function lies in, as the name suggests, that we restrict the result to be a subset of the set of arguments given, i.e. the restricted characteristic function is equivalent to $\tilde{\mathcal{F}}_F(S) = \mathcal{F}_F(S) \cap S$ and we have $S \supseteq \tilde{\mathcal{F}}_F(S)$ for each $S \subseteq A$.

In general none of the semantics defined here on AFs coincide. Each of these semantics is defined via different criteria and has a different purpose. In Figure 2.8 we see the relation of the semantics such that an arrow from semantics $\sigma$ to $\sigma'$ denotes that for any AF $F$ we have $\sigma(F) \subseteq \sigma'(F)$, which was shown in [7, 8, 10, 41, 59, 60, 72, 151]. If such a subset relation is present we denote this formally by saying that $\sigma$ preserves $\sigma'$ with the following definition.

Definition 2.3.17. Let $\sigma$ and $\sigma'$ be semantics on AFs. We say $\sigma$ is $\sigma'$-preserving if for each AF $F$ we have $\sigma(F) \subseteq \sigma'(F)$.

In [9] the semantics are studied w.r.t. so-called evaluation criteria, that is semantical properties. We here recall those important for our work.

A set of arguments $S \subseteq A$ is unattacked in an AF $F = (A, R)$ if for each $a \in A \setminus S$ there is no $b \in S$ such that $(a, b) \in R$.

Definition 2.3.18. A semantics $\sigma$ on AFs satisfies

- $I$-maximality if for each AF $F$ and each $S_1, S_2 \in \sigma(F)$, we have if $S_1 \subseteq S_2$ then $S_1 = S_2$.
<table>
<thead>
<tr>
<th></th>
<th>com</th>
<th>grd</th>
<th>prf</th>
<th>stb</th>
<th>sem</th>
<th>stg</th>
<th>stg2</th>
<th>ideal</th>
<th>eager</th>
<th>stg-idl</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-max</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Reinst.</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>w-Reinst.</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>direct.</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 2.1: Evaluation criteria for AF semantics

- **reinstatement** if for each AF $F$ and each $S \in \sigma(F)$, we have if $a$ is defended by $S$, then $a \in S$;

- **weak reinstatement** if for each AF $F$ and each $S \in \sigma(F)$ we have $\text{grd}(F) \subseteq S$; and

- **directionality** if for each AF $F$ and each set of unattacked arguments $U \subseteq A$ we have $\sigma(F|U) = \{S \cap U \mid S \in \sigma(F)\}$.

In Table 2.1 we summarize which semantics satisfies which of the evaluation criteria. The results were shown in \[7, 9, 72\], except for the eager and $\text{stg-idl}$ semantics. For the eager semantics the properties were not directly shown, but can be quickly inferred: I-maximality follows from the unique-status result [39, Theorem 3], the reinstatement follows since every eager extension is complete [39, Theorem 4] and weak reinstatement follows from [39, Theorem 5]. To see that directionality does not hold for eager semantics, just consider Example 2.3.3 where we have that $\text{eager}(F) = \{\{a, d\}\}$, but for the restricted framework with the set of unattacked arguments $U = \{a, b, c, d\}$ we can construct $F|U = F''$ and we have $\text{sem}(F'') = \{\{a, d\}, \{b, d\}\} = \text{prf}(F'') = \text{stb}(F'')$ and thus $\text{eager}(F'') = \{\emptyset\} \neq \text{eager}(F)$. Since $\text{stg-idl}$ is among the unique-status semantics \[67, Proposition 1\] it follows that it also enjoys I-maximality. Regarding the remaining properties for $\text{stg-idl}$ the answer is negative and witnessed by Example 2.3.6.

**Example 2.3.6.** Let $D = (\{a, b, c\}, \{(a, b), (b, c), (c, c)\})$ be an AF. Then we have $\text{stg}(D) = \{\{a\}, \{b\}\}$ and thus $\text{stg-idl}(D) = \emptyset$. The grounded extension is given by $\text{grd}(D) = \{a\}$ and thus weak-reinstatement does not hold for $\text{stg-idl}$. Neither does reinstatement, since $\emptyset$ defends in $D$ the set $\{a\}$. Consider $D|_{\{a\}} = (\{a\}, \emptyset)$, then we have $\text{stg-idl}(D|_{\{a\}}) = \{\{a\}\}$ and thus directionality does not hold for $\text{stg-idl}$.

### 2.3.3 Abstract Dialectical Frameworks

Arguments in AFs are inherently abstract entities, they may represent any object of discourse. The relation between arguments is fixed though, namely it represents the attack relation. In the recently developed abstract dialectical frameworks (ADFs) the relation between arguments is also abstract in the sense that various types of such relations are allowed.

In AFs the acceptance of an argument depends on the acceptance of its attackers and defenders, or in other words the rejection of its attackers. In ADFs the acceptance/rejection of an
argument $s$ likewise depends on the status of a set of arguments, here called the \textit{parents} and denoted by $\text{par}(s)$, but instead of specifying that $s$ is acceptable if all its parents are rejected, in ADFs any combination of accepted/rejected parents may lead to acceptance of $s$. This leads to the notion of an \textit{acceptance condition}, which relates the status of the parents of an argument to either acceptance or rejection. Again as for argumentation frameworks we take our set of arguments from $\mathcal{P}$.

\textbf{Definition 2.3.19.} An abstract dialectical framework (ADF) is a tuple $(S, L, C)$, where

- $S \subseteq \mathcal{P}$ is a set of abstract arguments,
- $L \subseteq S \times S$ is a set of links and
- $C = \{C_s\}_{s \in S}$ is a set of functions $C_s : 2^{\text{par}(s)} \rightarrow \{t, f\}$. $C_s$ is called acceptance condition of $s$.

We denote by $\text{ADF}_{\mathcal{P}}$ the set of all ADFs over $\mathcal{P}$.

The set of parents is defined via the links: $\text{par}(s) = \{x \in S \mid (x, s) \in L\}$. The links $L$ are abstract links, denoting some relation, but not restricted to a particular one. Originally the acceptance conditions returned \textit{in} or \textit{out}, but we chose in this thesis the truth value style, since we often translate problems of argumentation to propositional logic and vice versa. An acceptance condition not only closely resembles a Boolean function, i.e. returning $v \in \{t, f\}$ for a subset of $\text{par}(s)$, we can straightforwardly define each acceptance condition as a Boolean formula. We usually denote by $C_s$ the acceptance condition as the Boolean function and by $\varphi_s$ the acceptance condition as a Boolean formula, s.t. for $X \subseteq S$ we have $C_s(X \cap \text{par}(s)) = t$ iff $X \models \varphi_s$, i.e. the acceptance condition evaluates to true under $X \cap \text{par}(s)$ iff the acceptance formula evaluates to true under $X$. It is immediate that any such function for an acceptance condition can be written equivalently as a Boolean formula. For a closer study on these two forms the interested reader is referred to [89]. Unless noted otherwise we will assume that only the propositional formulae for each argument are given for an ADF. The difference in use of the two forms may be particularly important for computational purposes, since a naive representation of the Boolean function $C_s$ consists of specifying the result for all subsets of $\text{par}(s)$, while the corresponding formula $\varphi_s$ maybe much more compact, in fact the naive representation may be exponentially larger than the formula.

While the acceptance conditions specify the exact condition when we may accept an argument, the links are used to show dependencies between the arguments. For an argument $s$ and the acceptance conditions as Boolean formulae we can see the set of parents of $s$ by looking at $\text{atoms}(\varphi_s) = \text{par}(s)$. In principle one could define ADFs without links, e.g. just using a set of arguments and one formula for each argument as its acceptance condition, since the links can be extracted via the \textit{atoms} function. So it would be sufficient to write ADFs as a pair $D = (S, C)$. We however stick to the definition with triples, but will not always define the set of links explicitly, assuming that they are defined implicitly via the acceptance conditions.

Since the occurrence of an argument in $\text{atoms}(\varphi_s)$ respectively in $\text{par}(s)$ does not imply a particular relation between $s$ and the parent, as was the case in AFs, we distinguish in the context of ADFs four different \textit{classes} of relations [34]. A link can be of an attacking, a supporting or
a dependent nature, or even redundant. These four classes represent many concrete relations between arguments. Formally this is defined via the concepts of attacking and supporting links. A link is dependent if it is neither attacking nor supporting and redundant if it is both. Recall that a two-valued interpretation $I$ can be equivalently represented as a set $I^\downarrow$.

**Definition 2.3.20.** Let $D = (S, L, C)$ be an ADF and $l \in L$ a link with $l = (a, b)$. The link $l$ is

- attacking if there is no $X \subseteq S$ such that $X \not\models \varphi_b$ and $X \cup \{a\} \models \varphi_b$;
- supporting if there is no $X \subseteq S$ such that $X \models \varphi_b$ and $X \cup \{a\} \not\models \varphi_b$;
- dependent if $l$ is neither attacking nor supporting; and
- redundant if $l$ is both attacking and supporting.

Intuitively a link $l = (a, b)$ is attacking if it is not the case that if for a certain status of arguments $b$ is rejected and by accepting $a$ also $b$ gets accepted. This would imply a sort of support relation between $a$ and $b$ and hence the link is considered not attacking anymore, or in other words a link is attacking if there is no case for support. Similarly for the support relation. Intuitively speaking, if $l$ is redundant, then the status of $b$ is independent of the status of $a$. This means for all $X \subseteq \text{atoms}(\varphi_b)$ we have $X \models \varphi_b$ iff $X \cup \{a\} \models \varphi_b$. We denote by $\text{att}_D(s)$ for an ADF $D = (S, L, C)$ the set of attackers of $s$ in $D$ and by $\text{supp}_D(s)$ the supporters of $s$ in $D$. We sometimes write $L^+$ for the set of supporting links of an ADF and $L^-$ for the attacking links.

The dependent link is more complicated and dependent on the status of other arguments might be attacking or supporting. Consider the following example for ADFs and the link types.

**Example 2.3.7.** Let $D = (S, L, C)$ be an ADF and $S = \{a, b, c, d\}$ with

- $\varphi_a = b$;
- $\varphi_b = \neg a$;
- $\varphi_c = a \leftrightarrow b$; and
- $\varphi_d = d \lor \neg d$.

Then $L = \{(a, b), (b, a), (a, c), (b, c), (d, d)\}$. Further $L^+ = \{(b, a), (d, d)\}$ and $L^- = \{(a, b), (d, d)\}$. Let us closer examine that $(b, a)$ is supporting. The interesting acceptance condition is $\varphi_a = b$, and hence it is sufficient to look at the two-valued interpretations $\emptyset$ and $\{b\}$. Under the former $\varphi_a$ evaluates to false and to true under the latter. This means that $\emptyset \not\models \varphi_a$ and $\emptyset \cup \{b\} \models \varphi_a$, which is a counterexample to $(b, a)$ being an attacking link. There is no counterexample to $(b, a)$ being supporting, thus this link is a supporting link. To see e.g. that $(d, d)$ is redundant, it is sufficient that $\varphi_d$ is a tautology. We cannot find counterexamples for $(d, d)$ being attacking or supporting, since in all cases $\varphi_d$ evaluates to true. This would also hold if $\varphi_d$ is unsatisfiable.

Lastly let us check the link type of $(a, c)$. This link is a dependent link. The counterexample for it being attacking are the interpretations $\{b\}$ and $\{b, a\}$. The formula $\varphi_c$ evaluates to false.
under former and to true under the latter. Similarly a counterexample for the link being supporting are the sets $\emptyset$ and \{a\}. If we would “fix” the truth value of b to e.g. $t$ by setting its variable in the formula to $\top$, then the resulting formula $a \leftrightarrow \top$ is equivalent to $a$ and the link $(a, c)$ is now supporting, i.e. overall it depends on the value of $b$.

An ADF which does not have dependent or redundant links is called a bipolar ADF. A special class of bipolar ADFs we are interested here in this thesis is the bipolar ADF with known link types, i.e. the sets $\text{att}_D(s)$ and $\text{supp}_D(s)$ are given for any argument $s$ in $D$.

**Definition 2.3.21.** Let $D = (S, L, C)$ be an ADF. We call $D$ bipolar if $L$ does not contain dependent or redundant links, i.e. $L = L^+ \cup L^-$ and $L^+ \cap L^- = \emptyset$.

In this thesis we assume that for any given BADF the link types are known.

**Example 2.3.8.** The ADF in Example 2.3.7 shown in Figure 2.9 is not a bipolar ADF. This can easily be seen from Example 2.3.7 which explains why e.g. $(a, c)$ is neither attacking nor supporting. An example for a bipolar ADF is shown in Figure 2.10.

Although at first glance this class of bipolar ADFs or even the class with known link types might appear to be very restrictive, it still includes many types of relations. In particular current applications of ADFs use BADFs \[32, 145\], where also the link type can be quickly determined.

### 2.3.4 Semantics of Abstract Dialectical Frameworks

The semantics of ADFs as defined in \[31\] are based on three-valued interpretations and an intuitive ordering of the three truth values, see Section 2.2.4 for an introduction to three-valued interpretations.

\[5\] In some definitions of BADFs \[34, 136\] also redundant links are allowed. We assume in this work, mainly for convenience reasons, a “cleaned” BADF where each redundant link is simply removed and in the formula representation of the acceptance conditions we replace the variable corresponding to the removed link uniformly by a truth constant (e.g. $\top$). We consider this a harmless assumption, since for current applications of (B)ADFs \[32, 145\] the link types can be easily deduced.
We order the truth values \( t, f \) and \( u \) according to their “information content” by the ordering \( <_i \). This means we order the two “classical” truth constants \( t \) and \( f \) higher than \( u \), intuitively because \( u \) stands for an undecided or unknown truth value. Thus \( u <_i t \) and \( u <_i f \). The two truth values \( t \) and \( f \) are incomparable by \( <_i \), which makes this ordering partial. An ordering is partial if it is reflexive, antisymmetric and transitive. This can straightforwardly be extended to compare three-valued interpretations.

**Definition 2.3.22.** Let \( I \) and \( J \) be two three-valued interpretations defined on \( S \). Then \( I <_i J \) iff \( I(s) <_i J(s) \) for all \( s \in S \).

Likewise we can define \( >_i, \leq_i \) and \( \geq_i \). A useful formal concept in this context of partial orderings is the theory of lattices. A partially ordered set (poset) is simply a pair \( (X, \preceq) \) of a set \( X \) and a partial order on \( X \), denoted here as \( \preceq \). A lattice is a poset where every two elements \( a, b \in X \) have a supremum and an infimum. This means that there exists a least upper bound, or also called join for each pair of elements in \( X \), as well as a greatest lower bound, or also called meet for each pair of elements in \( X \). Formally an element \( x \in X \) is an upper bound for a subset \( S \subseteq X \) if \( y \preceq x \) for all \( y \in S \). It is the least upper bound if for all upper bounds \( x' \in X \) for \( S \) it holds that \( x \preceq x' \). Similarly for the infimum. A join or meet-semilattice has only a join or respectively a meet for each pair of elements. Every non-empty finite lattice is bounded, i.e. has a greatest and least element, usually denoted by the letters 0 and 1 respectively. These have to satisfy \( 0 \preceq x \preceq 1 \) for all \( x \in X \). A non-empty finite meet-semilattice has a least element. We denote the meet of a set of elements \( S \subseteq X \) by \( \bigwedge S \) and for two elements with \( x \sqcap y \) and the join with ‘\( \sqcup \)’ and ‘\( \sqcup \)’.

Given two or more truth values we can define the meet or consensus of these values as the meet of the meet-semilattice given by \( (\{ t, f, u \}, \leq_i) \). The meet of this simple meet-semilattice is defined by \( t \sqcap t = t, f \sqcap f = f \) and \( u \) in all other cases. This can be extended to three-valued interpretations on a set \( S \) by considering the meet-semilattice defined by \( (2^{\uparrow S \rightarrow \{ t, f, u \}}, \leq_i) \).

---

In \([144, 147]\) an equivalent formalization of three-valued interpretations was used, namely a pair \((X, Y)\) with \( X \subseteq Y \subseteq S \) for the set of arguments \( S \). Straightforwardly we can identify a three-valued finite \( I \) with \((X, Y)\) using \( I^t = X, I^f = Y \setminus X \) and \( I^u = S \setminus Y \), i.e. \( X \) represents the arguments set to true and acts as a “lower bound” while \( Y \) is the “upper bound”. An argument inside these bounds is undecided and an argument not in \( Y \) is false.
Example 2.3.9. Consider the set $S = \{a, b\}$. Then the three-valued interpretations on this set can be partially ordered by $<_i$, which we show in Figure 2.11. An edge in this context depicts the ordering $<_i$ such that an element is ordered higher if it is drawn higher in the figure. This forms a meet-semilattice with the least element being the interpretation which sets both $a$ and $b$ to $u$. The maximal elements are the two-valued interpretations on $S$.

The semantics of ADFs are now defined via an operator which is similar to the characteristic function of AFs and we therefore call this operator characteristic function of ADFs. Based on a three-valued interpretation a new one is returned by the function, which accepts or rejects arguments based on the given interpretation. We need one formal concept for defining the characteristic function of ADFs, namely the set of all two-valued interpretations which are greater or equal w.r.t. their information content to a given three-valued interpretation.

Definition 2.3.23. Let $I$ be a three-valued interpretation defined on $S$. Then $[I]_2 = \{J \mid J$ a two-valued interpretation on $S$ and $I \leq_i J\}$.

In other words, given a three-valued interpretation $I$, then $[I]_2$ contains all concrete instantiations of $I$ if we view the truth value $u$ as a not yet known truth value. We exemplify this important notion in the following.

Example 2.3.10. Let us revisit Example 2.3.9. Given an interpretation $I$ on $\{a, b\}$ we see in Figure 2.11 the contents of the set $[I]_2$. Simply consider every interpretation in the figure which has more information than $I$ according to $\leq_i$ and is two-valued. For instance take $I(a) = t$ and $I(b) = u$. This is shown in the middle row of the figure. Both $J$ and $K$ with $J(a) = K(a) = t$ and $J(b) = t$ and $K(b) = f$ are in $[I]_2$ and no other interpretation is in $[I]_2$. In other words, we look at the maximal elements of this meet-semilattice w.r.t. $\leq_i$, which are ordered higher than $I$ by $<_i$.

For the interpretation $I$ setting all arguments to $u$, we have that all two-valued interpretations defined on $\{a, b\}$ are in $[I]_2$, i.e. all maximal elements of the meet-semilattice.
We can now define the characteristic function of ADFs as follows.\footnote{Originally in \cite{34} this function was used only for the grounded semantics, formerly called well-founded semantics and was defined on pairs of sets \((I^t, I^f)\) from which one can extract a three-valued interpretation \(I\). In \cite{31} this function was adopted for several semantics. In tune with argumentation theory we call it here characteristic function of ADFs.}

**Definition 2.3.24** (\cite{34} Definition 4). Let \(D = (S, L, C)\) be an ADF, \(I\) a three–valued interpretation defined over \(S\), \(s \in S\) and \(\Gamma_D : (S \to \{t, f, u\}) \to (S \to \{t, f, u\})\) a function from three–valued interpretations to three–valued interpretations. Then \(\Gamma_D(I) = J\) with

\[
J(s) = \bigcap_{K \in \Gamma(I)} K(\varphi_s)
\]

That is, given a three–valued interpretation \(I\) a new one is returned by \(\Gamma_D\) for an ADF \(D\). The new truth value for each argument \(s\) is given by considering all two–valued interpretations that extend \(I\), i.e. all interpretations that assign either \(t\) or \(f\) to an argument, which is assigned \(u\) by \(I\). Now we evaluate the acceptance condition of each argument under all these two–valued interpretations. If all of them agree on the truth value, i.e. all of them evaluate to \(t\) or respectively \(f\), then this is the result or the overall consensus. Otherwise, if there is a disagreement, i.e. we have \(t\) for one evaluation and \(f\) for another, then the result is undecided, i.e. \(u\).

**Example 2.3.11.** Consider the three–valued interpretation \(I\) on \(\{a, b\}\) with \(I(a) = t\) and \(I(b) = u\) as in Example 2.3.10. Then \(J, K \in [I]_2\) with \(J(a) = J(b) = t\) and \(K(a) = t\), \(K(b) = f\). Assume that we are given an ADF \(D = (\{a, b\}, L, C)\) with \(\varphi_a = a\) and \(\varphi_b = b\). Then both \(J \models \varphi_a\) and \(K \models \varphi_b\). This means that \(\Gamma_D(I) = I'\) with \(I'(a) = t\). For the argument \(b\) we have \(J(b) = t \neq f = K(b)\). Thus we construct the meet of \(\{t, f\}\) which is given by \(t \cap f = u\) and this means that \(I'(b) = u\).

We can equivalently say that for an ADF \(D = (S, L, C)\) with \(s \in S\) we have \(\Gamma_D(I)(s) = t\) if \(\varphi_s\) is a tautology if we replace each \(I^t\) with \(\top\) in \(\varphi_s\) and each \(I^f\) with \(\bot\) in \(\varphi_s\). Similarly we can check for unsatisfiability for \(f\). \(\Gamma_D\) is a \(\leq_t\)-monotone operator, i.e. if \(I \leq_i I'\), then \(\Gamma_D(I) \leq_i \Gamma_D(I')\).

**Proposition 2.3.5** (\cite{34} Definition 4). Let \(D = (S, L, C)\) be an ADF. \(\Gamma_D\) is \(\leq_t\)-monotonic.

**Proof.** Let \(I, J\) be two three–valued interpretations on \(S\) and \(I \leq_i J\). We have to show that \(\Gamma_D(I) \leq_i \Gamma_D(J)\) holds. Clearly we have \([I]_2 \supseteq [J]_2\), since we know that \(I^u \supseteq J^u\) and if \(K \in [J]_2\), then \(I^t \subseteq J^t \subseteq K^t\) and \(I^f \subseteq J^f \subseteq K^f\) and thus \(K \in [I]_2\). Let \(\Gamma_D(I) = K_1\) and assume \(a \in K_1^t\), then for every \(R \in [I]_2\) we have \(R \models \varphi_a\) and thus we have for \(K_2 = \Gamma_D(J)\) that \(a \in K_2^t\). Similarly for the arguments set to false. This implies the claim. \(\square\)

Based on the notion of the characteristic function of ADFs we define the most important semantics of ADFs for our work, the admissible, complete, grounded and preferred interpretations of an ADF as defined in \cite{31}. Further semantics of ADFs have been defined in \cite{144}. Note that in \cite{144} two different forms of semantics, which are generalizations of AFs are introduced. What we study in this thesis are the semantics based on the so-called ultimate operator
in [144]. For notation we use the function \( \tau : ADF_D \to 2^{(D \to \{t,f,u\})} \), which assigns to each ADF \( D = (S, L, C) \) a set of three-valued interpretations on \( S \), denoted by \( \tau(D) \). By slight abuse of notation we take the names of semantics of AFs, since the ADF semantics are meant to be generalizations. That is we consider for \( \tau \) the functions \( adm, com, grd \) and \( prf \), which denotes the admissible, complete, grounded and preferred interpretations of an ADF.

The definition of admissibility basically relies on the characteristic function of ADFs and is defined as for AFs, with the subtle discrepancy that we compare three-valued interpretations w.r.t. \( <_i \) instead of \( \subseteq \), which is obviously not adequate for such interpretations.

**Definition 2.3.25 ([31]).** Let \( D = (S, L, C) \) be an ADF, \( I \) a three-valued interpretation defined over \( S \) is in

- \( adm(D) \) if \( I \leq_I \Gamma_D(I) \);
- \( com(D) \) if \( I = \Gamma_D(I) \);
- \( grd(D) \) if \( I \in com(D) \) and there is no \( J \in com(D) \) with \( J <_I I \);
- \( prf(D) \) if \( I \in adm(D) \) and there is no \( J \in adm(D) \) with \( I <_I J \);

Note that, as in the AF case, we sometimes abuse our notation slightly by identifying \( I \in grd(D) \) with \( grd(D) \), since \( grd(D) \) is always a singleton set. We say that an interpretation \( I \) for a semantics \( \tau \) and an ADF \( D = (S, L, C) \) is non-trivial if there exists an \( s \in S \) such that \( I(s) \neq u \). It is interesting to note that we do not require a certain conflict-free property, which is already “built-in” into the \( \Gamma_D \) operator. We can however define such a conflict-free interpretation \([34]\).

**Definition 2.3.26.** Let \( D = (S, L, C) \) be an ADF, \( I \) a two-valued interpretation defined over \( S \) is conflict-free in \( D \) if \( I^t \models \varphi_s \) for each \( s \in I^t \).

If we additionally require that \( I \) is two-valued and each \( s \in I^t \) evaluates to false under \( I^t \), then we have a two-valued model of the ADF \( D\)\(^8\).

**Definition 2.3.27.** Let \( D = (S, L, C) \) be an ADF, \( I \) a two-valued interpretation defined over \( S \) is a two-valued model of \( D \) if \( I^t \models \varphi_s \) for each \( s \in I^t \) and \( I^t \not\models \varphi_{s'} \) for each \( s' \in I^t \).

We use the functions \( cf \) and \( mod \) for denoting the set of conflict-free interpretations and two-valued models of ADFs.

**Example 2.3.12.** Let us go back to the framework \( D \) in Example 2.3.7, where we had the arguments \( \{a,b,c,d\} \) with \( \varphi_a = b, \varphi_b = \neg a, \varphi_c = a \leftrightarrow b \) and \( \varphi_d = d \lor \neg d \). Then we have the models shown in Table 2.2 w.r.t. the semantics of ADFs. The right-most column depicts which semantics include the interpretation in the current row as a \( \tau \) interpretation. Looking at a bit more complex example, consider ADF \( D' = (S, L, C) \) as shown in Figure 2.10 with the arguments \( \{a,b,c,d\} \) and \( \varphi_a = \neg b, \varphi_b = \neg a, \varphi_c = a \lor b \) and \( \varphi_d = \neg c \). In Table 2.3 we see the corresponding interpretations of this ADF.

\(^8\)In [144] a two-valued model is also called a two-valued supported model.
Table 2.2: Admissible, complete, grounded and preferred interpretations of the ADF of Example 2.3.7

<table>
<thead>
<tr>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>u</td>
<td>u</td>
<td>u</td>
<td>u</td>
<td>adm</td>
</tr>
<tr>
<td>u</td>
<td>u</td>
<td>u</td>
<td>t</td>
<td>adm, com, grd, prf</td>
</tr>
</tbody>
</table>

Table 2.3: Admissible, complete, grounded and preferred interpretations of the ADF of Example 2.3.12

Let us exemplarily investigate why $I$ is admissible in $D'$ with $I^u = S$ from the ADF in Figure 2.10. Since every interpretation is small or equal w.r.t. $\leq_i$ than $I$ it is clearly admissible. It is also complete since $\Gamma_{D'}(I) = I$. This can be seen that there exists for each argument $s$ two interpretations $J, K$ in $[I]_2$ such that $J \models \varphi_s$ and $K \not\models \varphi_s$. $I$ is then also the grounded interpretation of $D'$, since there cannot be a smaller complete one.

Now let us check that $I$ is admissible in $D'$ with $I^u = \{a,c\}$ and $I^f = \{b\}$ and $d$ is set to $u$. To see that this interpretation is admissible we have two interpretations in $[I]_2 = \{J, K\}$. $J$ sets $d$ to true and $K$ sets $d$ to false, and otherwise equal to $I$. Then all three arguments $a, b$ and $c$ evaluate under $J$ and $K$ to the same value as $I$ and hence $I$ is admissible. We need not check this for $d$, since regardless of the value $\varphi_d$ evaluates under $J$ or $K$, $I(d) = u$ is clearly smaller w.r.t. $\leq_i$.

Definition 2.3.28. Given an ADF $D = (S, L, C)$, a semantics $\tau$, $J$ a three-valued interpretation on $S$ and an argument $s \in S$ then we define the following reasoning tasks.

- $\text{Enum}_\tau(D) = \tau(D)$
- $\text{Cred}_\tau(s, D) = \begin{cases} yes & \text{if } s \in \bigcup \{I^t \mid I \in \tau(D)\} \\ no & \text{otherwise} \end{cases}$
- $\text{Skept}_\tau(s, D) = \begin{cases} yes & \text{if } s \in \bigcap \{I^t \mid I \in \tau(D)\} \\ no & \text{otherwise} \end{cases}$
- $\text{AllCred}_\tau(D) = \bigcup \{I^t \mid I \in \tau(D)\}$
\[ \text{AllSkept}_\tau(D) = \bigcap \{ I^k \mid I \in \tau(D) \} \]

\[ \text{Ver}_\tau(J, D) = \begin{cases} 
\text{yes} & \text{if } J \in \tau(D) \\
\text{no} & \text{otherwise} 
\end{cases} \]

**Example 2.3.13.** Consider the ADF \( D' \) of Example 2.3.12. Then \( \text{Cred}_{\text{adm}}(a, D') = \text{yes} \) and \( \text{Skept}_{\text{prf}}(d, D') = \text{no} \).

We now show some basic properties of ADFs. First due to [54, Theorem 8.22] (a variant of the Knaster-Tarski Theorem applicable for our current setting) we know that for any ADF there exists a grounded interpretation and thus also at least one complete pair.\(^9\) Similarly as in AFs one has a strong relation between the semantics defined on ADFs. Every two-valued model is a preferred interpretations of an ADF. Every preferred interpretation is a complete one and in turn is also admissible.

**Theorem 2.3.6 ([31, Theorem 2]).** Let \( D = (S, L, C) \) be an ADF. Then the following inclusions hold: \( \text{mod}(D) \subseteq \text{prf}(D) \subseteq \text{com}(D) \subseteq \text{adm}(D) \). If \( I \in \text{adm}(D) \), then \( I^k \in \text{cf}(D) \).

*Proof.* The three inclusions were proven in [31, Theorem 2]. To show that if \( I \) is an admissible interpretation then \( I^k \) is also conflict-free just observe that \( I^k \in [I] \), i.e. the two-valued interpretation \( I^k \) is in \([I]_2\). Since for every \( J \in [I]_2 \) we have that \( J \models \varphi_a \) for \( a \in I^k \) (since \( I \) is admissible), the claim follows. \(\square\)

The relations between the ADF semantics are shown in Figure 2.12. An arrow from \( \tau_1 \) to \( \tau_2 \) denotes that for any ADF \( D \) we have \( \tau_1(D) \subseteq \tau_2(D) \). The dotted line indicates that if \( I \in \tau_1(D) \) then \( I^k \in \tau_2(D) \).

**Definition 2.3.29.** Let \( F = (A, R) \) be an AF. Then its associated ADF \( D_F = (A, R, C) \) is defined by \( \varphi_s = \bigwedge_{(a, s) \in R} \neg a \) for each \( s \in A \).

The associated ADF for an AF is clearly bipolar, it actually only includes attacking links.

**Example 2.3.14.** Consider the AF from Example 2.3.1. We show in Figure 2.13 the associated ADF of this AF.

The correspondence between the semantics of an AF and its associated ADF can now be shown.\(^10\)

**Theorem 2.3.7 ([31, Theorem 2 and Theorem 4] and [34, Proposition 1]).** Let \( F \) be an AF and its associated ADF be \( D_F \). Then

\(^9\)In [31] the grounded semantics was defined as the least fixed point of \( \Gamma_D \) for an ADF \( D \). Due to [54, Theorem 8.22] we know that there exists such a least fixed point and hence complete interpretations with a particular complete interpretation being the least one w.r.t. \( \leq_i \). Thus we can equivalently define the grounded interpretation as the least fixed point of \( \Gamma_D \) or the least complete interpretation w.r.t. \( \leq_i \) of an ADF.

\(^10\)Another generalization of the AF stable semantics is the ADF stable semantics [31, 147], however for an ADF associated with an AF two-valued models and two-valued stable models coincide, since, intuitively speaking, AFs do not feature a support relation.
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Figure 2.12: Relation between ADF semantics

- $E \in adm(F)$ iff $I \in adm(D_F)$ with $I^t = E$;
- $E \in com(F)$ iff $I \in com(D_F)$ with $I^t = E$;
- $E \in grd(F)$ iff $I \in grd(D_F)$ with $I^t = E$;
- $E \in prf(F)$ iff $I \in prf(D_F)$ with $I^t = E$;
- $cf(F) = cf(D_F)$; and
- $stb(F) = mod(D_F)$.

Similar as in the AF case we can compute the grounded interpretation via iterative applications of $\Gamma_D$ on the initial interpretation setting all arguments to undecided. This notion will be used for investigating computational properties of the grounded semantics. The proof is very simple for the finite structures we assume in this work.

**Definition 2.3.30.** Let $D = (S, L, C)$ be an ADF and $i \geq 0$ an integer. Define the interpretation $grd^i(D)$ as follows. $grd^0(D) = I$ with $\forall s \in S : I(s) = u$. For $i > 0$ we define $grd^i(D) = \Gamma_D(grd^{i-1}(D))$.

**Proposition 2.3.8.** Let $D = (S, L, C)$ be an ADF $n \geq 0$ an integer and $I \in grd(D)$. It holds that $grd^n(D) \leq_i grd(D)$. For a $j \geq 0$ we have $grd^j(D) = grd(D)$.

**Proof.** By definition we have $grd(D) = \Gamma_D(grd(D))$. Clearly we have $grd^0(D) \leq_i grd(D)$, thus $grd^1(D) \leq_i \Gamma_D(grd(D)) = grd(D)$ follows due to monotonicity of $\Gamma_D$ (see Proposition 2.3.5). By a simple inductive argument we have $grd^n(D) \leq_i grd(D)$ for $n \geq 0$. Since $grd^n(D) \leq_i grd^{n+1}(D)$ holds (due to $grd^0(D) \leq_i grd^1(D)$ and induction) and we have finitely
many arguments, i.e. \( S \) is finite, it follows that after finitely many applications \( j \) of \( \Gamma_D \) we reach a fixed point. Since it holds that \( \text{grd}^{j+1}(D) = \text{grd}^j(D) \leq_i \text{grd}(D) \) we know that there exists a \( j \) s.t. \( \text{grd}^j(D) = \text{grd}(D) \).

Notice that the \( j \) in this proposition is at most \( |S| \), since with each application of \( \Gamma_D \) we either arrive at a fixed point or update the status of at least one argument.

2.4 Computational Complexity

A central question in the area of computational complexity [133] is how difficult is a problem? Or very informally speaking, what are the costs for solving a problem in general? Complexity theory tries to answer these questions with a handy formal “tool set” to analyze the worst-time complexity of problems and classify them accordingly. Complexity classes contain problems which can be computed with a (restricted) formalized machine. That is we rely here on a formal model of computation. Typically the notion of a Turing machine is employed in complexity theory. We briefly review in this section the basics from complexity theory for our complexity analysis.

2.4.1 Basics

A decision problem \( L \) (or language) consists of a (possibly infinite) set of instances and a question, which can be answered by yes or no. Sometimes it is useful to define languages equivalently by stating that \( L \) consists of all “yes”-instances of the problem. An algorithm now decides the problem \( L \) if it answers “yes” on an input \( l \in L \) iff \( l \) is a “yes” instance of \( L \) and “no” otherwise. A simple example would be the problem of \( \text{SAT} \), which has as its instances all propositional logic formulae and the question is now to determine if a given instance is satisfiable. As a formal construct for machines or algorithms we apply the widely used notion of a Turing machine.

**Definition 2.4.1.** A Turing machine is a quadruple \( M = (K, \Sigma, \delta, s) \) with \( K \) a set of states, \( s \in K \) the initial state. \( \Sigma \) is a finite set of symbols with \( K \cap \Sigma = \emptyset \) and \( \Sigma \) contains two special
symbols, the blank and first symbols \(\{\sqcup, \triangleright\} \subseteq \Sigma\). We assume that \(h\) (the halting state), “yes”, “no” and the cursor directions ‘\(-\leftarrow\)’, ‘\(-\rightarrow\)’ as well as ‘\(-\)’ are not present in \(K \cup \Sigma\). Finally,

- \(M\) is a deterministic Turing machine if \(\delta\) is a transition function
  \[
  \delta : K \times \Sigma \rightarrow (K \cup \{h, \text{“yes”, “no”}\}) \times \Sigma \times \{\leftarrow, \rightarrow, -\}
  \]

- \(M\) is a non-deterministic Turing machine if \(\delta\) is a transition relation
  \[
  \delta \subset K \times \Sigma \times (K \cup \{h, \text{“yes”, “no”}\}) \times \Sigma \times \{\leftarrow, \rightarrow, -\}
  \]

Informally speaking, a Turing machine is a description of an algorithm which works in the following way. The machine starts in the initial state \(s\) and has a “tape” where it reads and writes. This tape starts with the input to our algorithm/Turing machine. The symbols on the tape may be taken from \(\Sigma\). The special symbols denote the start symbol \(\triangleright\), which just states that this is the beginning of the tape and special empty symbols \(\sqcup\). Usually one assumes that the word initially given terminates with a blank symbol (or infinitely many of them at the right side). The transition function or relation now defines the algorithm, i.e. what the machine should do in which situation. A transition function takes as input the current state, the symbol the machine reads and outputs a new state (possibly the same), a new symbol which should be written instead of the current one (possibly the same) and a direction to “move” the reader, i.e. which symbol should be read next, the one left or right from the current position (denoted by \(\leftarrow\) and \(\rightarrow\)) or should it stay in the current position (using \(-\)).

In case of a non-deterministic Turing machine we may have a choice for the next state, i.e. it is non-deterministic in the sense that given a current state and a read symbol we may have several options. Note that the transition relation may be a function, i.e. assigning to each pair of state and symbol exactly one choice. This immediately implies that non-deterministic Turing machines are a generalization of deterministic ones. We now define what it means to “compute” using a Turing machine.

**Definition 2.4.2.** Let \(M\) be a deterministic Turing machine. A configuration is a triple \((q, w, u)\) with \(q \in K\) and \(w, u \in \Sigma^*\). We say that for this configuration \(q\) is the current state, \(w\) is the string left of the cursor including the cursor position and \(u\) right of the cursor. W.r.t. \(M\) a configuration \((q, w, u)\) yields in one step a configuration \((q', w', u')\), denoted by \((q, w, u) \xrightarrow{M} (q', w', u')\), if \(i\) is the last symbol of \(w\) and \(\delta(q, i) = (p, \rho, D)\) with \(q' = p\) and depending on \(D\) one of three cases is true.

- if \(D = \rightarrow\) then \(w'\) is \(w\) with the last symbol \(i\) replaced by \(\rho\) and the first symbol of \(u\) appended to it (\(\sqcup\) if \(u\) was empty) and \(u'\) is \(u\) with the first symbol removed (or \(\sqcup\) if \(u\) was empty);

- if \(D = \leftarrow\) then \(w'\) is \(w\) with the last symbol \(i\) omitted from its end, and \(u'\) is \(u\) with \(\rho\) attached in the beginning;

- if \(D = -\) then \(w'\) is \(w\) with the ending \(i\) replaced by \(\rho\) and \(u' = u\).
We can extend “yields in one step” to yields by considering to the transitive closure of yields in one step. We say that a configuration $(q, w, u)$ yields configuration $(q', w', u')$ in $k$ steps denoted by $(q, w, u) \xrightarrow{M^k} (q', w', u')$ if there are configurations $c_1, \ldots, c_{k+1}$ such that $c_1 = (q, w, u)$, $c_{k+1} = (q', w', u')$ and for each $1 \leq i \leq k$ we have that $c_i$ yields $c_{i+1}$ in one step.

In case of a non-deterministic Turing machine essentially the same concepts apply, but we may have a choice of the next configuration through the use of the transition relation. That is, given a configuration $c_1$ the non-deterministic Turing machine yields a configuration in one step to $c_2$ if it is allowed by the transition relation. For a Turing machine $M$ and $w \in \Sigma^*$ the initial configuration is given by $(s, \triangleright, w)$.

Example 2.4.1. Let us exemplify the notion of a Turing machine. We define the deterministic Turing machine $M$ with $\Sigma = \{\triangleright, \sqcup, a, d, g, n, o, r\}$, $K = \{s, q_1, \ldots, q_{10}\}$, “yes”, “no” and a transition function as shown in Table 2.4. We leave it as an exercise for the reader to figure out the purpose of this machine.

Using the formal notion of a Turing machine we can now relate the length of the input, i.e. the number of symbols of the initial word on the tape and the steps for solving a given problem. Before that we need a notion to say that an algorithm actually solves a problem. A deterministic Turing machine $M$ decides a problem $L$ if for each “yes” instance $l \in L$ we have that $(s, \triangleright, l)$ yields in $M$ a “yes” state and for each “no” instance $l' \in L$ it answers “no”. We say that $M$
operates within time \( f(n) \) if for any \( l \in L \) we have that \( M \) yields the result in at most \( f(|l|) \) steps. In case of a non-deterministic Turing machine this means that it answers “yes” if there exists a computation path from the initial state and input word to a “yes”-state and “no” if there is no such path. A useful notion for time consumption is the so-called \( O \)-notation.

**Definition 2.4.3.** Let \( f, g : \mathbb{N} \to \mathbb{N} \) be functions. We write \( f(n) = O(g(n)) \) if there are positive integers \( c \) and \( n_0 \) s.t. for all \( n \geq n_0 \) we have \( f(n) \leq c \cdot g(n) \).

Given a problem \( L \) and a Turing machine \( M \) that decides \( L \), then we say that \( M \) decides \( L \) in polynomial time if there exists a polynomial \( p(x) \) s.t. \( M \) decides \( L \) and operates in \( O(p(x)) \) steps, respectively time.

**Definition 2.4.4.** We define \( P \) to be the class of decision problems decidable with a deterministic Turing machine in polynomial time.

Using a non-deterministic Turing machine we arrive straightforwardly at another very important complexity class.

**Definition 2.4.5.** We define \( \mathbf{NP} \) to be the class of decision problems decidable with a non-deterministic Turing machine in polynomial time.

Typically one considers problems in \( P \) to be “tractable” and problems not known to be in \( P \) to be “intractable”. A useful notion is that of the “co-problem” of a problem \( L \). \( L' \) is the co-problem of \( L \) if for each \( l \in L \) that \( l \) is a “yes” instance of \( L \) iff \( l \) is a “no” instance of \( L' \). If \( L \) is decidable with a deterministic Turing machine in time \( f(n) \) then also the co-problem \( L' \) is decidable with a deterministic Turing machine in time \( f(n) \), e.g. the co-problem of problems in \( P \) are also in \( P \). For \( NP \) the class containing the co-problems is called \( \text{coNP} \). The somewhat subtle difference being, that a non-deterministic Turing machines decides a problem in \( \text{NP} \) if there exists a successful computation path leading to a “yes” state in polynomial time, but on the other hand a non-deterministic Turing machines decides a problem in \( \text{coNP} \) if all computation paths lead to a “yes” instance (or “no” if one considers it as a co-problem).

A very useful tool for analyzing the complexity of given problems is the so-called reduction.

**Definition 2.4.6.** A decision problem \( A \) is \( P \)-reducible to a decision problem \( B \) if there is a function \( f \) s.t. for each \( x \in A \) we have that \( x \) is a “yes” instance of \( A \) iff \( f(x) \) is a “yes” instance of \( B \). And for each \( x \in A \), \( f(x) \) is computable by a deterministic Turing machine in polynomial time.

A problem \( L \) is complete for a complexity class \( C \) if \( L \in C \) and for all problems \( A \in C \) we have that \( A \) is \( P \)-reducible to \( L \). If the latter condition holds then \( L \) is called \( C \)-hard\(^{11}\). We will use the term reduction for \( P \)-reduction. The usual way to show \( C \)-hardness of \( L \) is to reduce a \( C \)-complete problem \( L' \) to \( L \), which implies that all problems in \( C \) are \( P \)-reducible to \( L \). We usually write \( C \)-c for completeness in class \( C \). The last formal construct we need from complexity theory is the notion of an oracle machine. An oracle machine for a class \( C \)

\(^{11}\) P-reducibility is sufficient for the complexity classes introduced here. For classes inside \( P \) one requires different restrictions on reductions.
can answer a query for a problem in $C$ in one step. We denote by $P^C$ a deterministic Turing machine with an access to a $C$-oracle and by $NP^C$ (resp. $coNP^C$) a non-deterministic Turing machine with access to a $C$-oracle. We can now define the complexity classes of the so-called polynomial hierarchy as follows.

**Definition 2.4.7.** Let $\Sigma^P_0 = \Pi^P_0 = \Delta^P_0 = P$. Define for $i \geq 1$ the following classes.

- $\Delta^P_i = P^{\Sigma^P_{i-1}}$;
- $\Sigma^P_i = NP^{\Sigma^P_{i-1}}$;
- $\Pi^P_i = coNP^{\Sigma^P_{i-1}}$.

Further a problem $L$ is in $D^P$, i.e. $L \in D^P$ iff $L$ can be characterized as two languages $L_1 \cap L_2$ (the intersection of “yes” instances) and $L_1 \in NP$ and $L_2 \in coNP$.

The last class we consider is $\Theta^P_2$, which consists of problems decidable by a deterministic Turing machine in polynomial time, which is allowed to make $O(\log(n))$ calls to a NP oracle, i.e. a logarithmic number of oracle calls w.r.t. the input size. An alternative name for this class is $P^{NP[\log n]}$. The relation between the complexity classes relevant for our work is now depicted in Figure 2.14. Note that it is not known whether the inclusions are proper. Many other useful classes are available [109].

Using the concept of $P$-reductions, which we usually abbreviate with just reductions, and complete problems for the defined classes from the literature, one has a powerful tool set to analyze the computational complexity of many problems.

### 2.4.2 Complexity of Abstract Argumentation: State of the Art

Complete problems for a complexity class $C$ are essential for our everyday complexity analysis. They significantly support us to establish complexity results. Hence we review the important results for the problems considered in the previous sections. We abbreviate the problem of deciding satisfiability of a given propositional formula with $\text{SAT}$, the validity by $\text{VALIDITY}$. The problem given two formulae and deciding whether the first is satisfiable and the latter valid we denote by $\text{SAT-VALIDITY}$. The validity of QBFs we abbreviate by $\text{QBF}_{\exists,n}$-$\text{VALIDITY}$ and $\text{QBF}_{\forall,n}$-$\text{VALIDITY}$ for QBFs in $\text{QBF}_{\exists,n}$ and $\text{QBF}_{\forall,n}$ respectively.
### Table 2.5: Computational complexity of propositional logic

<table>
<thead>
<tr>
<th>Problem</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAT</td>
<td>NP-c</td>
</tr>
<tr>
<td>VALIDITY</td>
<td>coNP-c</td>
</tr>
<tr>
<td>SAT-VALIDITY</td>
<td>DP-c</td>
</tr>
<tr>
<td>QBF(\exists_n)-VALIDITY</td>
<td>(\Sigma^P_n)-c</td>
</tr>
<tr>
<td>QBF(\forall_n)-VALIDITY</td>
<td>(\Pi^P_n)-c</td>
</tr>
</tbody>
</table>

Given a formula \(\phi\) and a two-valued or three-valued interpretation \(I\) we can compute \(I(\phi)\) in polynomial time. The NP completeness result in the next proposition is due to the seminal result by Cook [52].

**Proposition 2.4.1.** SAT is NP-complete and VALIDITY is coNP-complete.

Even for the typical normal form of propositional logic, CNF, the hardness still holds.

**Proposition 2.4.2.** SAT is NP-complete, even when restricted to formulae in CNF.

The NP-hardness even holds for the satisfiability problem of a so-called 3-CNF formula, i.e. a propositional formula \(\phi = \{c_1, ..., c_n\}\) in CNF where we have \(|c_i| \leq 3\) for \(1 \leq i \leq n\). Combining satisfiability and validity leads immediately to a DP-complete problem.

**Corollary 2.4.3.** SAT-VALIDITY is DP-complete.

Although QBFs can be rewritten to propositional formulae, they are more succinct and have a higher complexity, shown in the next result.

**Proposition 2.4.4** ([143, 156]). Let \(n \geq 1\) be an integer.

- \(QBF_{\exists_n}\)-VALIDITY is \(\Sigma^P_n\)-complete; and
- \(QBF_{\forall_n}\)-VALIDITY is \(\Pi^P_n\)-complete.

In Table 2.5 we summarize the complexity of the problems on propositional logic we base our results on.

For AFs and ADFs we define decision problems for the reasoning tasks of credulous and skeptical acceptance and verification. We denote by \(\text{Cred}_\sigma\) the decision problem of deciding whether a given argument is credulously accepted under \(\sigma\) for a given AF, or respectively an ADF. Similarly \(\text{Skept}_\sigma\) denotes the decision problem for skeptical acceptance. By \(\text{Ver}_\sigma\) we denote the decision problem to decide for a given AF, respectively an ADF, if a two, respectively three valued interpretation is a \(\sigma\) interpretation of the framework.

We summarize the complexity results of AFs in Table 2.6 (see also [68]). The complexities of the problems on AFs for admissible and preferred semantics are shown by [56], except for the
Table 2.6: Computational complexity of reasoning in AFs

<table>
<thead>
<tr>
<th>( \sigma )</th>
<th>Cred_{\sigma}</th>
<th>Skept_{\sigma}</th>
<th>Ver_{\sigma}</th>
</tr>
</thead>
<tbody>
<tr>
<td>stb</td>
<td>NP-c</td>
<td>coNP-c</td>
<td>in P</td>
</tr>
<tr>
<td>adm</td>
<td>NP-c</td>
<td>trivial</td>
<td>in P</td>
</tr>
<tr>
<td>com</td>
<td>NP-c</td>
<td>P-c</td>
<td>in P</td>
</tr>
<tr>
<td>grd</td>
<td>P-c</td>
<td>P-c</td>
<td>P-c</td>
</tr>
<tr>
<td>prf</td>
<td>NP-c</td>
<td>( \Pi_2^P )-c</td>
<td>coNP-c</td>
</tr>
<tr>
<td>sem</td>
<td>( \Sigma_2^P )-c</td>
<td>( \Pi_2^P )-c</td>
<td>coNP-c</td>
</tr>
<tr>
<td>stg</td>
<td>( \Sigma_2^P )-c</td>
<td>( \Pi_2^P )-c</td>
<td>coNP-c</td>
</tr>
<tr>
<td>stg2</td>
<td>( \Sigma_2^P )-c</td>
<td>( \Pi_2^P )-c</td>
<td>coNP-c</td>
</tr>
<tr>
<td>ideal</td>
<td>in ( \Theta_2^P )</td>
<td>in ( \Theta_2^P )</td>
<td>in ( \Theta_2^P )</td>
</tr>
<tr>
<td>eager</td>
<td>( \Pi_2^P )-c</td>
<td>( \Pi_2^P )-c</td>
<td>D^P-c</td>
</tr>
<tr>
<td>stg-idl</td>
<td>( \Pi_2^P )-c</td>
<td>( \Pi_2^P )-c</td>
<td>D^P-c</td>
</tr>
</tbody>
</table>

The complexity landscape of ADFs is scarcely populated. We review here the results from the literature which apply to the semantics considered in this thesis. First it is known that the verification problem for the grounded semantics is harder on ADFs than on AFs\(^{13}\).

Proposition 2.4.5 ([34, Proposition 13]). \( \text{Ver}_{\text{grd}} \) is coNP-hard for ADFs.

Deciding whether an ADF is a BADF is also intractable. In the following short proof we also see an application of the so-called guess and check paradigm, commonly used to show NP membership. This works as follows, we guess (in polynomial time) a candidate \( X \) and then check in polynomial time if this candidate is a “witness” for our solution. In case of propositional logic this would be a guessed (two-valued) interpretation and then checking if this assignment satisfies the formula. This directly corresponds to a non-deterministic Turing machine, where each computation path corresponds to one such guess and check. If the formula is satisfiable then we can have a guess for each possible interpretation and one is guaranteed to succeed, i.e. being a witness to show that the formula is satisfiable. Clearly constructing a guess and checking it, i.e. evaluating the formula under this guessed interpretation, can be done by a non-deterministic

\(^{12}\)The \( P \) upper bounds for stable, admissible and complete extensions were actually improved to membership in the so-called complexity class L in [69], i.e. the class restricting space consumption of a Turing machine to be logarithmic w.r.t. the size of the input. More details about such classes can be found in [133].

\(^{13}\)ADF semantics in [34] are based on two-valued interpretations. However, the proofs are straightforward to adapt for our setting.
Turing machine in polynomial time. Furthermore we also see a typical coNP membership proof by considering the co-problem and showing NP membership.

**Proposition 2.4.6** ([34 Proposition 14]). Deciding whether no link in a given ADF is dependent is coNP-complete.

**Proof.** Hardness was shown in [34, Proposition 14] (note that BADFs there allow redundant links). To see coNP membership consider the co-problem, i.e., deciding whether there exists a dependent link in the ADF. Let $D = (S, L, C)$ be an ADF and $l \in L$. We guess $X, Y \subseteq S$ and $(s, s') = l \in L$. We now check if $l$ is dependent by verifying that $X \models \varphi_{s'}$ and $X \cup \{s\} \not\models \varphi_{s'}$ for a counterexample that $l$ is supporting. For the counterexample that $l$ is attacking we verify that $Y \not\models \varphi_{s'}$ and $Y \cup \{s\} \models \varphi_{s'}$. These checks can clearly be done in polynomial time. 

Deciding the type of a link is in general also intractable.

**Proposition 2.4.7.** Deciding whether a given link in a given ADF is

1. attacking is coNP-complete;
2. supporting is coNP-complete;
3. dependent is NP-complete;
4. redundant is coNP-complete.

**Proof.** Item 1 was shown in [89, Proposition 4.4.1 and Proposition 4.4.2]. For showing item 2 one can easily adapt the proof of [89, Proposition 4.4.1 and Proposition 4.4.2] for supporting links.

Let $D = (S, L, C)$ be an ADF and $l \in L$. Showing that it is NP-complete to verify that $l$ is dependent follows as a corollary from Proposition 2.4.6 (hardness follows from [34 Proposition 14]). Lastly deciding if a link is redundant is the same as deciding if a link is attacking and supporting, which can be done by two independent coNP-complete checks. Hence the problem is in coNP. For showing hardness consider the problem of deciding whether $\phi$ is a valid formula, which is a coNP-complete problem, see Proposition 2.4.1. We now reduce VALIDITY to this problem. Let $\phi$ be a formula, now define an ADF $D = (S, L, C)$ with $S = \text{atoms}(\phi) \cup \{f\}$ as follows. Let $\varphi_x = x$ and $\varphi_f = f \lor \phi$. We assume w.l.o.g. that $f \not\in \text{atoms}(\phi)$. The ADF $D$ can be constructed clearly in polynomial w.r.t. the size of $\phi$. We now show that $\phi$ is valid iff $(f, f) \in L$ is a redundant link. If $\phi$ is valid, then clearly there is no $X \subseteq S$ s.t. $X \not\models \varphi_f$ and $(f, f)$ is attacking and supporting, thus redundant. Assume now that $(f, f)$ is redundant. This means that for any $X \subseteq S$ we have $X \models \varphi_f$ iff $X \cup \{f\} \models \varphi_f$. Since $\{f\} \models \varphi_f$, we know that for any such $X$ it holds that $X \models \varphi_f$. Thus for every $Y \subseteq S$ with $Y \cap \{f\} = \emptyset$ we have $Y \models \varphi_f$ (since $Y \cup \{f\} \models \varphi_f$) and clearly $Y \subseteq \text{atoms}(\phi)$ and $S \setminus \{f\} = \text{atoms}(\phi)$ we know that any two-valued interpretation on $\phi$ must satisfy $\phi$ thus implying that $\phi$ is valid. 

Finally a positive result is that the verification problem of the grounded semantics becomes significantly easier on BADFs with known link types, i.e. it is tractable.
**Proposition 2.4.8** ([34] Proposition 15]). *Ver$_{grd}$ is in P for BADFs with known link types.*

We greatly extend the complexity results for ADFs in Chapter 4. In particular we show the computational complexity of the decision problems $Cred_\sigma$, $Skept_\sigma$ and $Ver_\sigma$ for ADFs and BADFs with known link types for semantics $\sigma \in \{adm, grd, prf\}$. 
In this chapter we present novel algorithms for computationally hard problems defined on argumentation frameworks (AFs). In particular we develop algorithms for credulous and skeptical reasoning under preferred, semi-stable, stage, ideal, eager and stage-ideal semantics. Additionally our algorithms are capable of enumerating all extensions. Our algorithms rely on decision procedures for the Boolean satisfiability problem (SAT). The very basic idea is to delegate certain computationally hard subtasks to a search engine capable of solving the SAT problem efficiently. A SAT-solver is a procedure, which receives as input a propositional formula and returns a witness for satisfiability (a model) if the formula is satisfiable and “no” otherwise.

On the one hand delegating hard subtasks allows us to utilize existing efficient search engines of modern SAT-solvers. This means we are able to re-use existing technology and research directly. On the other hand we can, via an algorithm based on SAT-solvers, set up calls to the solver iteratively using domain knowledge for the problem to solve. The overall workflow for our algorithms is shown in Figure 3.1. So first an AF, a semantics and a reasoning mode is given as input. Then in the main procedure we construct Boolean queries for our SAT-solver. After possibly multiple calls to the solver we arrive at our decision. In some cases we need a (simple) postprocessing step.

If one considers fully declarative approaches such as [85], which specify the whole problem in one encoding, and direct instantiations of algorithms for AF problems such as [131], then our approach can be seen as a hybrid variant of these two. In particular we have less declarativeness by applying an imperative algorithm on top of more declarative queries and require some engineering effort to develop our algorithms. But we do not need to engineer search engines for computationally involving subtasks, e.g. NP-hard subtasks.

The algorithms developed for a semantics \( \sigma \) can be grouped into two categories. We call algorithms of the first category search algorithms. The other category comprises of algorithms relying on advanced SAT technology, or SAT extensions. Intuitively, our search algorithms traverse a search space of a computationally easier semantics \( \sigma' \), called base semantics, to compute
extensions of \( \sigma \). The base semantics is chosen in such a way that its associated reasoning tasks can be performed by a SAT-solver. Overall this leads to an algorithm iteratively calling such a solver. This approach is used for the preferred, semi-stable and stage semantics.

An important feature of our search algorithms is that the number of calls to a SAT-solver is contingent on inherent properties of the AF. Since the problems we tackle are hard for a class in the second level of the polynomial hierarchy (e.g. \( \Sigma_2 \) hard), we cannot avoid, under standard complexity theoretic assumptions, that we may require an exponential number of oracle or SAT calls. However, we provide a bound on the number of SAT calls by using inherent parameters of the AF. The formal basis for this observation are certain subclasses of AFs. We use theoretical investigations of computational properties of AFs in these subclasses [77]. Classes of AFs and their corresponding parameters have been investigated in quite some depth, see e.g. [53, 61, 69]. We use in this thesis mainly the class \( \text{sol}^k_\sigma \), which contains AFs having at most \( k \sigma \)-extensions. More precisely, our search algorithms require a polynomial number of SAT-calls w.r.t. the size of the AF and a fixed \( k \) to solve the decision problem at hand. Another class we utilize is \( \text{stablecons}^k_\sigma \), which requires that each extension has at most \( k \) arguments not in the range of the extension.

Our algorithms based on advanced SAT techniques utilize minimal correction sets (MC-Ses) [115] and backbones [110]. Given an unsatisfiable formula in CNF, a correction set is a set of clauses which if removed from the formula results in a satisfiable subformula. We show that MC-Ses naturally correspond to problems for the semi-stable and stage semantics and can be used for eager and stage-ideal semantics. The backbone of a satisfiable formula consists of all literals which are entailed by the formula. This concept supports us to instantiate an existing algorithm for the ideal semantics [67]. In the SAT community several algorithms were studied for the computation of MC-Ses and backbones, which typically also rely on iterative SAT procedures. The benefit of using these techniques is that they enable us to develop algorithms, which are in-between the search algorithms and fully declarative systems. This means that we are closer to specifying our problem at hand in a declarative manner and require less engineering effort than required to develop a search algorithms. Further we can re-use existing sophisticated solvers for MC-Ses and backbones.

This chapter is organized as follows

- Section 3.1 briefly recapitulates research on SAT-solvers, which we use for our algorithms;
- in Section 3.2 we recall important sub classes of AFs. These are restricted AFs, which may have at most \( k \) extensions for a semantics \( \sigma \), or at most \( k \) arguments in such an extension
which are not in the range of the extension;

- Section 3.3 develops search algorithms for the preferred, semi-stable and stage semantics. We first show a generic algorithm. Subsequently we instantiate this algorithm for the problems at hand;
- lastly in Section 3.4 we apply existing algorithms for computing minimal correction sets and backbones of Boolean formulae to solve problems regarding the semi-stable, stage, eager, ideal and stage-ideal semantics.

Some of our results in this chapter are published. In [76, 77] we developed the search algorithms. The important complexity results underlying many of our approaches were derived by Wolfgang Dvořák in [76]. The approaches using advanced SAT extensions were published in [153].

3.1 SAT Solving

In this section we briefly recall techniques for solving the SAT problem and introduce some useful concepts for applications of SAT. Generally one considers as a satisfiability solver (SAT-solver) a search algorithm for finding a witness (a model) for satisfiability of a given formula \( \phi \) (in CNF), or proving unsatisfiability. Thereby these systems solve the famous NP-complete problem of Boolean satisfiability. Even though this problem is in general intractable, contemporary SAT-solvers such as MiniSAT [84] are capable of solving instances with hundreds of thousands of literals and clauses.

Algorithms underlying such solvers have been under research for many years. The success of SAT-solvers is owed not only to successful theoretical research. In the so-called SAT competition [108] solvers compete against each other and are evaluated w.r.t. their performance. The competitions motivated efforts to come up with novel solving techniques.

Conflict-driven clause learning Modern SAT-solvers incorporate numerous techniques for finding a model of a given formula. One of the most successful techniques is called conflict-driven clause learning (CDCL) [124, 123, 158]. We illustrate here the main ideas of this approach. CDCL is a general concept and certain aspects may vary in concrete CDCL algorithms. First we introduce some basic terminology of SAT solving. Let \( \phi \) be a Boolean formula. Many SAT-solvers construct a witness for \( \phi \)'s satisfiability, or prove unsatisfiability, by iteratively assigning variables to truth values in a partial interpretation \( I \). There are two important kinds of assignments. A SAT-solver may assign a value to a variable by a decision or by propagation. Assignments that are propagated are forced by the current partial assignment, whereas a SAT-solver chooses assignments for decisions usually through heuristics. Every time a SAT-solver decides on a value a corresponding decision level \( l \) is incremented by one, which is initially 0 (nothing is decided).

Assignment by propagation is computed by a fundamental concept called Boolean constraint propagation (BCP). BCP refers to extending a current partial assignment \( I \) to \( I' \) by propagation on the formula \( \phi \). \( I' \) extends \( I \) if \( I = I'$\text{dom}(I)$. Consider a partial assignment \( I \) with \( \text{dom}(I) = \)
\{x_1, \ldots, x_{n-1}\} \text{ and a clause } c = \{l_1, \ldots, l_n\} \in \phi \text{ with } \text{atoms}(l_i) = \{x_i\} \text{ for } 1 \leq i \leq n. \text{ That is, } I \text{ assigns to all literals in } c \text{ a value, except for } l_n. \text{ Assume that } I(l_i) = f \text{ for all } 1 \leq i \leq n - 1. \text{ Then the only possibility for an } I', \text{ which extends } I, \text{ to satisfy } c \text{ is to evaluate } l_n \text{ to true. This can only be achieved by setting the value of } x_n, \text{ s.t. } I'(l_n) = t. \text{ This means the value of } x_n \text{ is implied (or forced) by the clause } c \text{ and the partial interpretation } I. \text{ A special case of this procedure is if } |c| = 1, \text{ i.e. } c \text{ is unit. A SAT algorithm typically distinguishes between assignments made by a decision and assignments forced by BCP. Like decisions, propagated assignments have a corresponding decision level, namely the level at which BCP inferred the assignment. A CDCL may backtrack to a certain decision level } l. \text{ Then all decisions and propagations at levels } l' > l \text{ are erased (or reverted).}

The idea of CDCL is now to decide upon values for variables, applying BCP on the current partial interpretation and in case of a conflict \( c \), backtracking and augmenting the given formula \( \phi \) with so-called learnt clauses. Learnt clauses are crucial for correctness and performance of a CDCL algorithm. Using learnt clauses one avoids to re-visit parts of the search space. A CDCL algorithm starts with decision level \( l = 0 \) and the initial partial interpretation assigning no variables. At each decision level BCP is applied to propagate values of the currentPartial interpretation. If no conflict is revealed through BCP, i.e. no clause is unsatisfied by the current partial interpretation, then a CDCL algorithm decides the value for the next unassigned variable. If BCP revealed a conflict via clause \( c \in \phi \), i.e. \( I \models \neg c \), then the algorithm learns a clause \( c' \) by conjoining it with \( \phi \) and backtracks to a lower decision level. The clause \( c' \) is constructed by inspecting the so-called implication graph. From this graph a CDCL algorithm infers the decisions which lead to the conflict \( c \). The implication graph is a directed graph, whose vertices consist of assigned and propagated literals and the clause \( c \). There is a directed edge \( (l_1, l_2) \) in this graph if \( l_2 \) was propagated by BCP using \( l_1 \). Additionally all literals with variables in \( \text{atoms}(c) \) have a directed edge to \( c \). This means that all assignments by decisions have no incoming edges. The decisions which lead to the conflict \( c \) are those vertices corresponding to decisions without incoming edges that have a path to \( c \). There are different strategies for learning a clause from the implication graph. One possibility is to construct the negation of the conjunction of literals which lead to the conflict \( c \), which is equivalent to a clause \( c' \). CDCL algorithms make sure that \( \phi \models c' \) holds.

If a clause \( c' \) is learnt the algorithm backtracks. Here again CDCL algorithms differ in terms of their backtracking strategy. One choice is to backtrack to the highest decision level of the corresponding decision variables in \( c' \), excluding the decision variable of the current decision level. For example assume that the current decision level is \( l = 2 \) and we have the decisions \( p@1 \) and \( q@2 \), denoting that we decided to assign \( p \) to true at level one and \( q \) to true at level 2. Further assume that we learnt the clause \( c' = (\neg p \lor \neg q) \). Then we would backtrack to \( l = 1 \), since \( c' \) contains two decision variables. If we exclude the most recent decision of \( q \), then the highest remaining decision is that of \( p \) at level 1. At the now lowered decision level BCP will propagate the value of the most recent decision, before backtracking, to the opposite value as before. In the example, after backtracking we still have the partial assignment of \( p \) set to true. Thus BCP infers through \( c' \) that \( q \) must be false. In this way the CDCL algorithm implicitly "flips" the value of the last decision by applying BCP on the learnt clause.

We show an example computation in Table 3.1. The initial formula is \( \phi_0 \). We assume a
simple ordering on the decisions: \((p, q, r, s)\). We first assign \(p\) to true (level 1). BCP cannot infer further implications in this case. On the other hand at decision level 2, after we decided to assign true to \(q\) BCP can infer that \(r\) must be true as well (via clause \((\neg p \lor \neg q \lor r)\)). This leads to an unsatisfied clause \((\neg p \lor \neg q \lor \neg r)\). The corresponding implication graph is shown in Figure 3.2.

We conclude to learn \(c = (\neg p \lor \neg q)\), since these two decisions lead to the conflict (vertices of decisions without incoming edges with a path to the conflict in the implication graph). We backtrack to the lowest decision level of a variable in \(c\), except for the most recently decided variable \(q\). Back at level 1 BCP infers that \(q\) must be false w.r.t. the current partial interpretation. We further conclude that \(r\) must be false and \(s\) must be true. This again leads to a conflict and we learn \(\neg p\). After backtracking to \(l = 0\) we decide upon variables on \(q\) and \(r\) and conclude satisfiability of the formula. The partial interpretation holds then \(I(p) = f, I(q) = t, I(r) = t\). The value for \(s\) is not relevant in this case and we may assign it arbitrarily.

In case an empty clause is learnt one concludes unsatisfiability. An empty clause is learnt if a conflict can be derived without using decisions.

**Iterative and incremental SAT solving** In some applications a single call to SAT solver does not suffice to solve the problem at hand. One can use then a sequence of SAT calls. One starts with an initial formula and checks the satisfiability of this formula. Depending upon the result and the potential witness one can construct another call to the SAT-solver and so on.
subsequent calls re-use parts of the original satisfiable formula and add or remove new clauses then one can use incremental SAT solving (as supported e.g. by [84,154]). Here SAT-solvers can partially re-use the state of previous calls. All learnt clauses which can still be derived from the subsequent problem can be kept. Learnt clauses derived from dropped constraints have to be dropped as well.

**Relaxation literals** An interesting concept for applications of SAT are so-called relaxation literals. Consider a formula \( \phi \) with the clause \( c = (a \lor b) \). Clearly a SAT-solver has to satisfy this clause for satisfying \( \phi \). One can now “relax” the constraint \( c \) by adding a relaxation literal \( x \) not occurring in \( \phi \) to the clause before computation starts. That is the result is \( c' = (a \lor b \lor x) \).

By assigning \( x \) the value \( t \) one can “drop” the clause. This means that \( c' \) is satisfied with the assignment of the auxiliary variable \( x \) and the original clause is not considered anymore. Simulating that the original clause has to satisfied is likewise achieved by setting \( x \) to false. In this way clauses may be “switched on” or “switched off” also during incremental SAT solving.

**Other techniques for SAT solving** Numerous further techniques for SAT solving have been studied and applied. The decision ordering in CDCL, for instance, is very important and can be improved by suitable variable selection heuristics [120]. Variable ordering heuristics try to “localize” the search procedure. Another important branch of research is devoted to preprocessing techniques [83]. These techniques are applied before the actual SAT solving and may reduce the given instance or already return a witness or decision. An example of preprocessing is subsumption. A clause \( c_1 \) subsumes \( c_2 \) if \( c_1 \subseteq c_2 \). During preprocessing the clause \( c_2 \) may be discarded completely.

### 3.2 Classes of Argumentation Frameworks

Subclasses of AFs play an important role in particular in computational analysis. Many problems become in fact easier if the given AF is from a restricted domain. Several classes are identified to this date, see e.g. [53,61,69]. For our work we will use two classes, one which restricts the number of extensions and another class which restricts each extension to have a low distance w.r.t. the arguments not in range. Both classes are parametrized by a positive integer \( k \geq 0 \) and a semantics \( \sigma \).

**Definition 3.2.1.** Let \( \sigma \) be a semantics and \( k \geq 0 \) an integer. We denote by \( \text{sol}_\sigma^k \) the class of all AFs \( F \) such that \( |\sigma(F)| \leq k \).

The other subclass can also be defined straightforwardly as follows.

**Definition 3.2.2.** For a semantics \( \sigma \) and \( k \geq 0 \) an integer, we call an AF \( F = (A,R) \) \( k \)-stable-consistent under \( \sigma \) if for each \( E \in \sigma(F) \), \( |A \setminus E_R^+| \leq k \) holds. We use \( \text{stablecons}_\sigma^k \) to denote the respective classes of AFs for given \( k \) and \( \sigma \).

When restricted to these classes, some decision problems become easier. For instance, the decision problem \( \text{Cred}_{\text{sem}} \) for general AFs is \( \Sigma^P_2 \)-complete, but for AFs in one of these two classes in \( \Delta^P_2 \).
Theorem 3.2.1 ([77, Theorem 3 and Theorem 4]). Let \( k \geq 0 \) be an integer and \( \sigma \in \{ \text{prf}, \text{sem}, \text{stg} \} \). Then \( \text{Cred}_\sigma \) and \( \text{Skept}_\sigma \) are in \( \Delta^P_2 \) when restricted to AFs from \( \text{sol}_k^f \).

The search algorithms in Section 3.3 are based on the proof of this theorem. In particular Algorithm 11 presents the most important aspects for showing this result. For the class \( \text{stablecons}_\sigma^k \) and semi-stable and stage semantics one has a similar result, as shown in the next theorem.

Theorem 3.2.2 ([77, Theorem 1]). Let \( k \geq 0 \) be an integer and \( \sigma \in \{ \text{sem}, \text{stg} \} \). Then \( \text{Cred}_\sigma \) and \( \text{Skept}_\sigma \) are in \( \Delta^P_2 \), when restricted to AFs from \( \text{stablecons}_\sigma^k \).

This result is used as a subroutine in one of our search algorithms (Algorithm 8 in Section 3.3.4) and in Algorithm 11. We briefly sketch the proof idea underlying this result from [77, Theorem 1]. Consider we want to decide whether \( a \in A \) for an AF \( F = (A, R) \) is credulously accepted w.r.t. semi-stable semantics. Let \( S = \{ S \mid S \subseteq A \} \). We now iteratively take a maximal element \( S \) from \( S \) (w.r.t. \( \subseteq \)). We check whether there is an admissible set \( E \in \text{adm}(F) \) s.t. \( a \in E \) and \( E^+_R = S \). This subproblem is in NP. It can be decided by guessing a set \( X \subseteq A \) and checking if it is admissible (conflict-freeness and defense of all arguments in \( X \) can be checked in polynomial time), if \( a \in X \) and if \( X^+_R = S \). If the guess succeeds, then we have found a semi-stable extension containing \( a \), thus we have that \( \text{Cred}_{\text{sem}}(a, F) \) is true. If the guess is not successful, then we check again without requiring that \( a \in X \). If this succeeds, then \( X \) is a semi-stable extension and we exclude from future iterations all sets from \( S \) which are smaller or equal to \( S \). Otherwise we just exclude \( S \) from \( S \). Then we repeat this process by selecting the next maximal element of \( S \). Since we go through \( S \) by choosing always a maximal element we visit all range sets of semi-stable extensions in the worst case (because if we find one, we exclude sets with a smaller range by removing them from \( S \)). In other words this procedure goes through the set \( \{ E^+_R \mid E \in \text{sem}(F) \} \) in order of the cardinality of the ranges. If \( \text{Cred}_{\text{sem}}(a, F) \) is true, then this procedure finds a witness \( E \) which decides our query. If all sets have been visited, we return \( \text{no} \). If \( F \in \text{stablecons}_{\text{sem}}^k \), then we can bound the set \( S \) by \( S = \{ S \mid S \subseteq A, |A \setminus S| \leq k \} \).

This set is polynomial w.r.t. the size of \( A (|A|) \) and \( k \). This can be seen by the fact that we basically can look at all subsets of \( A \) with a cardinality of at most \( k \). The number of such sets is \( \sum_{j=0}^{k} (\binom{|A|}{j}) \leq (|A| + 1)^k \) and thus we have polynomially many such sets w.r.t. \( |A| \) and a fixed \( k \). For stage semantics one can apply the same procedure, just replacing admissible sets with conflict-free sets.

The following AF acts as our running example in this chapter.

Example 3.2.1. Let \( F = (A = \{ a, b, c, d, e, f \}, R = \{(a, b), (b, a), (a, c), (b, c), (c, d), (a, e), (f, f), (f, e)\}) \) be an AF. In Figure 3.3 we show the graphical representation of \( F \). The extensions are given by:

- \( \text{cf}(F) = \{\emptyset, \{a\}, \{b\}, \{c\}, \{d\}, \{e\}, \{a, d\}, \{b, d\}, \{b, e\}, \{c, e\}, \{d, e\}, \{b, d, e\}\} \);
- \( \text{adm}(F) = \{\emptyset, \{a\}, \{b\}, \{a, d\}, \{b, d\}\} \);
- \( \text{com}(F) = \{\emptyset, \{a, d\}, \{b, d\}\} \);
- \( \text{grd}(F) = \{\emptyset\} \);
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Figure 3.3: Example argumentation framework $F$

- $\text{stb}(F) = \emptyset$;
- $\text{prf}(F) = \{\{a, d\}, \{b, d\}\}$;
- $\text{sem}(F) = \{\{a, d\}\}$; and
- $\text{stg}(F) = \{\{a, d\}, \{b, d, e\}\}$.

Further $F$ is in the following classes: $\text{sol}^{2}_{\text{prf}}$, $\text{sol}^{1}_{\text{sem}}$, $\text{sol}^{2}_{\text{stg}}$, as well as in $\text{stablecons}^{1}_{\text{sem}}$ and $\text{stablecons}^{1}_{\text{stg}}$. To see that $F \in \text{stablecons}^{1}_{\text{sem}}$ consider its only semi-stable extension $\{a, d\} = S$. Then $S_{R}^{+} = \{a, b, c, d, e\} = (A \setminus \{f\})$, i.e. $|A - S_{R}^{+}| = 6 - 5 = 1$.

3.3 Search Algorithms

The basic idea of our search algorithms to solve the computationally hard problems for AFs for the preferred, semi-stable and stage semantics is to consider a simpler semantics or concept, which we call base semantics. We use as base semantics admissible sets or complete extensions for preferred and semi-stable semantics. For the stage semantics we use conflict-free sets as the base semantics.

The idea is to traverse the search space of the base semantics in an iterative manner to find an extension of the computationally more complex semantics. A base semantics is chosen in such a way that the complexity of the corresponding decision problems of this traversal is in NP or in coNP and thus solvable by a SAT-solver. We start with a more abstract and generic version of our search algorithms in Section 3.3.1. We define some auxiliary concepts for the base semantics. We use orderings in our algorithms, in particular strict preorders (denoted by $\prec$), which are orderings on a set, satisfying irreflexivity and transitivity. By irreflexivity we mean that for no element $x$ it can be the case that $x \prec x$.

Definition 3.3.1. Let $X$ be a set and $\prec$ a strict preorder on $X$. Then we define the maximal elements of $X$ w.r.t. $\prec$ to be $\text{max}_{\prec}(X) = \{x \in X \mid \nexists y \in X \text{ with } x \prec y\}$.

For instance, given an AF $F$, we have that $\text{max}_{\prec}(\text{adm}(F)) = \text{prf}(F)$, i.e. the subset-maximal elements of the set $\text{adm}(F)$ are the preferred extensions of $F$. Clearly we also have
max_c(com(F)) = prf(F). For the semi-stable and stage semantics one can use the following order which uses the range of arguments in an AF.

**Definition 3.3.2.** Let F = (A, R) be an AF and S, T ⊆ A. We define the ordering <_R on 2^A to be S <_R T iff S^+_R ⊂ T^+_R.

It is easy to show that <_R is indeed a strict preorder.

**Proposition 3.3.1.** Let F = (A, R) be an AF. Then <_R is a strict preorder.

**Proof.** Let S, T, U ⊆ A. Since S^+_R ⊄ S^+_R we have that <_R is irreflexive. Assume that S <_R T and T <_R U. Then we have S^+_R ⊂ T^+_R and T^+_R ⊂ U^+_R. Since ⊂ is transitive we have S^+_R ⊂ U^+_R and thus S <_R U, implying that <_R is transitive.

As expected, we have for any AF F that the following equations hold.

**Proposition 3.3.2.** Let F = (A, R) be an AF. It holds that

- max_c(adm(F)) = max_c(com(F)) = prf(F);
- max_<_R(adm(F)) = max_<_R(com(F)) = max_<_R(prf(F)) = sem(F); and
- max_<_R(cf(F)) = stg(F).

**Proof.** Only the equation max_<_R(prf(F)) = sem(F) does not follow directly from definition. We know that prf(F) ⊆ sem(F). Assume E ∈ max_<_R(prf(F)). Suppose there is an E' ∈ sem(F), s.t. E <_R E' (which would imply E ∉ sem(F)). Then E' ∈ prf(F) and E' ∈ max_<_R(prf(F)). This is a contradiction to E being <_R-maximal.

Assume E ∈ sem(F). Then E ∈ prf(F). There is no E' ∈ adm(F), s.t. E <_R E'. Therefore such an E' is also not present in prf(F). Therefore E ∈ max_<_R(prf(F)).

### 3.3.1 Generic Algorithm

In this section we present a generic version of our search algorithms. The generic algorithm makes two types of function calls, which can be implemented with a SAT-solver. These two function calls can be represented by checking if a certain set is empty, and if not computing one member of it. This naturally corresponds to a SAT call, which checks whether a formula is satisfiable and if yes, returns a model. The two sets are defined as follows

**Definition 3.3.3.** Let F = (A, R) be an AF, σ a semantics on AFs, S ⊆ σ(F), X ∈ σ(F) and < a strict preorder on 2^A. Define the following two subsets of σ-extensions

- ExtsExcl(σ, F, S, <) = \{ E ∈ σ(F) | \#E' ∈ S s.t. E < E' or E = E' \};
- GreaterExts(σ, F, X, <) = \{ E ∈ σ(F) | X < E \}.
Further let (i) $\sigma, F, S, \prec$ contains a subset of all the extensions of $F$ w.r.t. semantics $\sigma$, i.e. $\text{ExtsExcl}(\sigma, F, S, \prec) \subseteq \sigma(F)$, s.t. no extension in this set is smaller to one in $S$ w.r.t. the order $\prec$ or is identical with one in $S$. Thereby we can exclude previously computed extensions. Since our task is always to compute extensions of semantics satisfying some form of maximality, we can also exclude all candidates smaller to the ones in $S$. One can view the set $S$ as the extensions already computed (or visited).

On the other hand $\text{GreaterExts}(\sigma, F, X, \prec)$ contains all $\sigma$ extensions of $F$ which are greater than $X$ w.r.t. $\prec$. Simply put, this allows us to iteratively find a greater candidate w.r.t. an ordering to reach a desired extension.

The next rather technical lemma shows a basic property of these two sets, which will be useful for showing termination of the following algorithms.

**Lemma 3.3.3.** Let $F = (A, R)$ be an AF, $\sigma$ a semantics on AFs and $\prec$ a strict preorder on $2^A$. Further let (i) $S, S' \subseteq \sigma(F)$ with $S \subset S'$ s.t. there exists a $D' \in (S' \setminus S)$ with $D' \not\prec D$ for all $D \in S$ and (ii) $X, X' \in \sigma(F)$ with $X \prec X'$. It holds that

- $\text{ExtsExcl}(\sigma, F, S, \prec) \supset \text{ExtsExcl}(\sigma, F, S', \prec)$; and
- $\text{GreaterExts}(\sigma, F, X, \prec) \supset \text{GreaterExts}(\sigma, F, X', \prec)$.

**Proof.** Let $\text{ExtsExcl}(\sigma, F, S, \prec) = \mathcal{E}$ and $\text{ExtsExcl}(\sigma, F, S', \prec) = \mathcal{E}'$. We now need to show that $\mathcal{E} \supset \mathcal{E}'$. Clearly we have $\mathcal{E}, \mathcal{E}' \subseteq \sigma(F)$. If $E' \in \mathcal{E}'$, then $E' \in \sigma(F)$ and there is no $S' \in S'$ s.t. $E' \prec S'$ and $E' \not\in S'$. Therefore $E' \in E$, since $S \subset S'$ and thus there is also no $D' \in D$ s.t. $E' \prec S$. Now consider an element $D' \in (S' \setminus S)$ with $D' \not\prec D$ for all $D \in S$, which exists due to the assumptions in the lemma. Clearly $D' \not\in \mathcal{E}'$. Since there is also no $D' \in S$ s.t. $D' \prec D$ and also $D' \not\in S$, this means that $D' \in \mathcal{E}$. Thus $\mathcal{E} \supset \mathcal{E}'$.

Now let $\text{GreaterExts}(\sigma, F, X, \prec) = \mathcal{G}$ and $\text{GreaterExts}(\sigma, F, X', \prec) = \mathcal{G}'$. Let $E' \in \mathcal{G}'$. This means that $X \prec X' \prec E'$ (recall that $\prec$ is transitive). Thus clearly $E' \in \mathcal{G}$. Now it is straightforward to see that $X' \not\in \mathcal{G}'$, since $X' \not\prec X'$. But since $X \prec X'$ this means that $X' \in \mathcal{G}$. Thus $\mathcal{G} \supset \mathcal{G}'$.

This leads to our generic Algorithm [1] for computing credulous or skeptical acceptance of an argument $a$ in an AF w.r.t. a semantics $\sigma$ or enumerating all extensions from $\sigma(F)$.

Algorithm [1] is parametrized by an AF $F$, an argument $a$ to query under mode $M$ and a semantics $\sigma$. The two further parameters $\sigma'$ and $\prec$ enable us to actually compute this result using the base semantics $\sigma'$ to search for its maximal elements w.r.t. $\prec$. In Figure 3.4 we see an example computation of this algorithm. The ellipse represents the extensions of the base semantics $\sigma'$. In the first step (top in the figure) we find an arbitrary member of it, say $E_0$, for the first outer while loop (lines 2–10) and inner while loop (lines 3–5). Then we iteratively generate new candidates in the inner while loop, which are greater w.r.t. $\prec$. This is represented on the right side of the figure. At some point we reach a maximal element $E_n$. This is one extension in $\sigma(F)$. In the next iteration of the outer while loop, in the middle of the figure, we exclude $E_n$ and all $E \prec E_n$ from the search space (gray area) and repeat the process as before. Finally at the bottom of the figure we reach the final state, where we have identified all
Algorithm 1 Generic($F, a, M, \sigma, \sigma', \prec$)

Require: AF $F = (A, R)$, argument $a \in A$, mode $M \in \{\text{Enum, Cred, co-Skept}\}$, semantics $\sigma$ and $\sigma'$, $\prec$ a strict preorder on $2^A$ and $\sigma(F) = \max_{\prec}(\sigma'(F))$

Ensure: returns $S = \sigma(F)$ if $M = \text{Enum}$, yes if $M = \text{Cred (co-Skept)}$ and $\text{Cred}_{\sigma}(a, F) = \text{yes (Skept}_{\sigma}(a, F) = \text{no)}$, otherwise no

1: $S := \emptyset$
2: while $\exists E, E \in \text{ExtsExcl}(\sigma', F, S, \prec)$ do
3: while $\exists E', E' \in \text{GreaterExts}(\sigma', F, E, \prec)$ do
4: $E := E'$
5: end while
6: if $M = \text{Cred}$ and $a \in E$ or $M = \text{co-Skept}$ and $a \notin E$ then
7: return yes
8: end if
9: $S := S \cup \{E\}$
10: end while
11: return no (or $S$ if $M = \text{Enum}$)

Figure 3.4: Illustration of Algorithm 1
members of $\sigma'(F) = \{E^0_n, E^1_n, \ldots, E^m_n\}$. The correctness of this generic algorithm is shown next. Note for showing the termination of the algorithm, i.e. that it finishes computation after a finite number of steps, we apply our general assumption that AFs are finite.

**Theorem 3.3.4.** Let $F = (A, R)$ be an AF, $a \in A$, $M \in \{\text{Cred}, \text{co-Skept}, \text{Enum}\}$, $\sigma$ and $\sigma'$ AF semantics, $\prec$ a strict preorder on $2^A$ and $\sigma(F) = \max_{\prec}(\sigma'(F))$. Then

- $\text{Generic}(F, a, M, \sigma, \sigma', \prec)$ terminates;
- $\text{Cred}_\sigma(a, F) = \text{yes}$ iff $\text{Generic}(F, a, \text{Cred}, \sigma, \sigma', \prec)$ returns yes;
- $\text{Skept}_\sigma(a, F) = \text{yes}$ iff $\text{Generic}(F, a, \text{co-Skept}, \sigma, \sigma', \prec)$ returns no;
- $\text{Generic}(F, a, \text{Enum}, \sigma, \sigma', \prec)$ returns $\sigma(F) = S$.

**Proof.** We first show that $\text{Generic}(F, a, M, \sigma, \sigma', \prec)$ terminates. We assume that $|A| \geq 0$ and $|R| \geq 0$ are finite integers in our proof. W.l.o.g. we assume that $M = \text{Enum}$, since for the other modes the algorithm just might terminate earlier, i.e. returning “yes”. It is straightforward to see that both $\text{ExtsExcl}(\sigma', F, S, \prec)$ and $\text{GreaterExts}(\sigma', F, E, \prec)$ are finite, since $\sigma'(F)$ is finite. We first show that for any $\sigma'$, $F, E \in \sigma(F)$ and $\prec$ as defined in the assumptions that the “inner” while-loop in lines 3–5 terminates. This follows from Lemma 3.3.3, which shows that both sets decrease with each iteration in the corresponding while loop. To see that the assumptions of Lemma 3.3.3 are fulfilled consider for the inner while loop that if $\text{GreaterExts}(\sigma', F, E, \prec)$ is non-empty then an $E'$ out of it is selected. We clearly have that $E \prec E'$. For the outer while loop if $\text{ExtsExcl}(\sigma', F, S, \prec)$ is non-empty, then we choose an $E$ out of it s.t. $E \not\prec D$ for any $D \in S$. Clearly this also holds for the $E$ added in Line 9 to $S$. Therefore in the next iteration we have that $S$ is a superset of the set in the previous iteration and contains one member, which is not smaller w.r.t. $\prec$ or equal than all its members from the previous iteration. This implies that both loops terminate since both sets start in each loop with a finite cardinality, which decreases by at least one in each step and the loops terminate if the corresponding sets are empty.

We prove now the last claim, since the decision problems follow straightforwardly. Assume again $M = \text{Enum}$. We now have to show that $\text{Generic}(F, a, \text{Enum}, \sigma, \sigma', \prec)$ returns $\sigma(F) = S = \max_{\prec}(\sigma'(F))$. There are three cases to consider.

- The trivial case occurs if $\sigma'(F) = \emptyset$. Then $\sigma(F)$ is also empty and the outer while loop terminates immediately and we return $S = \emptyset$.

- Assume the algorithm terminated and $X \in S$ with $\sigma'(F) \neq \emptyset$. We now show that then also $X \in \sigma(F)$. Clearly if $\sigma'(F)$ is non-empty so is $\text{ExtsExcl}(\sigma', F, \emptyset, \prec)$. Then we can conclude that $X \in \sigma'(F)$, since it must be either in $\text{GreaterExts}(\sigma', F, E, \prec)$ for some $E$ or in $\text{ExtsExcl}(\sigma', F, S', \prec)$ for some $S'$. Suppose there exists an $X' \in \sigma'(F)$ such that $X \prec X'$. This is a counterexample that $X \in \sigma(F)$. Then the inner while loop did not terminate, since we have that $\text{GreaterExts}(\sigma', F, X, \prec)$ is not empty. Thus it follows that $X \in \sigma(F)$.
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Consider the AF from Example 3.2.1. We show the execution of Algorithm 2 for Example 3.3.1.

For the relation we simply require a subset relation between extensions. This leads to Algorithm 2. We now show how this algorithm fares on our running Example 3.2.1.

We now instantiate the generic Algorithm 1 for preferred semantics. By looking at Proposition 3.3.5 we can infer two base semantics for preferred semantics, admissible sets and complete preorders. The proposition follows from the proof of Theorem 3.3.4. Simply consider that the outer while loop is entered at most $|\mathcal{A}|$ times and the inner while loop must terminate after at most $|\mathcal{A}|$ iterations, since if $E \subset E'$, then $|E| < |E'|$ and if $E \prec_R E'$, then $|E^+_R| < |E'^+_R|$ and in both cases at most $|\mathcal{A}|$ arguments can be added to the set or the range of a set.

Proposition 3.3.5. Let $F = (A, R)$ be an AF, $a \in A$, $\sigma$ and $\sigma'$ AF semantics, $\prec \in \{\subset, \prec_R\}$ and $\sigma(F) = \max_{\prec}(\sigma'(F))$. The number of function calls (Line 2 and Line 3 of Algorithm 1) of Generic($F, a, M, \sigma, \sigma'$, $\prec$) for $M \in \{\text{Cred, co-Skept, Enum}\}$ is $O(|\mathcal{A}| \cdot |\sigma(F)|)$.

Proof. The proposition follows from the proof of Theorem 3.3.4. Simply consider that the outer while loop is entered at most $|\sigma(F)|$ times and the inner while loop must terminate after at most $|\mathcal{A}|$ iterations, since if $E \subset E'$, then $|E| < |E'|$ and if $E \prec_R E'$, then $|E^+_R| < |E'^+_R|$ and in both cases at most $|\mathcal{A}|$ arguments can be added to the set or the range of a set.

The upper bound for the running time w.r.t. the function calls also holds for concrete instantiations of Algorithm 1 for preferred semantics in Section 3.3.2 and semi-stable and stage semantics in Section 3.3.3. Thus if $F \in \text{sol}^k$, for a fixed integer $k$, then we have a $\Delta_2^P$ procedure for solving credulous or skeptical reasoning under semantics $\sigma$, since $|\mathcal{A}| \cdot k$ is polynomial w.r.t. the size of the AF and $k$.

3.3.2 Search Algorithms for Preferred Semantics

We now instantiate the generic Algorithm 1 for preferred semantics. By looking at Proposition 3.3.5 we can infer two base semantics for preferred semantics, admissible sets and complete extensions. For the relation we simply require a subset relation between extensions. This leads to Algorithm 2. We now show how this algorithm fares on our running Example 3.2.1.

Example 3.3.1. Consider the AF from Example 3.2.1. We show the execution of Algorithm 2 for admissible sets as the base semantics. After initializing $\mathcal{S}$ to the empty set we come to Line 2 (the outer while loop) for the first time. Then ExtsExcl(adm, $F, \emptyset$, $\subset$) = $\text{adm}(F)$ = $\{\emptyset, \{a\}, \{b\}, \{a, d\}, \{b, d\}\}$. The algorithm itself is defined in a non-deterministic way, i.e. it may return any member of this set. Assume that $E = \emptyset$ was selected. Then GreaterExts(adm, $F$, $E$, $\subset$) = $\text{adm}(F) \setminus \{\emptyset\}$. In a subsequent step we might choose $\{a\}$ and afterwards $\{a, d\}$. This set cannot
Algorithm 2 Preferred\((F, a, M, \sigma')\)

**Require:** \(AF F = (A, R), \) argument \(a \in A, \) mode \(M \in \{\text{Enum, Cred, co-Skept}\}, \) semantics \(\sigma' \in \{\text{adm, com}\}\)

**Ensure:** returns \(S = \text{prf}(F)\) if \(M = \text{Enum}\), yes if \(M = \text{Cred (co-Skept)}\) and \(\text{Cred}_{\text{prf}}(a, F) = \text{yes (Skept}_{\text{prf}}(a, F) = \text{no)},\) otherwise no

1: \(S := \emptyset\)
2: while \(\exists E, E \in \text{ExtsExcl}(\sigma', F, S, \subset)\) do
3:     while \(\exists E', E' \in \text{GreaterExts}(\sigma', F, E, \subset)\) do
4:         \(E := E'\)
5:     end while
6:     if \(M = \text{Cred}\) and \(a \in E\) or \(M = \text{co-Skept}\) and \(a \notin E\) then
7:         return yes
8:     end if
9:     \(S := S \cup \{E\}\)
10: end while
11: return no (or \(S\) if \(M = \text{Enum}\))

be extended to a superset, that is also admissible, thus we add it to \(S\). In the next iteration we have \(\text{ExtsExcl}(\text{adm}, F, S, \subset) = \{\{b\}, \{b, d\}\}\). We may now choose \(\{b\}\) as our next candidate and extend it to \(\{b, d\}\). We end up with \(S = \text{prf}(F) = \{\{a, d\}, \{b, d\}\}\).

Using the complete semantics as our base semantics we could have reduced the number of steps, since \(\{a\}\) and \(\{b\}\) are not complete sets. Thus choosing complete semantics as the base semantics might reduce the overall search space.

As a direct corollary to Theorem 3.3.4 from the generic results and Proposition 3.3.2, we can deduce the correctness of Algorithm 2 for preferred semantics.

**Corollary 3.3.6.** Let \(F = (A, R)\) be an AF, \(a \in A, M \in \{\text{Cred, co-Skept, Enum}\}, \sigma' \in \{\text{adm, com}\}\). Then

- \(\text{Preferred}(F, a, M, \sigma')\) terminates;
- \(\text{Cred}_{\text{prf}}(a, F) = \text{yes iff Preferred}(F, a, \text{Cred}, \sigma')\) returns yes;
- \(\text{Skept}_{\text{prf}}(a, F) = \text{yes iff Preferred}(F, a, \text{co-Skept}, \sigma')\) returns no;
- \(\text{Preferred}(F, a, \text{Enum}, \sigma')\) returns \(\text{prf}(F) = S\).

Having established the algorithm for preferred semantics we now delegate the computationally hard subtasks to a SAT-solver by simply letting such a solver compute the membership checks in Line 2 and Line 3. For this to work we turn our attention first to encodings of these sets in Boolean logic.

We begin with encodings of conflict-free sets and admissible sets, which have been presented in [21]. In general we require that the set of \(\sigma\)-extensions are in a 1-to-1 correspondence to the models of a constructed formula. By 1-to-1 correspondence we mean that if \(E\) is a \(\sigma\)-extension
for an AF $F = (A, R)$, then $I$ is a model of the formula s.t. $I \cap A = E$. That is, we might have to “project out” auxiliary variables used in the formula.

$$cf_{A,R} = \bigcup_{(a,b) \in R} \{(\neg a \lor \neg b)\}$$  \hfill (3.1)

The formula for conflict-free sets simply states that a set (a model) is conflict-free if for each attack in the AF only one of its arguments can be accepted (are true in the model). Very similarly we can define a formula for admissible sets as follows. Here an argument $c$ is defended if each attacker is attacked by an accepted argument.

$$adm_{A,R} = cf_{A,R} \cup \bigcup_{(b,c)\in R} \{(\neg c \lor \bigvee_{(a,b)\in R} a)\}$$  \hfill (3.2)

For the complete extensions there is also a formula shown in [21], but since we want to directly use SAT-solvers, we utilize a different encoding here, namely one which is close to CNF, i.e. either is in CNF or contains instead of clauses simple implications, which can be directly rewritten to a formula in CNF. Here we have auxiliary variables, denoting the range, i.e. we have that $\text{atoms}(\text{range}_{A,R}) = A \cup \overline{A}$ for an AF $F = (A, R)$. Intuitively if $\overline{a}$ is true in a model, then the argument $a$ is in the range of the corresponding extension. Recall that, given an AF $F = (A, R)$ the range of a set $S \subseteq A$ is defined as $\text{range}_{A,R} = S \cup \{a \in A \mid (b, a) \in R \text{ and } b \in S\}$.

$$\text{range}_{A,R} = \bigcup_{a \in A} \{\langle \overline{a} \to (a \lor \bigvee_{(b,a)\in R} b)\rangle\} \cup \bigcup_{(b,a)\in R} \{(\overline{b} \leftrightarrow b)\}$$  \hfill (3.3)

That is, if $\overline{a}$ is true under an interpretation $I$, with the intended meaning that $a$ is in the range of $I \cap A$, i.e. $a \in (I \cap A)^+_R$, then also either $a$ must be true in $I$, or one of its attackers. This is reflected in the first clause. The other clauses form the other direction, i.e. if $a$ or one of its attackers is true, then $a$ must be in the range. We formalize this notion in the following lemma.

**Lemma 3.3.7.** Let $F = (A, R)$ be an AF and $S \subseteq A$. Then

- there exists exactly one interpretation $I$ with $\text{dom}(I) = \text{atoms}(\text{range}_{A,R})$, s.t. $I \cap A = S$ and $I \models \text{range}_{A,R}$; and
- $a \in \text{range}_{A,R}$ iff there exists an $I$, s.t. $I \cap A = S$ with $I(\overline{a}) = t$ and $I \models \text{range}_{A,R}$.

**Proof.** We first show the second item. Assume $a \in \text{range}_{A,R}$. We need to show that then there is a two-valued interpretation $I$ s.t. $I \cap A = S$ and $I \models \text{range}_{A,R}$ with $I(\overline{a}) = t$. We construct this interpretation by $I = S \cup S^+_R$, i.e. $I = S \cup \{\overline{x} \mid x \in S^+_R\}$. Clearly we have $\overline{a} \in I$. Consider an arbitrary $x \in A$. If $\overline{x} \in I$, then $x \in S^+_R$. Thus either $x \in S$ or an attacker of $x$ is in $S$. This means that either $x \in I$ or one attacker of it is in $I$. Thus $I \models \{\overline{x} \to (x \lor \bigvee_{(b,x)\in R} b)\}$. If $x \in S$, then also $\overline{x} \in I$. Thus $I \models \{\overline{x} \to x\}$. Also $I \models \bigcup_{(b,x)\in R}\{\overline{b} \leftrightarrow b\}$, since if an attacker of $x$ is in $S$ (and thus in $I$), we have that also $x \in S^+_R$ and thus $\overline{x} \in I$.

For the other direction consider a two-valued interpretation $I$ s.t. $\overline{a} \in I$ and $I \models \text{range}_{A,R}$. This means that $a \lor \bigvee_{(b,a)\in R} b$ evaluates to true under $I$. Thus there is an element of $\{a\} \cup \{b \mid
Finally to show that there exists exactly one $I$, s.t. $I \cap A = S$ and $I \models \text{range}_{A,R}$, consider again $I = S \cup \overrightarrow{S^+}$. Assume $I \models \text{range}_{A,R}$. Now suppose there exists an $I' \neq I$ s.t. $I' \cap A = S$, $\text{dom}(I') = \text{atoms}(\text{range}_{A,R})$ and $I' \models \text{range}_{A,R}$. Then there is an $\overrightarrow{a}$ for $a \in A$, for which we have $I(\overrightarrow{a}) \neq I'(\overrightarrow{a})$. We have two cases. First assume that $I(\overrightarrow{a}) = t$. Then since $I \models \text{range}_{A,R}$ we have $\{(a) \cup \bigcup_{(b,a) \in R} b \} \cap S \neq \emptyset$, therefore $I'$ does not satisfy $(\overrightarrow{a} \leftarrow a)$ or $(\overrightarrow{a} \leftarrow b)$ for all attackers $b$ of $a$. The other case occurs if $I(\overrightarrow{a}) = f$. Then $\{(a) \cup \bigcup_{(b,a) \in R} b \} \cap S = \emptyset$ and since $I'(\overrightarrow{a}) = t$ in this case we have $I' \not\models (\overrightarrow{a} \rightarrow (a \lor \bigvee_{(b,a) \in R} b))$. Thus there is only one two-valued interpretation $I$ defined only on $\text{atoms}(\text{range}_{A,R})$, s.t. $I \cap A = S$ and $I \models \text{range}_{A,R}$. \hfill \Box

Using the range we can define a formula for complete extensions as follows.

$$\text{com}_{A,R} = \text{adm}_{A,R} \cup \text{range}_{A,R} \cup \bigcup_{a \in A} \{(\overrightarrow{a} \leftarrow \bigwedge_{(b,a) \in R} \overrightarrow{b})\}$$  \hspace{1cm} (3.4)

We summarize the correctness of the encodings in the following proposition.

**Proposition 3.3.8.** Let $F = (A, R)$ be an AF. Then it holds that

- $\text{cf}(F) = \{I^t \cap A \mid I \models \text{cf}_{A,R}\}$;
- $\text{adm}(F) = \{I^t \cap A \mid I \models \text{adm}_{A,R}\}$; and
- $\text{com}(F) = \{I^t \cap A \mid I \models \text{com}_{A,R}\}$. \hfill [1]

**Proof.** The first two items follow directly from [21, Proposition 6]. We now show the third item. Assume that $E \in \text{com}(F)$. We now have to show that there exists an $I$ s.t. $I \models \text{com}_{A,R}$ and $I \cap A = E$. Since $E \in \text{adm}(F)$, it follows that $E \models \text{adm}_{A,R}$. Due to Lemma 3.3.7 we know that $E \cup \overrightarrow{X} \models \text{adm}_{A,R} \land \text{range}_{A,R}$ for $X = E^+_R$. Consider now an arbitrary $x \in A$. If all of its attackers are in $E^+_R$, then clearly $x$ must be in $E^+_R$, since either one of its attackers is in $E$, thus $x$ must be in $E^+_R$ or otherwise if all attackers of $x$ are in $E^+_R \setminus E$, then since $E$ is complete also $x$ must be in $E$ and thus in $E^+_R$. This means $E \cup \overrightarrow{X} \models \overrightarrow{x} \leftarrow \bigwedge_{(b,a) \in R} \overrightarrow{b}$ and thus also $E \cup \overrightarrow{X} \models \text{com}_{A,R}$.

The other direction is similar. Assume that $I \models \text{com}_{A,R}$. This means that $I \cap A = E$ and $E \in \text{adm}(F)$ by [21]. Now to see that $E$ is complete in $F$, we have to show that if an $a \in A$ is defended by $E$, then also $a \in E$. An argument $a$ is defended by $E$ iff all its attackers are in $E^+_R \setminus E$, i.e. attacked by $E$. If this is the case then the set of attackers of $a$ are in $E^+_R$ and by the formula $\text{com}_{A,R}$ we then require that $a \in E^+_R$. Since all attackers are not in $E$, but in the range of $E$, this means that $a$ must be in $E$. \hfill \Box

Now to use a SAT-solver for Algorithm 2 we introduce formulae representing the two sets $\text{ExtsExcl}$ and $\text{GreaterExts}$. By $\sigma'_{A,R} \in \{\text{adm}_{A,R}, \text{com}_{A,R}, \text{cf}_{A,R}\}$ we denote the formula w.r.t. semantics $\sigma'$ for an AF $F = (A, R)$.

---

1We assume that the interpretations are defined on $A$, i.e. $A \subseteq \text{dom}(I)$. E.g. if an argument is not attacked in the AF, then it does not occur in $\text{adm}_{A,R}$, but we assume that it is in $\text{dom}(I)$. 
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Proposition 3.3.9. Let $F = (A, R)$ be an AF, $\sigma' \in \{\text{adm, com}\}$, $S \subseteq 2^A$ and $X \subseteq A$. Then it holds that

- $\text{ExtsExcl}(\sigma', F, S, \sqsubset) = \{I \cap A \mid I \models \sigma'_{A,R} \cup \bigcup_{E \in S} \{ (\forall a \in (A \setminus E) \ a) \} \}$
- $\text{GreaterExts}(\sigma', F, X, \sqsubset) = \{I \cap A \mid I \models \sigma'_{A,R} \cup \bigcup_{a \in (A \cap X)} \{a\} \cup \{ (\forall a \in (A \setminus X) \ a) \} \}$

Proof. Due to Proposition 3.3.8 we know that $\sigma'(F) = \{I \cap A \mid I \models \sigma'_{A,R} \}$. Assume $E \in \text{ExtsExcl}(\sigma', F, S, \sqsubset)$. Then $E \in \sigma'(F)$. Therefore there is an interpretation $I$ s.t. $I \cap A = E$ and $I \models \sigma'_{A,R}$. Consider an arbitrary $E' \in S$. We have that $E \not\subseteq E'$. Therefore there exists an $a \in E$ s.t. $a \notin E'$. This implies that $E \models \bigcup_{E' \in S} \{ (\forall a \in (A \setminus E') \ a) \}$ and thus $I$ is a model of the formula as stated.

For the other direction assume that $I \models \sigma'_{A,R} \land \bigcup_{E' \in S} \{ (\forall a \in (A \setminus E') \ a) \}$. Again, we have due to Proposition 3.3.8 that $I \cap A = E$ and $E \in \sigma'(F)$. Now suppose that there exists an $E' \in S$ s.t. $E \subseteq E'$. There is a corresponding clause $c$ in the formula: $\forall a \in A \setminus E' \ a$. Clearly $E \not\models c$. This is a contradiction. Thus there is no such $E' \in S$ and we have that $E \in \text{ExtsExcl}(\sigma', F, S, \sqsubset)$.

For the second equation the proof is very similar. If $E \in \text{GreaterExts}(\sigma', F, X, \sqsubset)$, then $E \in \sigma'(F)$ and $X \subseteq E$. Then there is an interpretation $I$ s.t. $I \cap A = E$ and $I \models \sigma'_{A,R}$. Further $I \models \bigwedge_{a \in (A \cap X)} a$, since $X \subseteq E$. To see that we have that $I \models \forall a \in (A \setminus X) \ a$, consider an $a \in E \setminus X$, which exists by assumption that $X \subseteq E$. The other direction proceed analogous as in the previous proof for the first equation.

This leads us to the SAT based algorithm for preferred semantics in Algorithm 3. Algorithm 3 inherits the properties of the more abstract Algorithm 2 (Corollary 3.3.6 and Proposition 3.3.5).

Algorithm 3 Preferred-SAT($F, a, M, \sigma'$)

Require: AF $F = (A, R)$, argument $a \in A$, mode $M \in \{\text{Enum, Cred, co-Skept}\}$, semantics $\sigma' \in \{\text{adm, com}\}$

Ensure: returns $I = \text{prf}(F)$ if $M = \text{Enum}$, yes if $M = \text{Cred}$ (co-Skept) and $\text{Cred}_{\text{prf}}(a, F) = \text{yes}$, (Skept$_{\text{prf}}(a, F) = \text{no}$), otherwise no

1: excl := $\emptyset$
2: $I := \emptyset$
3: while $\exists J, J \models \sigma'_{A,R} \cup excl$ do
4: while $\exists I, I \models \sigma'_{A,R} \cup \bigcup_{a \in (A \cap I)} \{a\} \cup \{ (\forall a \in (A \setminus I) \ a) \}$ do
5: $I := J$
6: end while
7: if $M = \text{Cred}$ and $a \in I$ or $M = \text{co-Skept}$ and $a \notin I$ then
8: return yes
9: end if
10: excl := excl $\cup \{ (\forall a \in (A \setminus I) \ a) \}$
11: $I := I \cup \{I \cap A\}$
12: end while
13: return no (or $I$ if $M = \text{Enum}$)
3.3.3 Search Algorithms for Semi-stable and Stage Semantics

The generic algorithm can be easily instantiated for semi-stable and stage semantics. We show here the case for semi-stable semantics in Algorithm 4. The required change for stage semantics is to simply use conflict-free sets as the base semantics instead of admissible sets or complete extension as is the case for semi-stable semantics. For the ordering we use $\prec_R$ for both semi-stable and stage semantics. We show the stage variant in the Appendix in Algorithm 15.

Algorithm 4 Semi-stable($F, a, M, \sigma'$)

Require: $A F = (A, R)$, argument $a \in A$, mode $M \in \{\text{Enum, Cred, co-Skept}\}$, semantics $\sigma' \in \{\text{adm, com}\}$

Ensure: returns $S = \text{sem}(F)$ if $M = \text{Enum}$, yes if $M = \text{Cred (co-Skept)}$ and $\text{Cred}_{\text{sem}}(a, F) = \text{yes}$ ($\text{Skept}_{\text{sem}}(a, F) = \text{no}$), otherwise no

1: $S := \emptyset$
2: while $\exists E, E \in \text{ExtsExcl}(\sigma', F, S, \prec_R)$ do
3: while $\exists E', E' \in \text{GreaterExts}(\sigma', F, E, \prec_R)$ do
4: $E := E'$
5: end while
6: if $M = \text{Cred}$ and $a \in E$ or $M = \text{co-Skept}$ and $a /\notin E$ then
7: return yes
8: end if
9: $S := S \cup \{E\}$
10: end while
11: return no (or $S$ if $M = \text{Enum}$)

We give an example for the algorithm for the semi-stable semantics.

Example 3.3.2. For the $A F$ in Example 3.2.1, we have the semi-stable extension $\text{sem}(F) = \{\{a, d\}\}$. Assume we choose complete semantics as the base semantics. We begin with $E = \emptyset$ in the first iteration of the loops. Now we extend it to $\{b, d\}$. Clearly $\emptyset^+_R = \emptyset \prec_R \{b, d\}^+_R = \{a, b, c, d\}$. In contrast to the algorithm for preferred semantics, we can iterate a third time in the inner while loop and have finally $\{a, d\}$. Regarding the ordering w.r.t. the range we have $\{b, d\}^+_R \prec_R \{a, d\}^+_R = \{a, b, c, d, e\}$.

Again, as for the preferred semantics, we directly obtain the correctness for this algorithm from Theorem 3.3.4 and Proposition 3.3.2 which we summarize in the following corollary.

Corollary 3.3.10. Let $F = (A, R)$ be an $A F$, $a \in A$, $M \in \{\text{Cred, co-Skept, Enum}\}$, $\sigma' \in \{\text{adm, com}\}$. Then

- $\text{Semi-stable}(F, a, M, \sigma')$ terminates;
- $\text{Cred}_{\text{sem}}(a, F) = \text{yes}$ iff $\text{Semi-stable}(F, a, \text{Cred}, \sigma')$ returns yes;
- $\text{Skept}_{\text{sem}}(a, F) = \text{yes}$ iff $\text{Semi-stable}(F, a, \text{co-Skept}, \sigma')$ returns no;
- $\text{Semi-stable}(F, a, \text{Enum}, \sigma')$ returns $\text{sem}(F) = S$. 
Similarly one can directly show the properties for the stage algorithm.

**Corollary 3.3.11.** Let $F = (A, R)$ be an AF, $a \in A$, $M \in \{\text{Cred}, \text{co-Skept}, \text{Enum}\}$. Then

- $\text{Stage}(F, a, M, \sigma')$ terminates;
- $\text{Cred}_{stg}(a, F) = \text{yes}$ iff $\text{Stage}(F, a, \text{Cred}, \sigma')$ returns $\text{yes}$;
- $\text{Skept}_{stg}(a, F) = \text{yes}$ iff $\text{Stage}(F, a, \text{co-Skept}, \sigma')$ returns $\text{no}$;
- $\text{Stage}(F, a, \text{Enum}, \sigma')$ returns $\text{stg}(F) = S$.

The SAT based procedure is shown in Algorithm 5 for semi-stable semantics. The formula in Line 4 uses the same idea as for the preferred semantics, we just have to consider the range instead of the arguments themselves. The formula in Line 10 is a bit different. The formula consists of two conjuncts, which are conjoined with $\text{excl}$. The left conjunct consists of a single clause and the right of a set of clauses. Let $I = X \cup X$. An interpretation $J = S \cup S$ satisfies the right conjunct if one of three cases occur. The right conjunct is satisfied by $J$ if (i) $X = S$, (ii) $X \subseteq S$, or (iii) $X$ and $S$ are incomparable. The second and third case can only occur if $X \subset S$, or $X$ and $S$ are incomparable respectively. In the first case the left conjunct ensures that $X \neq S$. In other words, this formula ensures that every interpretation $J$ that satisfies both conjuncts represents either a set of arguments not equal to the one encoded in $I$ but with equal range, or otherwise a set of arguments with a greater or incomparable range to the one encoded in $I$.

**Algorithm 5 Semi-stable-SAT**

**Require:** AF $F = (A, R)$, argument $a \in A$, mode $M \in \{\text{Enum}, \text{Cred}, \text{co-Skept}\}$, semantics $\sigma' \in \{\text{adm}, \text{com}\}$

**Ensure:** returns $I = \text{sem}(F)$ if $M = \text{Enum}$, yes if $M = \text{Cred}$ (co-Skept) and $\text{Cred}_{sem}(a, F) = \text{yes}$ ($\text{Skept}_{sem}(a, F) = \text{no}$), otherwise no

1: $\text{excl} := \top$
2: $I := \emptyset$
3: while $\exists I, I \models A, R \land \text{excl}$ do
4: while $\exists J, J \models A, R \land \bigwedge_{a \in \text{A} \cap I} \neg a \land \bigvee_{a \in \text{A} \setminus I} a$ do
5: $I := J$
6: end while
7: if $M = \text{Cred}$ and $a \in I$ or $M = \text{co-Skept}$ and $a \notin I$ then
8: return yes
9: end if
10: $\text{excl} := \text{excl} \land \bigvee_{a \in \text{A} \setminus I} a \land \bigwedge_{a \in \text{A} \setminus I} \neg a \land \bigwedge_{a \in \text{A} \cap I} (\neg \neg a 
11: I := I \cup \{I \cap A\}$
12: end while
13: return no (or $I$ if $M = \text{Enum}$)

Again the only change required for the stage semantics is to allow for the base semantics only conflict-free sets. We show the variant for the stage semantics in the Appendix in Algorithm 16.
The correctness of the encodings for semi-stable semantics is shown next. We make use of the fact that in the “solution” set $S$ only semi-stable extensions are present.

**Proposition 3.3.12.** Let $F = (A, R)$ be an AF, $\sigma' \in \{adm, com\}$, $S \subseteq sem(F)$ and $X \subseteq A$. Further let

$$
\phi = \sigma'_{A,R} \land \text{range}_{A,R} \land \bigwedge_{E \in S} \left( \bigvee_{a \in (A \setminus E)} a \land \bigwedge_{a \in E^+_R} ((\bigwedge_{x \in (A \setminus E^+_R)} \neg \varphi) \rightarrow \overline{\alpha}) \right)
$$

$$
\psi = \sigma'_{A,R} \land \text{range}_{A,R} \land \bigwedge_{a \in X^+_R} \overline{\alpha} \land \bigvee_{x \in (A \setminus X^+_R)} \varphi
$$

Then it holds that

- $\text{ExtExcl}(\sigma', F, S, \prec_R) = \{I \cap A \mid I \models \phi\}$;
- $\text{GreaterExts}(\sigma', F, X, \prec_R) = \{I \cap A \mid I \models \psi\}$

**Proof.** Let $D \in \text{ExtExcl}(\sigma', F, S, \prec_R)$. We now have to show that there is an $I$ with $I \cap A = D$ and $I \models \phi$. Construct $I = D \cup D^+_R$. We have that $I \models \sigma'_{A,R}$ due to Proposition 3.3.8. Consider an arbitrary $D' \in S$. Since it holds that $D' \in sem(F)$, we have that if there is a $D'' \in \sigma'(F)$ with $D'' \subset D'$, then also $D'' \prec_R D'$. Therefore such a $D''$ is not in $\text{ExtExcl}(\sigma', F, S, \prec_R)$. This means that it holds that $D \nsubseteq D'$. Therefore $I \models \bigvee_{a \in (A \setminus D')} a$. Because we have $D \not\prec_R D'$ we know that $D^+_R \nsubseteq D^+_R$. This means that either $D^+_R = D^+_R$ or $D^+_R$ and $D^+_R$ are incomparable w.r.t. $\subseteq$ (since $D' \in sem(F)$ there is no element in $\sigma'(F)$ with a greater range). Consider the first case, i.e. $D^+_R = D^+_R$. Then $I \models \bigwedge_{a \in D^+_R} (\bigwedge_{x \in (A \setminus D^+_R)} \neg \varphi) \rightarrow \overline{\alpha}$, since all antecedents of the implications are satisfied as well as the conclusion. In the second case we have that there is a $y \in D^+_R$ s.t. $y \notin D^+_R$. Therefore $I \not\models \bigwedge_{x \in (A \setminus D^+_R)} \neg \varphi$. This means the implications are trivially satisfied, i.e. $I \models \bigwedge_{a \in D^+_R} (\bigwedge_{x \in (A \setminus D^+_R)} \neg \varphi) \rightarrow \overline{\alpha}$. Thus $I \models \phi$.

For the other direction, assume that $I \models \phi$. Due to Proposition 3.3.8 we have that $I \cap A = E$ and $E \in \sigma'(F)$. Consider an $E' \in S$. We have to show that $E \neq E'$ and that $E^+_R \nsubseteq E^+_R$. Since $E = \bigcup_{E' \in S} \left( \bigvee_{a \in (A \setminus E')} a \right)$, we know that $E \neq E'$. Furthermore we have that $I \models \bigvee_{E' \in S} \left( \bigwedge_{a \in E'^+_R} (\bigwedge_{x \in (A \setminus E'^+_R)} \neg \varphi) \rightarrow \overline{\alpha} \right)$. Consider again two cases. First assume that $I \models (\bigwedge_{x \in (A \setminus E'^+_R)} \neg \varphi)$. Then also $\overline{\alpha} \in I$ for all $a \in E'^+_R$. This implies that $E^+_R = E'^+_R$. In the second case these implications are all trivially satisfied, since the antecedents are false. Then there is an $x \in E^+_R$ s.t. $x \notin E^+_R$. This means that $E \not\prec_R E'$.

The proof for the second item follows the proof of Proposition 3.3.9 just consider the range atoms instead of the atoms in $A$. \hfill \Box

### 3.3.4 Variants for Query Based Reasoning

In Section 3.3.1 we have shown a generic search algorithm applicable for the preferred, semistable and stage semantics under credulous and skeptical reasoning modes, as well as showing how to enumerate all extensions. For the query-based reasoning modes, i.e. credulous and skeptical reasoning, we can apply some modifications, which are of heuristic nature, to potentially...
improve the overall performance. We show in this section how this can be done for a generic algorithm using SAT, which follows some ideas of the generic Algorithm 1.

Consider we want to solve credulous or skeptical reasoning w.r.t. an AF $F = (A, R)$ and an argument $a$ under a semantics $\sigma$. Clearly we just need a witness $\sigma$-extension $E$, with $a \in E$ or $a \notin E$, respectively for the credulous or skeptical query. In the generic algorithm we iteratively construct extensions independently of this mode. Since we can enumerate all extensions we will find a witness if it exists. However we can try to “guide” the algorithm in choosing an extension candidate. Consider the skeptical reasoning problem (for credulous reasoning the idea is analogous). We can force the algorithm, via Boolean constraints, to consider only candidates from the base semantics $\sigma'$ not containing $a$ and then iteratively construct greater candidates with this property. At some point we reach a candidate $E$ and cannot construct a greater candidate $E'$ for which it holds that $a \notin E'$. This current candidate $E$ is then maximal w.r.t. the ordering and having the property that $a$ is not accepted. To decide whether $E \in \sigma(F)$, we check if there exists an $E'' \in \sigma'(F)$, s.t. $E \prec E''$. If such an $E''$ exists, then $E \notin \sigma(F)$ and no greater extension from the base semantics than $E$ is a witness that $a$ is not skeptically accepted. Thus we exclude $E$ and all smaller sets from the search space and search for a fresh candidate. Otherwise if such an $E''$ does not exist, then $E \in \sigma(F)$, since $a \notin E$, this means that $\text{Skept}_\sigma(a, F) = \text{no}$, which answers our decision problem. The benefit of this heuristic is that we might already exclude candidates which contain $a$. Furthermore we do not have to “climb” up a chain of candidates to the maximal one. We just need to find a maximal extension of the base semantics not containing $a$. This idea is shown in Algorithm 6.

This procedure works for preferred, semi-stable and stage semantics and for credulous and skeptical reasoning. Since credulous reasoning for preferred semantics can be decided compactly with one Boolean query (recall that the corresponding decision problem is in NP) we omit it here. In the algorithms we make use of the accept or reject functions, which simply terminate the algorithm (even if called in a sub-procedure) and return “yes” or “no” respectively.

Overall, the algorithm works as follows. Depending on the reasoning mode, we test whether there is an extension containing $a$, or whether there is an extension not containing $a$, hence accepting $a$ credulously or rejecting it for skeptical reasoning. This is encoded via the query-literal $q$. In line 6 a formula is built to encode extensions of the base semantics, i.e. not taking maximality into account, together with the query $q$ as well as semantics-specific shortcuts that can be applied for pruning the search space via learning inferred information; this will be discussed below in more detail. The Shortcuts function allows for refining the base encoding using the inferred information it outputs. The loop in line 7 follows the ideas of the outer loops in the generic Algorithm 1 starting with a model that corresponds to a set of arguments satisfying the base semantics and our query $q$, each iteration then extends this set to a larger one satisfying $q$ until we have a maximal set satisfying $q$. In line 11 the condition $q$ is dropped for testing whether the set is maximal among all sets, i.e. whether it is an extension. If this is the case, the algorithm accepts. Otherwise, we learn that none of the smaller sets can be an extension (line 14). Finally, after excluding all sets satisfying the base semantics and $q$ from being a valid extension, the algorithm rejects the query (line 17).

For the preferred semantics we use the following formulae. Recall that for our base seman-
Algorithm 6 Decide\((F, a, M, \sigma, \sigma')\)

**Require:** AF \(F = (A, R)\), argument \(a \in A\), base-semantics \(\sigma' \in \{adm, com\}\) for \(\sigma \in \{prf, sem\}\); \(\sigma' = cf\) for \(\sigma = stg\); and reasoning mode \(M = \{co-Skept, Cred\}\);

**Ensure:** accepts the input iff \(M = co-Skept\) and \(a\) is skeptically rejected or \(M = Cred\) and \(a\) is credulously accepted in \(F\) w.r.t. \(\sigma\), rejects otherwise

1: if \(M = co-Skept\) then
2: \(q := \neg a\)
3: else if \(M = Cred\) then
4: \(q := a\)
5: end if
6: \(\phi := \sigma'_{A,R} \land q \land \text{Shortcuts}(F, a, M, \sigma, \sigma')\)
7: while \(\exists I, I \models \phi\) do
8: while \(\exists J, J \models \psi^I_\sigma(A, R) \land q\) do
9: \(I \leftarrow J\)
10: end while
11: if \(\neq \psi^I_\sigma(A, R)\) then
12: accept
13: end if
14: \(\phi \leftarrow \phi \land \gamma^I_\sigma\)
15: end if
16: end while
17: reject

For the semi-stable and stage semantics we make use of the following formulae. Again the base semantics for semi-stable semantics are admissible sets or complete extensions, whereas stage semantics requires conflict-free sets. That is, \(\sigma \in \{sem, stg\}\) and the base semantics \(\sigma'\) can be taken from \(\{adm, com\}\) for semi-stable semantics and \(\sigma' = cf\) for stage semantics.

\[
\psi^I_{prf}(A, R) = \sigma'_{A,R} \land \bigwedge_{a \in I \cap A} a \land \bigvee_{a \in A \setminus I} a
\]

\[
\gamma^I_{prf} = \bigvee_{a \in A \setminus I} a.
\]

The formulae used in this algorithm differ somewhat from the previous ones for the semi-stable and stage semantics. Intuitively in Algorithm 5 we have to make sure to visit every semi-stable extension for the enumeration problem. Here we can restrict ourselves to decision
problems. Therefore we do not have to worry about finding e.g. semi-stable extensions with the same range as the ones previously computed, which was necessary in Algorithm 5. Therefore $\gamma_{\phi}^I$ is much simpler here as the formulae used in Line 10 of Algorithm 5. We exclude in future iterations any extension of the base semantics, which has a smaller or equal range to the currently found candidate. In contrast to Algorithm 5 where we exclude extensions of the base semantics which are strictly smaller w.r.t. the range or equal to previously found extensions, thereby allowing future iterations to include candidates with the same range as the current candidate. Here actually no excluded base set is a member from $\sigma(F)$. Thus the desired witness from $\sigma(F)$, if it exists, is never excluded and there exists a corresponding model of $\phi$.

**Shortcuts** The shortcuts may either directly return the answer, by accepting or rejecting the input, or return a formula, which can be conjoined with our base formula to prune the search space. That is the shortcuts are a sound but not a complete procedure. For preferred semantics one can include a very straightforward shortcut as shown in Algorithm 7. Here we simply check in line 1 whether there is a counter-example for skeptical acceptance of $a$ under the chosen base-semantics witnessed by a set of the base semantics attacking $a$, and if not, learn in line 4 that this is the case. By learning we mean augmenting the main formulae.

**Algorithm 7** Shortcuts$(F, a, \text{co-Skept}, prf, \sigma')$

**Require:** $AF = (A, R)$, argument $a \in A$ and base-semantics $\sigma' \in \{adm, com\}$

**Ensure:** accepts the input only if $a$ is not skeptically accepted in $F$ w.r.t. $prf$, returns a formula otherwise

1: if $\exists I, I \models \sigma'_{A,R} \land (\bigvee_{(b,a) \in R} b)$ then
2: accept
3: else
4: return $\bigwedge_{(b,a) \in R} \neg b$
5: end if

Regarding the Shortcuts function for semi-stable and stage semantics (Algorithm 8), we use a different technique. The basic idea follows the result of Theorem 3.2.2. The idea is to check if there is a set satisfying the base semantics and having a certain range. We start by checking if such a set containing $a$ (for credulous reasoning) with a range of $A$ exists, i.e. answering the credulous acceptance for stable semantics. If not, we ask whether there exists a set $X$ of the base semantics with $a \in X$ s.t. $|X| = |A| - 1$. If not, then we can increase to $|A| - d$ for $d > 1$ until we arrive at $d = |A|$. A similar approach is also used when we come to the application of minimal correction sets in the next Section 3.4.

The loop in line 8 iterates over sets $S \subseteq A$. In line 9 MAXIMAL returns a maximal-cardinality set $S$ from $S$, (starting with $S = A$). Line 10 builds the formula $f_S$ encoding that sets of interest have range $S$. Line 11 tests whether there is a set with range $S$ satisfying $q$ under the base semantics. If so, we have found an extension satisfying $q$ and accept. Line 13 tests whether there is an extension under base semantics which has range $S$. If so, we learn that we are no longer interested in sets $S' \subseteq S$. Otherwise (line 17) we learn that we are not interested in extensions with range $S$. Finally, if all sets have been excluded from being the range of an
extension satisfying \( q \), the procedures rejects. In case the bound \( d \) is exceeded before this, we return the formula \( \psi \) as learnt information. In our experiments in Chapter 5, \( \mathcal{S} \) can be very large. Therefore we apply here the bound \( d \) for this set.

**Algorithm 8** Shortcuts\( (F,a,M,\sigma,\sigma') \)

**Require:** \( AF \ F = (A,R) \), argument \( a \in A \),
- base-semantics \( \sigma' \in \{ \text{adm, com} \} \) for \( \sigma = \text{sem} \); \( \sigma' = \text{cf} \) for \( \sigma = \text{stg} \);
- and reasoning mode \( M = \{ \text{co-Skept,Cred} \} \);

**Ensure:** accepts (rejects) the input only if \( M = \text{co-Skept} \) and \( a \) is not skeptically accepted (is skeptically accepted) or \( M = \text{Cred} \) and \( a \) is credulously accepted (rejected) in \( F \) w.r.t. \( \sigma \), returns a formula otherwise

1: if \( M = \text{co-Skept} \) then
2: \( q := \neg a \)
3: else if \( M = \text{Cred} \) then
4: \( q := a \)
5: end if
6: \( \psi := \top \)
7: \( \mathcal{S} := \{ S \subseteq A \} \)
8: while \( (\exists S \in \mathcal{S} : |A \setminus S| \leq d) \) do
9: \( \mathcal{S} := \text{MAXIMAL}(\mathcal{S}) \)
10: \( f_S := \bigwedge_{s \in S} \pi \land \bigwedge_{s \in A \setminus S} \neg \pi \)
11: if \( \exists I, I \models \sigma'_{A,R} \land q \land f_S(X) \) then
12: accept
13: else if \( \exists I, I \models \sigma'_{A,R} \land f_S(X) \) then
14: \( \psi := \psi \land (\bigvee_{s \in A \setminus S} \pi) \)
15: \( \mathcal{S} := \mathcal{S} \setminus \{ S' \mid S' \subseteq S \} \)
16: else
17: \( \psi := \psi \land (\bigvee_{s \in S} \neg \pi \lor \bigvee_{s \in A \setminus S} \pi) \)
18: \( \mathcal{S} := \mathcal{S} \setminus \{ S \} \)
19: end if
20: end while
21: if \( (\mathcal{S} = \emptyset) \) then
22: reject
23: else
24: return \( \psi \)
25: end if

We proceed with the statement of correctness of this algorithm, which follows from previous descriptions and the proof of Theorem 3.3.4.

**Proposition 3.3.13.** Let \( F = (A,R) \) be an AF, \( a \in A \), \( \sigma \in \{ \text{prf, sem} \} \) and \( \sigma' \in \{ \text{adm, com} \} \). Then

- \( \text{Decide}(F,a,\text{Cred},\sigma,\sigma') \) accepts iff \( \text{Cred}_\sigma(a,F) = \text{yes} \);
Figure 3.5: Example AF showing difference for running times for admissible and complete base semantics and Algorithm 6

- \( \text{Decide}(F, a, \text{co-Skept}, \sigma, \sigma') \) accepts iff \( \text{Skept}_\sigma(a, F) = \text{no} \);
- \( \text{Decide}(F, a, \text{Cred, stg, cf}) \) accepts iff \( \text{Cred}_{\text{stg}}(a, F) = \text{yes} \); and
- \( \text{Decide}(F, a, \text{co-Skept, stg, cf}) \) accepts iff \( \text{Skept}_{\text{stg}}(a, F) = \text{no} \);

Regarding the number of SAT calls necessary to decide the problem, we can investigate \( \text{Decide}(F, a, M, \sigma, \sigma') \) without using shortcuts for an AF \( F = (A, R) \), \( a \in A \) and \( \sigma \in \{ \text{prf, sem, stg} \} \). It turns out that in case of admissible or conflict-free base semantics one can straightforwardly apply the proof idea of Corollary 3.3.5, i.e. the number of SAT calls required by \( \text{Decide}(F, a, M, \sigma, \sigma') \) for \( \sigma' \in \{ \text{adm, cf} \} \) is \( O(|A| \cdot k) \) if \( F \in \text{sol}_\sigma \).

Consider the skeptical reasoning mode and preferred semantics and that we have chosen admissible sets as the base semantics. (The idea for semi-stable and stage and credulous reasoning is similar.) The “inner” while loop in lines 8–10 follows the same idea as in Algorithm 1. The “outer” while loop is different here, though. Assume that we exclude a set \( X \in \text{adm}(F) \) from future iterations in Line 14, then there clearly is a larger set \( E \in \text{prf}(F) \) s.t. \( X \subseteq E \) and \( a \) (the argument to test) is not in \( X \), but in \( E \). Now suppose there is an \( X' \subseteq E \) with \( a \notin X' \) and \( X' \in \text{adm}(F) \). Then we can conclude that \( X' \subseteq X \), since otherwise we could have extended \( X \) by \( X' \) to (at least) \( X \cup X' \). This is due to the fact that \( X \cup X' \subseteq E \) is conflict-free (since \( E \) is) and every argument from \( X \cup X' \) is defended by this set (since every argument from \( X \) is defended by \( X \) and likewise for \( X' \)) by assumption that these are admissible sets, i.e. \( X, X' \in \text{adm}(F) \). Therefore if we exclude such a set \( X \), we have excluded all \( X' \subseteq E \) with \( a \notin X' \) and \( X' \in \text{adm}(F) \). This means that we will enter the outer while loop never again with an \( X' \subseteq E \) and thus have to exclude at most one set \( X \) per preferred extension. This implies the number of SAT calls is bounded by \( O(|A| \cdot |\text{prf}(F)|) \).

The same line of reasoning cannot be applied if we choose complete base semantics. There are AFs s.t. Decide for preferred semantics and complete base may require more than one execution of the outer while loop per preferred extension. Consider the following example.

**Example 3.3.3.** Let \( F = (A, R) \) be an AF and \( n \geq 0 \) an integer. Let \( B = \{ b_1, \ldots, b_n \} \), \( C = \{ c_1, \ldots, c_n \} \) and \( A = B \cup C \cup \{ a \} \) and \( R = \{(c_i, b_i), (b_i, c_i), (b_i, b_i), (b_i, a) \mid 1 \leq i \leq n \} \). See Figure 3.5 for an illustration. Then all the sets \( C' \subseteq C \) are complete in \( F \). But \( C \) is not
complete in $F$, since $a$ is defended by $C$ in $F$. The set $C$ is however admissible in $F$. The only preferred extension of $F$ is $C \cup \{a\}$. If we now apply Algorithm 7 to this framework with the admissible base semantics and checking if $a$ is not skeptically accepted, then it computes $C$ in the inner while loop as the first admissible set to exclude from our search space. After that the algorithm immediately terminates. For the complete base semantics we have a different picture, since if the inner while loop terminates we exclude just one set $C \{c_j\}$ from the search space and may re-enter the loops with a fresh candidate containing $c_j$. Therefore for only one preferred extension, we enter the outer while loop $n$ times in this example.

We point out that the complete base semantics is nevertheless useful as seen in the empirical evaluation in Section 5 where the complete base outperformed the admissible base on certain AFs.

3.4 Utilizing Minimal Correction Sets and Backbones

In this section we present algorithms to solve reasoning problems associated with several computationally complex semantics on AFs, namely the semi-stable, stage, eager, stage-ideal and ideal semantics using SAT-extensions. We apply sophisticated algorithms for minimal correction sets (MCSes) to solve reasoning tasks under the semi-stable and stage semantics, in particular AllSkept$_{sem}$ and AllSkept$_{stg}$, and procedures for computing backbones to solve AllCred$_{adm}$. The systems we use for computing MCSes or backbones rely on iterative calls to a SAT-solver.

The eager semantics is based on the semi-stable semantics and, given the skeptically accepted arguments under the semi-stable semantics from the MCS algorithm, one can compute the unique eager extension in polynomial time by means of a post-processing step. Similarly one can apply this technique for the unique stage-ideal extension. The algorithm behind the ideal semantics is more complicated and is taken from [67]. The difficult part of this algorithm from a computational point of view is to compute AllCred$_{adm}$; the remainder can be done by a similar post-processing technique as for eager.

In the following we show how this works in detail. We start with a formal introduction to MCSes and backbones in Section 3.4.1. In Section 3.4.2, we show how to use MCSes to compute the semi-stable and stage extensions, in Section 3.4.3 how to use this result to compute the eager and stage-ideal extension. In Section 3.4.4 we show how to utilize backbones to compute the ideal extensions of a given framework. In all cases we build on existing reductions to SAT for the admissible and stable semantics [21].

3.4.1 SAT Extensions

In some applications encountering an unsatisfiable formula is common. However one might still be interested in partially satisfying a formula then. For instance some of the constraints encoded as clauses might not be necessary for a solution. In particular one can think of the concept of hard and soft constraints (or clauses), which denote constraints which have to be satisfied or not respectively. This is captured e.g. in the following definition for MCSes. Recall that if a formula is in CNF, then we can view it as a set of clauses, each containing a set of literals.
**Definition 3.4.1.** Given a formula $\phi$ in CNF and the hard constraint $\chi \subseteq \phi$, a minimal correction set is a minimal subset $\psi \subseteq \phi$ such that $\phi \setminus \psi$ is satisfiable and $\psi \cap \chi = \emptyset$. We call the clauses $\phi \setminus \chi$ soft constraints (clauses).

**Example 3.4.1.** Consider the formula $\phi = (a) \land (\neg a \lor \neg c) \land (c \lor \neg a)$. This formula in CNF is unsatisfiable, i.e. $\models \neg \phi$. Each clause of this formula is a minimal correction set of $\phi$ e.g. $\psi = (a)$ is such a MCS. If we require that $(a)$ is a hard clause in $\phi$ and all the other clauses are soft, then $\psi_2 = (\neg a \lor \neg c)$ and $\psi_3 = (c \lor \neg a)$ are minimal correction sets of $\phi$.

Numerous techniques to compute MCSes were developed (e.g., [93, 115, 132, 140]), and the field is still advancing, see e.g. [119, 121].

Our algorithms in Section 3.4.2 are based upon the concept of MCSes, but do not inherently depend on the implementation details of the MCS algorithm. Algorithm 9 shows a simplified version of the algorithm in [115] that underlies our implementation. Other MCS algorithms can also be used. The requirement we have for our algorithms is that we need to enumerate all models of formulae $\phi \setminus \psi$ given a formula $\phi$ and each of its minimal correction sets $\psi$.

**Algorithm 9** MCS($\phi$) (simplified version of [115])

**Require:** $\phi = \bigcup_i \{C_i\}$ is unsatisfiable  
**Ensure:** returns set $\mathcal{M}$ of all minimal correction sets for $\phi$

1: $\psi := \bigcup_i \{(a_i \lor C_i)\}$, with $L := \bigcup_i \{a_i\}$ a set of fresh atoms  
2: $k := 1$  
3: $\mathcal{M} := \emptyset$  
4: while $\psi$ is satisfiable do  
5: $\psi_k := \psi \land \text{AtMost}(k, L)$  
6: while $\psi_k$ is satisfiable do  
7: $I$ be such that $I \models \psi_k$  
8: $\mathcal{M} := \mathcal{M} \cup \{\{C_i \mid a_i \in L \land I(a_i) := t\}\}$  
9: let $D$ be $\{-a_i \mid a_i \in L \land I(a_i) := t\}$  
10: $\psi_k := \psi_k \land D$  
11: $\psi := \psi \land D$  
12: end while  
13: $k := k + 1$  
14: end while  
15: return $\mathcal{M}$

In Algorithm 9 each (soft) clause $C$ is augmented with a so-called relaxation literal $a$ (sometimes also called activation literal), a fresh variable that does not occur anywhere else in $\phi$ (line 1). (A common optimization is to instrument only clauses contained in an unsatisfiable subset of $\phi$.) The effect of dropping $C$ can now be simulated by choosing an interpretation which maps $a$ to $t$. Given a set $L \subset \mathcal{P}$ of relaxation literals, a cardinality constraint $\text{AtMost}(k, L) := |\{a \in L \mid I(a) = t\}| \leq k$ limits the number of clauses that can be dropped. This constraint can be encoded via a Boolean formula, see e.g. [4, 51]. Algorithm 9 derives all MCSes by systematically enumerating assignments of relaxation literals for increasingly larger
values of $k$ (cf. the outer loop starting in line 4). The inner loop (line 6) enumerates all MCSes of size $k$ by incrementally blocking MCSes represented by a conjunction of relaxation literals $D$.

The other SAT extension we use in this thesis is called a backbone of a Boolean formula $\phi$, which is simply the set of literals the formula entails.

**Definition 3.4.2.** Let $\phi$ be a satisfiable formula. The set $\{l \mid \phi \models l \text{ and } l \text{ a literal}\}$ is the backbone of $\phi$.

The restriction to satisfiable formulae in the definition of backbones is due to the fact that for an unsatisfiable formula $\phi$ we always have $\phi \models l$ for any literal $l$.

**Example 3.4.2.** Let $\phi = (a \lor b) \land (\neg a \lor b) \land (\neg b \lor \neg c)$ be a formula. Then the backbone of $\phi$ is $\{b, \neg c\}$.

To compute the backbone of a formula $\phi$ (with $I \models \phi$), the currently most efficient algorithms (according to [122, 159]) iteratively "probe" each atom $a \in A$ by subsequently checking the satisfiability of $\phi \land \ell$ (with $\ell = \neg a$ if $I(a) = t$, and $\ell = a$ otherwise). Algorithm 10 illustrates the basic structure of such an implementation. Practical implementations incorporate techniques such as excluding variables with opposing values in subsequent satisfying assignments (line 8 of Algorithm 10), clause reuse, and variable filtering [122, 159].

**Algorithm 10 Probing($\phi$) (adapted from [122])**

**Require:** $\phi$ is satisfiable

**Ensure:** returns $\{\ell \mid \ell \in \{a, \neg a \mid a \in \mathcal{P}\} \text{ and } \forall I. I \models \phi \land \ell \text{ or } I \models \neg \phi\}$

1: $S := \emptyset$
2: let $I$ be s.t. $I \models \phi$
3: for all $\ell \in \{a, \neg a \mid a \in \mathcal{P}\}$ with $I \models \ell$ do
4: if $\exists K, K \models \phi \land \neg \ell$ then
5: $S := S \cup \{\ell\}; \phi := \phi \cup \{\ell\}$
6: else
7: let $K$ be such that $K \models \phi \land \neg \ell$
8: let $I$ be a partial interpretation s.t. $I = (I^t \land K^t, I^f \land K^f)$
9: end if
10: end for
11: return $S$

### 3.4.2 MCS Algorithm for Semi-stable and Stage Semantics

Computing semi-stable extensions inherently requires to compute admissible sets, which are subset-maximal w.r.t. the range. The MCS algorithm computes subset-minimal sets of clauses of a formula in CNF, which if removed result in a satisfiable formula. The idea to exploit the MCS algorithm for the semi-stable semantics is to encode the range as satisfied clauses of
a propositional formula for a given interpretation and additionally requiring that the result is admissible.

For this to work we slightly adapt the formulae from [21] for the stable semantics. Given an AF $F = (A, R)$ and $a \in A$ we define the following formulae.

$$in\_range_{a,R} = (a \lor \bigvee_{(b,a)\in R} b)$$

(3.5)

$$all\_in\_range_{A,R} = \bigcup_{a \in A} \{in\_range_{a,R}\}$$

(3.6)

The formula $in\_range_{a,R}$ indicates whether the argument $a$ is in the range w.r.t. the atoms set to true in an interpretation. In other words, for an AF $F = (A, R)$ and $a \in A$ we have, $I \models in\_range_{a,R}$ iff $a \in S^+_I$ for $I^s = S$. The formula $all\_in\_range_{A,R}$ is satisfied if all arguments are in the range. Note that this encoding of the range differs from previous formulae, where we encoded the range as variables set to true. We summarize this more formally in the following lemma, which follows directly from definition of $in\_range_{a,R}$.

**Lemma 3.4.1.** Let $F = (A, R)$ be an AF, $S \subseteq A$, $a \in A$ and $I$ an interpretation on $A$. Then $I \models in\_range_{a,R}$ iff $a \in S^+_I$ for $I^s = S$.

Conjoining the formulae $adm_{A,R}$ and $all\_in\_range_{A,R}$, which we denote by $stb_{A,R}$, results in a formula equivalent to the stable formula in [21].

$$stb_{A,R} = adm_{A,R} \cup all\_in\_range_{A,R}$$

(3.7)

An interpretation $I$ which satisfies $adm_{A,R}$ for a given AF $F = (A, R)$ and a subset-maximal set of clauses of $all\_in\_range_{A,R}$ corresponds to a semi-stable extension of $F$. Consequently, we can derive semi-stable extensions from the correction sets computed with the MCS algorithm, as long as no clause from $adm_{A,R}$ is dropped. That is, we consider the clauses of the formula $adm_{A,R}$ as hard constraints and the clauses in $all\_in\_range_{A,R}$ as soft constraints. Note also, since any AF $F = (A, R)$ has at least one admissible set, we know that $adm_{A,R}$ is always satisfiable. If $stb_{A,R}$ is satisfiable, meaning that $F$ has stable extensions, then immediately this computation yields the stable extensions, which are equal to the semi-stable extensions in this case.

The following proposition shows this result more formally. For a given propositional formula $\phi$ in CNF and an interpretation $I$, we define $\phi^I$ to be the set of clauses in $\phi$, which are satisfied by $I$, i.e. $\phi^I := \{C \in \phi \mid I \models C\}$.

**Proposition 3.4.2.** Let $F = (A, R)$ be an AF and $\mathcal{I}_{sem} = \{I \mid I \models adm_{A,R} \text{ and } \exists I' : I' \models adm_{A,R} \text{ s.t. } all\_in\_range_{A,R}^I \subseteq all\_in\_range_{A,R}^{I'}\}$. Then $\text{sem}(F) = \mathcal{I}_{sem}$.

**Proof.** Given an $a \in A$, by Lemma [3.4.1] we have that an interpretation $I$ satisfies $in\_range_{a,R}$ iff $a \in S^+_I$ for $I^s = S$. Therefore $all\_in\_range_{A,R}$ directly corresponds to $S^+_I$.

Let $F = (A, R)$ be an AF. Assume $E \in \text{sem}(F)$, then define the following interpretation $I$ with $I(a) = t$ iff $a \in E$. Then $I \models adm_{A,R}$, since $E$ is admissible by definition and due
to (21) we know that I satisfies \( adm_{A,R} \). Suppose now there exists an interpretation \( I' \) such that \( I' \models adm_{A,R} \) and all_in_range\(^I\)\(_{A,R} \subseteq \) all_in_range\(^{I'}\)\(_{A,R} \). But then \( E \) would not be maximal w.r.t. the range and hence no semi-stable extension of \( F \).

Assume \( E \in I_{sem} \), which implies \( E \in adm(F) \) and as above let \( I \) be an interpretation with \( I(a) = t \) iff \( a \in E \). Suppose there exists a set \( S \in adm(F) \) with \( E^R_R \subseteq S^R_R \). Then all_in_range\(^I\)\(_{A,R} \subseteq \) all_in_range\(^{I'}\)\(_{A,R} \) for an interpretation \( I' \) defined as \( I'(a) = t \) iff \( a \in S \), which is a contradiction.

The MCS algorithm can now be straightforwardly applied for the reasoning tasks for the semi-stable semantics, i.e. \( Cred_{sem} \), \( Skept_{sem} \) and \( Enum_{sem} \). In contrast to our search algorithms in Section 3.3.1 we do not consider the MCS algorithm purely as a black box, but slightly adapt it for our purpose. Since we need the set of skeptically accepted arguments for computation of the eager extension, we will present this variant in Algorithm 11.

**Algorithm 11**

```
MCS-AllSkept\(_{sem} \)(F)
```

Require: \( AF := (A, R) \)
Ensure: \( \text{return AllSkept}_{sem} \)(F)
1: \( \phi := \{ a_i \lor C_i \mid C_i \in \text{all}_\_\text{in}_\_\text{range}_{A,R} \} \) with \( L := \bigcup_i \{ a_i \} \) a set of fresh atoms
2: \( \psi := \text{adm}_{A,R} \cup \phi \)
3: \( k := 0 \)
4: \( X := A \)
5: while \( \psi \) is satisfiable and \( k \leq |A| \) do
6: \( \psi_k := \psi \cup \text{AtMost}(k, L) \)
7: \( X := X \cap \text{Probing}(\psi_k) \)
8: while \( \psi_k \) is satisfiable do
9: let \( I \) be such that \( I \models \psi_k \)
10: let \( D \) be \( \{ \neg a_i \mid a_i \in L \land I(a_i) = t \} \)
11: \( \psi_k := \psi_k \land D \)
12: \( \psi := \psi \land D \)
13: end while
14: \( k := k + 1 \)
15: end while
16: return \( X \)

Algorithm 11 (adapted from Algorithm 9) computes the set AllSkept\(_{sem} \)(F) for a given AF \( F := (A, R) \). The formula \( \psi \) consists of the clauses for admissibility and the instrumented clauses of \( \text{all}_\_\text{in}_\_\text{range}_{A,R} \), i.e. these clauses may be dropped during the running time. If \( I \models \psi_k \), then \( E = I \cap A \) is an admissible set in \( F \) and \( |E^R_R| = |A| - k \), since we allow to drop \( k \) clauses of \( \text{all}_\_\text{in}_\_\text{range}_{A,R} \) and block previously computed MCSes. This means that \( E \) is a semi-stable extension of \( F \), since there is no assignment \( I' \) which satisfies \( adm_{A,R} \) and a superset of \( \text{all}_\_\text{in}_\_\text{range}_{A,R}^{I'} \). We utilize the backbone algorithm in line 7 to compute in \( X \) the set of skeptically accepted arguments. Since all satisfying interpretations of \( \psi_k \) are semi-stable extensions we compute the set of atoms set to true in all such interpretations by applying Algorithm 10. If \( \psi_0 \) is satisfiable, then we set \( D = \perp \) in Line 10.
Alternatives of Algorithm 9 can also be adapted for our problem as long as all satisfying assignments can be computed w.r.t. the formula reduced by each of its MCSes separately.

For the number of SAT calls Algorithm 11 requires in the worst case consider an AF $F$ from stablecons$_{sem}^i$. MCS-AllSkept$_{sem}(F)$ implements the algorithm of the proof of Theorem 3.2.2, which we sketched in Section 3.2. It is easy to see that $k$ in the Algorithm is at most $i$, since $|A| - i$ is the size of the smallest range of a semi-stable extension in $F$. Therefore we have at most $i$ SAT calls via Line 5. The inner while loop in lines 8–13 blocks MCSes of size $k$. We only block clauses from the soft clauses in all_in_range$_{A,R}$. This subformula has $|A|$ clauses. As an upper bound for the number of SAT calls from this inner while loop consider that we block each subset of all_in_range$_{A,R}$ of size at most $i$. The number of such sets is $\sum_{j=0}^{|A|} \binom{|A|}{j} \leq (|A| + 1)^i$ and thus we have polynomially many such sets w.r.t. $|A|$ and $i$. The “probing” for applying the backbone requires a number of calls polynomial w.r.t. the number of arguments in the AF. Thus overall we require a polynomial number of SAT calls if the AF in question is from stablecons$_{sem}^i$ and we consider $i$ to be fixed.

The variant for the stage semantics simply consists of choosing an encoding for conflict-free sets instead of admissible sets. The correctness can directly be deduced in the following proposition from Proposition 3.4.2.

**Proposition 3.4.3.** Let $F = (A, R)$ be an AF and $I_{stg} = \{I \mid I \models cf_{A,R}, \forall I' : I' \models all_in_range_{A,R} \subset all_in_range_{A,R} \}$. Then $stg(F) = I_{stg}$.

We show the corresponding algorithm details in the Appendix in Algorithm 17.

### 3.4.3 MCS Algorithm for Eager and Stage-ideal Semantics

Using the Algorithm 11 for solving the AllSkept$_{sem}$ problem, we can use its output to calculate the unique eager extension, since we just have to compute the subset-maximal admissible set within AllSkept$_{sem}(F)$ for an AF $F$. For this we apply the restricted characteristic function a number of times bounded by the number of arguments in the framework, i.e. $\hat{F}_F^{\lfloor |A| \rfloor}(\text{AllSkept}_{sem}(F))$ results in the eager extension of $F$. We show this simple idea in Algorithm 12. Clearly the “postprocessing” of the MCS algorithm is polynomial w.r.t. the size of the AF.

Since the stage-ideal extension is defined as the subset maximal admissible set contained in the set of skeptically accepted arguments under stage semantics, one can easily adapt this algorithm for the stage-ideal semantics. We show this variant in the Appendix in Algorithm 18.

**Algorithm 12 MCS-Eager($F$)**

**Require:** AF $F = (A, R)$

**Ensure:** returns eager($F$)

1. $X :=$ MCS-AllSkept$_{sem}(F)$
2. return $\hat{F}_F^{\lfloor |A| \rfloor}(X)$
3.4.4 Backbone Algorithm for Ideal Semantics

For the ideal semantics we make use of a method proposed in [62] (see also [67]), which we recall in Algorithm 13. The important point for our instantiation of this algorithm is that we essentially need to compute $\text{AllCred}_{\text{adm}}$ and afterwards, as before for the eager semantics, a post-processing with the function $\hat{F}_F$. We define for an AF $F = (A, R)$ the auxiliary notion of adjacent arguments of an argument: $\text{adj}(a) = \{x \mid (x, a) \in R \text{ or } (a, x) \in R\}$. Additionally we define the restriction of an attack relation for a set $S$ by $R|_S = \{(a, b) \in R \mid a \in S \text{ and } b \in S\}$.

Algorithm 13 Ideal($F$) [62]

Require: AF $F = (A, R)$
Ensure: returns ideal($F$)

1: $\text{Cred} := \text{AllCred}_{\text{adm}}(F)$
2: $\text{Out} := A \setminus \text{Cred}$
3: $X := \{x \in \text{Cred} \mid \text{adj}(x) \subseteq \text{Out}\}$
4: $F' := (X \cup \text{Out}, R|_{(X \cup \text{Out})})$
5: return $\hat{F}_{F'|A}(X)$

Briefly put, Algorithm 13 computes first the credulously accepted arguments w.r.t. admissible sets and then a set $X$, which consists of all of the credulously accepted arguments, except those, which have an adjacent argument also credulously accepted. This set acts as a kind of approximation of the skeptically accepted arguments w.r.t. the preferred semantics. Constructing then the new framework $F'$ and computing the restricted characteristic function at most $|A|$ times in this new framework for $X$, suffices for computing the ideal extension.

Now it is straightforward to instantiate this with the help of a backbone algorithm. Given an AF $F = (A, R)$, we first simply compute the backbone of $\text{adm}_{A,R}$. Let $S$ be the output of Algorithm 10 on this formula, then $O = \{a \mid \neg a \in S\}$ be the set of variables set to false in every satisfying interpretation of $\text{adm}_{A,R}$. Since we know that this formula is satisfiable, this means that $(A \setminus O) = \text{AllCred}_{\text{adm}}(F)$. The rest of Algorithm 13 can be achieved with post-processing.

3.5 Summary

In this chapter we developed algorithms for computationally hard semantics on argumentation frameworks. The algorithms solve reasoning tasks of enumerating all extensions as well as credulous and skeptical acceptance w.r.t. preferred, semi-stable, stage, eager, stage-ideal and ideal semantics. The main idea for our algorithms is to delegate subtasks to modern SAT-solvers, which we call in an iterative manner.

The algorithms exploit complexity analytic results to relate the number of SAT-calls with inherent properties of an AF, in particular the number of extensions for a given framework and semantics, as well as a distance measure w.r.t. the range of extensions. We classified the algorithms into two groups, search algorithms, and algorithms based on one of two SAT extensions, namely MCSes and the backbone of a Boolean formula.
We summarize the presented algorithms in Table 3.2. We see the names, supported semantics and reasoning modes as well as the applied technique in this table. Note that some of the algorithms can be straightforwardly applied to other reasoning modes as presented in this thesis. For instance, MCS-AllSkept\textsubscript{sem} can be adapted to enumerate all semi-stable extensions as well. Further in the presented algorithms based on MCSes we also utilized backbones as an optimization step. The algorithm Ideal (Algorithm 13) is shown in the table for the sake of completeness. It was developed in [67]. We apply the backbone technique to a sub-procedure for this algorithm.

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|l|l|}
\hline
name & reference & semantics & reasoning modes & technique \\
\hline
Generic & Algorithm 1 & $\sigma$ & Enum, Cred, Skept & generic search \\
Preferred-SAT & Algorithm 3 & prf & Enum, Cred, Skept & iterative SAT \\
Semi-stable-SAT & Algorithm 4 & sem & Enum, Cred, Skept & iterative SAT \\
Stage-SAT & Algorithm 16 & stg & Enum, Cred, Skept & iterative SAT \\
Decide & Algorithm 6 & prf, sem, stg & Cred, Skept & iterative SAT \\
MCS-AllSkept\textsubscript{sem} & Algorithm 11 & sem & AllSkept & MCS \\
MCS-AllSkept\textsubscript{stg} & Algorithm 17 & stg & AllSkept & MCS \\
MCS-Eager & Algorithm 12 & eager & Enum & MCS \\
MCS-Stage-ideal & Algorithm 18 & stg-idl & Enum & MCS \\
Ideal [67] & Algorithm 13 & ideal & Enum & backbone \\
\hline
\end{tabular}
\caption{Algorithms overview}
\end{table}

\footnote{The decision problem $\text{Cred}_{prf}(a, F)$ for an AF $F = (A, R)$ and $a \in A$ is in NP and is therefore omitted in the algorithm.}
Abstract Dialectical Frameworks: Novel Complexity Results and Algorithms

This chapter studies the computational properties of abstract dialectical frameworks (ADFs) and shows how to apply the core ideas of the search algorithms from Chapter 3 to ADFs. The main goal in this chapter is to adapt the generic search Algorithm 1 to problems for the preferred semantics on ADFs. To this end we require a thorough complexity analysis of the problems on ADFs. In particular the complexity results guide us in two ways. First they show us which solvers are suited for the subtasks we delegate to them in the search algorithm. Second, the hardness results indicate, under the standard assumptions of complexity theory, that the tasks we aim to solve are computationally involved problems.

We show that the computational complexity of the considered decision problems of ADFs is one level higher in the polynomial hierarchy compared to the corresponding problems on AFs. Thus, straightforward generalizations of our search algorithms to ADFs have to cope with problems which are intrinsically harder than it is the case for AFs. In particular this indicates that for preferred semantics one requires solvers capable of solving $\Sigma^p_2$ problems. It turns out, however, that bipolar ADFs (BADFs) are not affected by this complexity jump; the decision problems on BADFs have the same computational complexity as their corresponding problems on AFs. Thus we can restrict ourselves to SAT-solvers for solving tasks on BADFs and the preferred semantics. As a side result of our complexity analysis we obtain a backbone algorithm for grounded semantics of general ADFs.

We thus present three major contributions in this chapter.

- We prove novel complexity results for decision problems on general ADFs in Section 4.1.1.
- We prove that for bipolar ADFs (BADFs) the complexity is the same as for AFs for the corresponding decision problems in Section 4.1.2.
• in Section 4.2.1 we show how to generalize the generic search Algorithm 1 for the preferred semantics to ADFs using search engines capable of solving $\Sigma^P_2$-complete decision problems for general ADFs and using solvers for NP-complete problems for BADFs. In addition in Section 4.2.2 we show how to compute the grounded interpretation of an ADF via a backbone algorithm.

In particular the results for the class of BADFs is of interest, since they incorporate many relations between arguments, without increasing the corresponding complexity compared to AFs. Preliminary complexity results w.r.t. the grounded semantics, which we partially use, were derived in [34] before work on this thesis has started. Furthermore our results for BADFs can be seen as a generalization of [34, Proposition 15]. The main results in this chapter are published in [31, 147]. A longer version of [147] with detailed proofs is available as a technical report [146].

4.1 Complexity Analysis of ADFs

In this section we study the computational complexity of ADFs. We first consider the general case in Section 4.1.1 and afterwards BADFs in Section 4.1.2. For a quick reference of the results, the reader is referred to Table 4.5 on page 108.

4.1.1 Complexity Analysis of General ADFs

The complexity of deciding credulous or skeptical acceptance or verifying a solution on ADFs w.r.t. grounded, admissible and preferred semantics is “one level” higher in the polynomial hierarchy w.r.t. their counterparts on AFs. For grounded semantics the verification problem is $\text{D}^\text{P}$-complete for ADFs. We apply proof ideas from [56] to prove hardness of the verification problem of preferred semantics and techniques from [63] for the skeptical reasoning problem of preferred semantics.

Computational Complexity of the Grounded Semantics

In this section we analyze the complexity of credulous and skeptical reasoning as well as the verification problem for grounded semantics. We begin with a rough upper bound and a straightforward computation of the grounded interpretation. This somewhat simplistic view is of use to gain an intuition of the grounded semantics. Afterwards we show tight upper and lower bounds for the decision problems. Here we first consider certain properties of three-valued interpretations. If a three-valued interpretation $I$ satisfies these properties, then it “approximates” the grounded interpretation $J$ of an ADF $D$ by $J \leq_t I$, i.e. everything set to true in the grounded interpretation is also true in $I$ and every argument set to false in the grounded interpretation is also false in $I$. Since the properties can essentially be checked by a simple “guess & check” approach, we can derive the corresponding complexity bounds for our decision problems. Subsequently

---

1We note that the results in [147] are derived using the general framework of approximation fixed point theory (AFT). However the results can be directly adapted for our setting.
we use these ideas to encode such an approximation into propositional logic. The benefit of the
reduction to propositional logic is that we can use this reduction for implementations.

The grounded interpretation for an ADF \( D = (S, L, C) \) can be computed by iterative applications
of the characteristic function on the initial interpretation, which sets each argument in \( S \) to \( u \).
For convenience we recall the corresponding Definition 2.3.30 from the background chapter.

Definition 2.3.30. Let \( D = (S, L, C) \) be an ADF and \( i \geq 0 \) an integer. Define the interpretation
\( \text{grd}^i(D) \) as follows. \( \text{grd}^0(D) = I \) with \( \forall s \in S : I(s) = u \). For \( i > 0 \) we define \( \text{grd}^i(D) = \Gamma_D(\text{grd}^{i-1}(D)) \).

Then by Proposition 2.3.8 it follows that \( \text{grd}^{||D||}(D) \) is the grounded interpretation for an
ADF \( D = (S, L, C) \), since at each step we either arrive at a fixed point or change the status of
at least one argument.

A useful way of looking at the accepted and rejected arguments w.r.t. the grounded inter-
pretation of an ADF \( D \) is the following. If an argument \( s \) has a tautological acceptance condition,
I.e. \( \|= \varphi_s \), then we have to accept it. Otherwise if \( \varphi_s \) is unsatisfiable, then we have to reject it,
i.e. set it to false in the grounded interpretation. This means that any argument set to true in
\( I_1 = \text{grd}^1(D) \) has a tautological acceptance condition, while the arguments set to false in \( I_1 \)
have an unsatisfiable acceptance condition. Now in the next iteration, we collect all arguments
\( s \) in \( I_1^f \) for \( I_2 = \text{grd}^2(D) \), for which the formula \( \phi = \varphi_s[I_1^f/\top][I_1^f/\bot] \) is valid. If \( \phi \) is unsat-
fiable then \( s \in I_1^f \). This can be seen from the fact that in \( [I_1^f] \) all two-valued interpretations
set all arguments in \( I_1^f \) to true (which have a valid acceptance condition) and all arguments in \( I_1^f \)
to false (which have an unsatisfiable acceptance condition). Therefore \( \Gamma_D(I_1)(s) = t \) and thus
\( s \in I_2 \) iff \( \phi \) is valid.

Next follows an easy observation, namely if an argument is undecided in the grounded inter-
pretation, then there is a reason for it. This reason can be expressed by two interpretations. One
for showing that we may not set the argument to true, and one for showing that we may not set it
to false in the grounded interpretation. This is captured in the next lemma.

Lemma 4.1.1. Let \( D = (S, L, C) \) be an ADF, \( I \) its grounded interpretation and \( u \in I^u \). There
exist two two-valued interpretations \( I_u, J_u \in [I]_2 \) such that \( I_u \models \varphi_u \) and \( J_u \not\models \varphi_u \).

Proof. Assume \( u \in I^u \). Suppose now the contrary to the statement in the lemma, i.e. for
all two-valued interpretations \( J \in [I]_2 \) we have either that \( J(\varphi_u) = t \) or \( J(\varphi_u) = f \). We
consider the first case, since the second one is symmetric. This means that \( \varphi_u \) evaluates to
true for all interpretations in \([I]_2 \). Thus \( \Gamma_D(I)(u) = t \). This implies that \( \Gamma_D \neq \Gamma_D(I) \),
since \( I(u) = u \neq t = \Gamma_D(I)(u) \). This is a contradiction to \( I \) being the grounded interpretation of
\( D \).

We now proceed with a technical lemma, from which we infer the membership part of the
computational complexity of the reasoning tasks for the grounded semantics.

Definition 4.1.1. Let \( D = (S, L, C) \) be an ADF and \( I \) a three-valued interpretation on \( S \). We
define the following three properties for \( I \) w.r.t. \( D \).
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1. for each \( a \in I^t \) there exists a \( J \in [I]_2 \) s.t. \( J \models \varphi_a; \)

2. for each \( r \in I^t \) there exists a \( J \in [I]_2 \) s.t. \( J \not\models \varphi_r; \)

3. for each \( u \in I^a \) there exist \( J, K \in [I]_2 \) s.t. \( J \models \varphi_a \) and \( K \not\models \varphi_u. \)

We denote the set of interpretations which satisfy all three properties w.r.t. \( D \) with \( \text{grd}_{\leq_i}(D) \).

Now we show that the grounded interpretation satisfies all three properties for any ADF \( D \). On the other hand, if we have a three-valued interpretation \( J \) which satisfies the three properties for an ADF \( D \), then \( \text{grd}(D) \leq_i J \).

**Lemma 4.1.2.** Let \( D = (S, L, C) \) be an ADF and \( J \) a three-valued interpretation on \( S \). It holds that

- \( \text{grd}(D) \in \text{grd}_{\leq_i}(D); \) and
- if \( J \in \text{grd}_{\leq_i}(D) \), then \( \text{grd}(D) \leq_i J \).

**Proof.** Let \( I \) be the grounded interpretation of \( D \), then it is straightforward to show that \( I \in \text{grd}_{\leq_i}(D) \), i.e. it satisfies the three properties of Definition 4.1.1 w.r.t. \( D \). By definition we have \( I = \Gamma_D(I) \) (\( I \) is complete in \( D \)). Therefore if \( a \in I^t \), then \( I(a) = t = \Gamma_D(I)(a) \) and thus \( K(\varphi_a) = t \) for any \( K \in [I]_2 \). For an \( r \in I^t \) it is immediate that for any such \( K \) we have \( K(\varphi_r) = f \). Therefore the first two properties of Definition 4.1.1 are satisfied. Due to Lemma 4.1.1 also the third property is satisfied.

We now prove the second item. Assume \( J \in \text{grd}_{\leq_i}(D) \). We show now by induction on \( n \geq 1 \) that \( \text{grd}^n(D) \leq_i J \). For \( n = 1 \) and \( \text{grd}^1(D) = K_1 \) we have that if \( s \in K_1^t \) then \( \varphi_s \) is a tautology, implying that \( s \in J^t \). Suppose the contrary, i.e. \( s \notin J^t \). Because \( J \) satisfies the three properties, this implies that there exists a two-valued interpretation which does not satisfy \( \varphi_s \). This is a contradiction to \( \varphi_s \) being a tautology. The case for \( s \in K_1^t \) is symmetric. Now assume the induction hypothesis \( K_n = \text{grd}^n(D) \leq_i J \) and to show that \( \text{grd}^{n+1}(D) \leq_i J \) holds consider \( \text{grd}^{n+1}(D) = K_{n+1} \). By the hypothesis \( K_n \leq_i J \) we get that \( [J]_2 \subseteq [K_n]_2 \). If \( s \in (K_{n+1} \setminus K_n) \), then \( \varphi_s \) evaluates to true under any interpretation in \( [K_n]_2 \). Clearly then there is no interpretation in \( [J]_2 \), which evaluates \( \varphi_s \) to false, therefore \( s \) is in \( J^t \), because otherwise one of the three properties would be violated. Similarly for the arguments set to false. This proves the lemma, since \( \text{grd}^{[S]}(D) = I = \text{grd}(D). \)

Note that checking the three properties of Definition 4.1.1 naturally corresponds to guessing two-valued interpretations and evaluating a formula. To decide whether a certain argument \( s \) is not true in the grounded interpretation of an ADF \( D \), we can simply guess a three-valued interpretation \( J, \) s.t. \( I(s) \neq t \). We further guess two-valued interpretations from \([I]_2 \) to witness that \( I \) satisfies the three properties. If such a guess succeeds, then due to the preceding lemma it follows that \( s \) is not true in the grounded interpretation of \( D \). This line of thought underlies the following proposition. Recall that for any ADF \( D = (S, L, C) \) and \( s \in S \) we have \( \text{Cred}_{\text{grd}}(s, D) = \text{Skept}_{\text{grd}}(s, D) \), since the grounded interpretation is unique.

**Proposition 4.1.3.** \( \text{Cred}_{\text{grd}} \) is \( \text{coNP}-\text{complete} \) for ADFs.
Proof. Let $D = (S, L, C)$ be an ADF and $s \in S$. For membership, consider the co-problem, i.e. deciding whether $s$ is not true in the grounded interpretation. Now we guess a three-valued interpretation $I$ and a set of two-valued interpretations $\mathcal{I} \subseteq [I]_2$ on $S$ with $|\mathcal{I}| = 2 \cdot |S|$ and $s \notin I^f$. Clearly we can construct this guess in polynomial time, since we have at most $|S| \cdot 2 + 1$ interpretations over the vocabulary $S$. Now we check if $I \in \text{grd}_{\leq_i}(D)$, i.e. whether it satisfies the three properties of Definition 4.1.1 w.r.t. $D$ by considering $\mathcal{I}$ as witnesses for each property. If $I$ satisfies the properties w.r.t. $D$, then $J \leq_i I$ with $J \in \text{grd}(D)$ by Lemma 3.1.2. Since $I(s) \neq t$, we have that $J(s) \neq t$, since otherwise we have $J(s) = t \nleq_i I(s)$ if $I(s) \in \{f, u\}$. This implies that $s$ is not true in the grounded interpretation. Therefore $\text{Cred}_{\text{grd}}(s, D) = \text{Skep}_{\text{grd}}(s, D) = \text{no}$. Clearly if we cannot guess such an $I$ and successfully check it, then $\text{Cred}_{\text{grd}}(s, D) = \text{yes}$.

For hardness, we can adapt the proof of [34, Proposition 13]. We reduce the problem of $\text{VALIDITY}$ to $\text{Cred}_{\text{grd}}(f, D)$. Let $\phi$ be an arbitrary Boolean formula. Then construct $D = (\text{atoms}(\phi) \cup \{f\}, L, C)$ with $\varphi_x = x$ if $x \in \text{atoms}(\phi)$ and $\varphi_f = \phi$. The ADF $D$ can be constructed in polynomial time w.r.t. the size of $\phi$. Clearly if $I \in \text{grd}(D)$, then for any $x \in \text{atoms}(\phi)$ we have $I(x) = u$. Now assume that $\text{Cred}_{\text{grd}}(f, D) = \text{yes}$. Then $f \in I^t$ and we have that for every $X$ with $X \subseteq \text{atoms}(\phi)$ it holds that $X \cup \{f\} \in [I]_2$. Since $I$ is admissible in $D$, this means that for all such $X$ we have $X \models \varphi_f = \phi$. Thus $\phi$ is valid and a “yes” instance of $\text{VALIDITY}$. Now assume that $\phi$ is valid. Then clearly $J$ with $J(x) = u$ for $x \in \text{atoms}(\phi)$ and $J(f) = t$ is the grounded interpretation of $D$, by the same reasoning as above. □

Using the proof of the preceding proposition, we show the complexity of the verification problem.

Theorem 4.1.4. $\text{Ver}_{\text{grd}}$ is $D^P$-complete for ADFs.

Proof. Let $D = (S, L, C)$ be an ADF and $I$ a three-valued interpretation over $S$. For membership consider the following. For each $x \in I^u$ we can decide whether $\text{Cred}_{\text{grd}}(x, D) = \text{yes}$ with a coNP check. For a $y \in I^t$ we can adapt the proof of Proposition 4.1.3 to show that it is in coNP to decide whether $y$ is false in the grounded interpretation of $D$. We guess a three-valued interpretation $K$ with $K(y) \neq f$. Further we guess a set of two-valued interpretations $K \subseteq [K]_2$, which verify that $K \in \text{grd}_{\leq_i}(D)$. If this guess is successful, then $y$ is not false in the grounded interpretation. Thus the problem of deciding whether $y$ is false in the grounded interpretation is in coNP. Therefore we can verify that $I \leq_i J$ for $J$ the grounded interpretation of $D$ with $|I^u \cup I^t|$ independent problems in coNP, which can be combined into one problem in coNP.

For verifying that $J = I$, we also need to verify the undecided arguments in $I$. We similarly as before guess a set of two-valued interpretations $\mathcal{I} \subseteq [I]_2$ and check whether $I \in \text{grd}_{\leq_i}(D)$. If this check is successful, then by Lemma 4.1.2 we know that $J \leq_i I$. The check whether $J \leq_i I$ holds is in NP. By combining this with the coNP check we have $I = J$, which solves the verification problem. Note that the number and size of the guesses we need to construct for each argument is polynomial w.r.t. the size of the given ADF $D$.

For hardness consider the $\text{SAT-VALIDITY}$ problem. Let $\phi$ and $\psi$ be arbitrary Boolean formulae. W.l.o.g. we assume that $\text{atoms}(\phi) \cap \text{atoms}(\psi) = \emptyset$. We construct an ADF $D$ as follows. Let $D = (\text{atoms}(\phi) \cup \text{atoms}(\psi) \cup \{d, s, v\}, L, C)$ with
\[ \varphi_x = x \text{ if } x \in \text{atoms}(\phi) \cup \text{atoms}(\psi); \]
\[ \varphi_d = d; \]
\[ \varphi_s = \phi \land d; \text{ and} \]
\[ \varphi_v = \psi. \]

The ADF \( D \) can be constructed in polynomial time w.r.t. the size of \( \phi \) and \( \psi \). Then we show that \( \phi \) is satisfiable and \( \psi \) is valid iff \( I = \text{grd}(D) \) with \( I(x) = u \) for \( x \in \text{atoms}(\phi) \cup \text{atoms}(\psi) \cup \{d, s\} \) and \( I(v) = t \). We can straightforwardly adapt the hardness proof of Proposition 4.1.3 for seeing that if \( \psi \) is valid then \( \text{Cred}_{\text{grd}}(v, D) = \text{yes} \) and vice versa.

Now assume that \( \phi \) is satisfiable and \( \psi \) is valid. We show that then \( I \) is the grounded interpretation. For any argument except \( s \) it is immediate to see that \( I \) assigns the same value as the grounded interpretation (if the acceptance condition of an argument \( a \) is the formula \( a \), then it is always undecided in the grounded interpretation). What remains to be shown is that \( s \) is undecided in the grounded interpretation. Since \( d \) is undecided in the grounded interpretation we have two two-valued interpretations in \([\text{grd}(D)]_2\), s.t. one evaluates \( \varphi_s \) to true and another to false. Hence \( I \) is the grounded interpretation.

Assume otherwise that \( \phi \) is unsatisfiable or \( \psi \) is not valid. In the latter case we have \( \text{Cred}_{\text{grd}}(v, D) = \text{no} \) and thus \( I \) is not the grounded interpretation of \( D \). If \( \phi \) is unsatisfiable then also \( \varphi_s \) is unsatisfiable and the grounded interpretation sets \( s \) to false, unlike the three-valued interpretation \( I \).

Having established the complexity bounds, we are now ready to define the reduction to propositional logic for computing the grounded interpretation of an ADF. We begin with the definition of the main part of the Boolean formula we construct.

**Definition 4.1.2.** Let \( D = (\{s_1, \ldots, s_n\}, L, C) \) be an ADF, where we order the arguments and \( 1 \leq i \leq n \). Then let

\[
grd\text{-form}_{\text{dec}}(s_i) = (s_i^1 \leftrightarrow \varphi_{s_i}^1) \land \cdots \land (s_i^{2^n} \leftrightarrow \varphi_{s_i}^{2^n}) \land \neg s_i^u \quad (4.1) \\
grd\text{-form}_{\text{undec}}(s_i) = (\varphi_{s_i}^1 \land \neg \varphi_{s_i}^{i+1} \land s_i^u) \quad (4.2) \\
grd\text{-form}(D) = \bigwedge_{1 \leq j \leq n} (\text{grd\text{-form}}_{\text{dec}}(s_j) \lor \text{grd\text{-form}}_{\text{undec}}(s_j)) \quad (4.3)
\]

The propositional formula \( \text{grd\text{-form}}(D) \) is the central part of the reduction for the grounded semantics for ADFs to Boolean logic. Intuitively \( \text{grd\text{-form}}_{\text{dec}}(s_i) \) consists of \( 2 \cdot n \) copies of an equivalence between the argument \( s_i \) and its acceptance condition. Additionally we require that the auxiliary atom \( s_i^u \) is false. If this special atom is true in at least one model, then this is interpreted that \( s_i \) is undecided in the grounded interpretation. The formula \( \text{grd\text{-form}}_{\text{undec}}(s_i) \) is based on the observation from Lemma 4.1.1. In particular for each undecided argument \( u \) in the grounded interpretation of an ADF \( D \) we have that there is an \( I \in [\text{grd}(D)]_2 \) and an interpretation \( J \in [\text{grd}(D)]_2 \), s.t. \( I(\varphi_u) = t \) and \( J(\varphi_u) = f \). We now state some formal properties of \( \text{grd\text{-form}}(D) \). First we define a two-valued interpretation \( I_{\text{grd}(D)} \).
We have to show for all $I$ such that

\[ \text{Assume that} \quad \begin{array}{llllllllllllllllllllllllllllllllll} \text{Let} & \begin{array}{llllllllllllllllllllllllllllllllll} D & \text{be three arguments in} \quad D & \text{arguments and their corresponding variables.} \end{array} \end{array} \]

are given in Table 4.1 for the accepted and rejected arguments and in Table 4.2 for the undecided arguments, where

\[ \text{Table 4.1: Values of} \quad I_{\text{grd}(D)} \quad \text{for arguments, which are accepted or rejected in the grounded interpretation.} \]

<table>
<thead>
<tr>
<th>Variable $x$</th>
<th>$s_1^1$</th>
<th>$\ldots$</th>
<th>$s_1^n$</th>
<th>$s_2^1$</th>
<th>$\ldots$</th>
<th>$s_2^n$</th>
<th>$s_3^1$</th>
<th>$\ldots$</th>
<th>$s_3^n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{\text{grd}(D)}(x)$</td>
<td>$t$</td>
<td>$\ldots$</td>
<td>$t$</td>
<td>$\ldots$</td>
<td>$f$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ \text{Table 4.2: Values of} \quad I_{\text{grd}(D)} \quad \text{for arguments, which are undecided in the grounded interpretation.} \]

<table>
<thead>
<tr>
<th>Variable $x$</th>
<th>$s_1^1$</th>
<th>$\ldots$</th>
<th>$s_1^n$</th>
<th>$s_2^1$</th>
<th>$\ldots$</th>
<th>$s_2^n$</th>
<th>$s_3^1$</th>
<th>$\ldots$</th>
<th>$s_3^n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{\text{grd}(D)}(x)$</td>
<td>$I_{s_1}(s_k)$</td>
<td>$\ldots$</td>
<td>$I_{s_k}(s_k)$</td>
<td>$I_{s_n}(s_k)$</td>
<td>$J_{s_1}(s_k)$</td>
<td>$\ldots$</td>
<td>$J_{s_k}(s_k)$</td>
<td>$J_{s_n}(s_k)$</td>
<td>$t$</td>
</tr>
</tbody>
</table>

\[ \text{Definition 4.1.3. Let} \quad D = (S = \{s_1, \ldots, s_n\}, L, C) \quad \text{be an ADF with ordered arguments and} \quad I \quad \text{its grounded interpretation. Choose for each} \quad s \in S \quad \text{two interpretations:} \quad I_s, J_s \in [I]_2. \text{ If} \quad s \in I^t, \text{then additionally the following two properties must hold:} \]

- $I_s \models \varphi_s$ and
- $J_s \not\models \varphi_s$.

Now we define the two-valued interpretation $I_{\text{grd}(D)}$ as follows for $x \in S$:

\[ I_{\text{grd}(D)}(x) = \begin{cases} t & \text{if } x = a^i, 1 \leq i \leq 2 \cdot n, a \in I^t \\ f & \text{if } x = r^i, 1 \leq i \leq 2 \cdot n, r \in I^f \\ f & \text{if } x = a^u, a \in I^t \text{ or } x = r^u, r \in I^f \\ t & \text{if } x = u^u, u \in I^u \\ I_s(u) & \text{if } x = u^i, 1 \leq i \leq n, u \in I^u \\ J_s(u) & \text{if } x = u^i, n + 1 \leq i \leq 2 \cdot n, u \in I^u \end{cases} \]

To illustrate Definition 4.1.3 consider an ADF $D = (S, L, C)$ with $S = \{s_1, \ldots, s_n\}$. Assume that $I$ is the grounded interpretation of $D$ and $I(s_i) = t$, $I(s_j) = f$ and $I(s_k) = u$ be three arguments in $D$ which are mapped to true, false and undecided respectively. Further assume that $I_s$ and $J_s$ are given for each $s \in S$ as in Definition 4.1.3. Then the values for $I_{\text{grd}(D)}(x)$ are given in Table 4.1 for the accepted and rejected arguments and in Table 4.2 for the undecided arguments and their corresponding variables.

One can view the interpretation $I_{\text{grd}(D)}$ as “representing” the grounded interpretation of $D$. We now show that $I_{\text{grd}(D)}$ is a model of $\varphi_{\text{grd}(D)}(D)$, i.e. we show that $I_{\text{grd}(D)} \models I_{\text{grd}(D)}$.

\[ \text{Lemma 4.1.5. Let} \quad D = (S = \{s_1, \ldots, s_n\}, L, C) \quad \text{be an ADF. Then} \quad I_{\text{grd}(D)} \models I_{\text{grd}(D)} \models I_{\text{grd}(D)} \models \varphi_{\text{grd}(D)}(D). \]

\[ \text{Proof. We have to show for all} \quad s \in S \quad \text{that either} \quad I_{\text{grd}(D)} \models I_{\text{grd}(D)} \models I_{\text{grd}(D)} \models \varphi_{\text{grd}(D)}(s) \quad \text{or} \quad I_{\text{grd}(D)} \models I_{\text{grd}(D)} \models I_{\text{grd}(D)} \models \varphi_{\text{grd}(D)}(s). \text{ We will show that for} \quad s \in I^t \cup I^f \quad \text{the former is always the case by induction on} \quad \varphi_{\text{grd}(D)}(D) \quad \text{for an integer} \quad i > 0. \text{ For} \quad s \in I^u \quad \text{we will then show that} \quad \text{the latter is always the case.} \]
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• Induction base \((i = 1)\): Let \(\varphi^1(D) = J\), then \(I_{\varphi^1(D)} \models \varphi_{\text{undec}}(s)\) for \(s \in J^t \cup J^f\). First consider the case that \(s \in J^t\), then \(\varphi_s\) is tautological and \(I_{\varphi^1(D)}(s^t) = t\) for \(1 \leq j \leq 2 \cdot n\). This means that all equivalences of \(\varphi_{\text{undec}}(s)\) are satisfied, and since \(I_{\varphi^1(D)}(s^t) = f\) we know that this subformula is satisfied by \(I_{\varphi^1(D)}\). Similarly for \(s \in J^f\).

• Induction hypothesis: For an integer \(i\), let \(\varphi^i(D) = J\), then \(I_{\varphi^i(D)} \models \varphi_{\text{undec}}(s)\) for \(s \in J^t \cup J^f\).

• Induction step: Assume that the induction hypothesis is true and \(\varphi^i(D) = J\). Let \(\varphi^{i+1}(D) = K\). For every \(s \in K^t\), the formula \(\varphi_s\) is tautological if the variables from \(J^t\) are set to true and \(J^f\) are set to false in \(\varphi_s\), i.e. \(\varphi_s[J^t/\top][J^f/\bot]\). If this would not be the case, then \(s \notin K^t\). Hence all equivalences of \(\varphi_{\text{undec}}(s)\) are satisfied, and again since \(I_{\varphi^i(D)}(s^t) = f\) we know that \(I_{\varphi^i(D)} \models \varphi_{\text{undec}}(s)\). Similarly for \(s \in K^f\).

For \(s_i \in I^u\) we show that \(I_{\varphi^i(D)} \models \varphi_{s_i}^i\) and \(I_{\varphi^i(D)} \not\models \varphi_{s_i}^{i+1}\). Further we have that \(I_{\varphi^i(D)}(s^u) = t\), hence \(I_{\varphi^i(D)} \models \varphi_{\text{undec}}(s)\) for all \(s_i \in I^u\).

Next we show that \(\varphi_{\text{undec}}(D)\) entails certain atoms, corresponding to accepted and rejected arguments in the ADF w.r.t. grounded semantics.

**Lemma 4.1.6.** Let \(D = (S, L, C)\) be an ADF, \(I\) its grounded interpretation and \(|S| = n\). Then \(\varphi_{\text{undec}}(D) \models \bigwedge_{a \in J^t} (a_1^1 \land \cdots \land a_{2^n}^2 \land \neg a^u) \land \bigwedge_{r \in J^f} (\neg r_1^1 \land \cdots \land \neg r^{2n} \land \neg r^u)\).

**Proof.** Let \(X \subseteq S\) be a set of arguments, then we define the following helper functions \(A(X) = \bigwedge_{x \in X} (x_1^1 \land \cdots \land x_{2^n}^2 \land \neg x^u)\) and \(R(X) = \bigwedge_{x \in X} (\neg x_1^1 \land \cdots \land \neg x_{2^n}^2 \land \neg x^u)\). We now prove by induction on \(\varphi^i(D)\) the lemma. Note that \(\varphi_{\text{undec}}(D)\) is satisfiable by Lemma 4.1.5

• Induction base \((i = 1)\): Let \(\varphi^1(D) = J\), then the entailment \(\varphi_{\text{undec}}(D) \models A(J^t) \land R(J^f)\) follows, since \(\varphi_a^a \equiv \top\) and \(\varphi_r^r \equiv \bot\) for \(a \in J^t\) and \(r \in J^f\). Consider the case that \(s \in J^t\), then \(\neg \varphi_s\) is unsatisfiable, hence \(\varphi_{\text{undec}}(s)\) is unsatisfiable. Therefore, since at least one model of \(\varphi_{\text{undec}}\) exists, we know that in all models of \(D\) we have to satisfy \(A(J^t)\). The proof for \(R(J^f)\) is analogous.

• Induction hypothesis: For an integer \(i\), let \(\varphi^i(D) = J\), then \(\varphi_{\text{undec}}(D) \models A(J^t) \land R(J^f)\).

• Induction step: Assume that the induction hypothesis is true. Let \(\varphi^i(D) = J\) and \(\varphi^{i+1}(D) = K\). If \(\varphi_{\text{undec}}(D) \models A(J^t) \land R(J^f)\), then in all models of \(\varphi_{\text{undec}}(D)\) (which exist, due to Lemma 4.1.5) we have that the renamed atoms of \(a \in J^t\) are set to true and \(r \in J^f\) are set to false, i.e. \(J(a^i) = t\) and \(J(r^j) = f\) for \(1 \leq j \leq 2 \cdot n\). Hence \(\varphi_a^a[J^t/\top][J^f/\bot]\) is tautological for \(b \in K^t\), i.e. cannot be falsified anymore and \(\varphi_c[J^t/\top][J^f/\bot]\) for \(c \in K^f\) cannot evaluate to true. This means that both subformulas \(\varphi_{\text{undec}}(b)\) and \(\varphi_{\text{undec}}(c)\) are unsatisfiable. In all models satisfying \(\varphi_{\text{undec}}(b)\) we have that \(b_1^1 \land \cdots \land b_{2^n}^2 \land \neg b^u\) is entailed. Similarly for \(c\).
This proves the claim.

The next result follows from Lemma \[4.1.5\].

**Lemma 4.1.7.** Let \(D = (S, L, C)\) be an ADF and \(I\) its grounded interpretation, then the formula \(\text{grd}\_\text{form}(D) \land \bigwedge_{u \in I^u} u^u\) is satisfiable.

The previous lemmata show that the grounded interpretation can be computed by considering the backbone of \(\text{grd}\_\text{form}(D)\) (see Section \[4.2.2\]). Here we show that the encoding matches the complexity of the verification problem of the grounded semantics of ADFs.

**Proposition 4.1.8.** Let \(D = (S, L, C)\) be an ADF and \(I\) a three-valued interpretation on \(S\). Further let

\[
\phi = \text{grd}\_\text{form}(D) \land \bigwedge_{u \in I^u} u^u
\]

\[
\psi = \text{grd}\_\text{form}(D) \rightarrow (\bigwedge_{a \in I^a} (a^1 \land \cdots \land a^{2^n} \land -a^u) \land \bigwedge_{r \in I^r} (-r^1 \land \cdots \land -r^{2^n} \land -r^u))
\]

Then \(I\) is the grounded interpretation of \(D\) iff \(\phi\) is satisfiable and \(\psi\) is valid.

**Proof.** We now show that the formula \(\phi\) is satisfiable and the formula \(\psi\) is valid iff \(I\) is the grounded interpretation of \(D\). Assume \(I\) is the grounded interpretation of \(D\), then \(\phi\) is satisfiable due to Lemma \[4.1.7\] and \(\psi\) is valid due to Lemma \[4.1.6\]. Assume now that \(I\) is not the grounded interpretation of \(D\), but the three-valued interpretation \(J\) is, with \(J \neq I\). Then there exists an \(s \in S\), such that \(I(s) \neq J(s)\). The following cases may occur:

- \(I(s) = v \neq u = J(s)\) for \(v \in \{t, f\}\): Due to Lemma \[4.1.7\] we have that \(-s^u\) cannot be entailed from \(\text{grd}\_\text{form}(D)\), hence \(\psi\) is not valid.
- \(I(s) = u \neq v = J(s)\) for \(v \in \{t, f\}\): Due to Lemma \[4.1.6\] we know that \(\text{grd}\_\text{form}(D) \land s^u\) is not satisfiable.
- \(I(s) = v \neq v' = J(s)\) for \(v, v' \in \{t, f\}\): Then \(\psi\) is not valid, due to Lemma \[4.1.6\].

This proves the proposition.

A natural question regarding the encoding is why we have many duplicates in this reduction to propositional logic (although still only polynomially many w.r.t. the size of the ADF). Assume that we have determined which arguments are true and which are false in the grounded interpretation \(I\) of an ADF. For showing that a certain argument \(x\) is undecided in \(I\), one needs two witnesses from \([I]_2\), one interpretation evaluating \(\varphi_x\) to false and another evaluating \(\varphi_x\) to true. Consider an ADF \(D = (\{a, b, c\}, L, \{\varphi_a = a, \varphi_b = b, \varphi_c = \neg(a \leftrightarrow b)\})\). The grounded interpretation of \(D\) sets all three arguments to undecided. For witnesses we thus require two two-valued interpretations for each argument. The example shows that in general one cannot use just two such interpretations for showing the undecidedness for all undecided arguments. In Table \[4.3\] we see why this is the case. The table shows four interpretations from \([I]_2\) projected on
Table 4.3: Example for two two-valued interpretations, which are not sufficient to show undecidedness w.r.t. the grounded semantics. For showing that \( a \) and \( b \) are undecided, we can use \( I_1 \) with \( I_4 \) or \( I_2 \) with \( I_3 \), but with both choices, \( c \) evaluates to the same truth value under both interpretations.

<table>
<thead>
<tr>
<th>( I )</th>
<th>( a )</th>
<th>( b )</th>
<th>( \varphi_a = a )</th>
<th>( \varphi_b = b )</th>
<th>( \varphi_c = \neg(a \leftrightarrow b) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_1 )</td>
<td>( f )</td>
<td>( f )</td>
<td>( f )</td>
<td>( f )</td>
<td>( t )</td>
</tr>
<tr>
<td>( I_2 )</td>
<td>( f )</td>
<td>( t )</td>
<td>( f )</td>
<td>( t )</td>
<td>( f )</td>
</tr>
<tr>
<td>( I_3 )</td>
<td>( t )</td>
<td>( f )</td>
<td>( t )</td>
<td>( f )</td>
<td>( f )</td>
</tr>
<tr>
<td>( I_4 )</td>
<td>( t )</td>
<td>( t )</td>
<td>( t )</td>
<td>( t )</td>
<td>( t )</td>
</tr>
</tbody>
</table>

the two arguments \( a \) and \( b \) (the value for \( c \) is not relevant) and the evaluation on the acceptance conditions. We need more than two interpretations from \( \{I_1, I_2, I_3, I_4\} \) to witness that all three arguments are undecided in \( D \) w.r.t. the grounded interpretation. Therefore we need in general more than two copies of each argument in the encoding, since we may need for each argument two interpretations as witnesses. For clarity we have chosen to include \( 2 \cdot |S| \) many copies of each argument in the encoding.

### Computational Complexity of the Admissible Semantics

The computational complexity of the admissible semantics of ADFs is crucial for an understanding of the preferred semantics and other admissibility-based semantics. We begin with the most basic decision problem, the verification problem.

**Proposition 4.1.9.** \( \text{Ver}_{\text{adm}} \) is \( \text{coNP} \)-complete for ADFs.

**Proof.** Let \( D = (S, L, C) \) be an ADF and \( I \) a three-valued interpretation on \( S \). For membership consider the co-problem, i.e. verify that \( I \) is not admissible in \( D \). Guess an argument \( s \in S \) such that \( I(s) \in \{t, f\} \) and a two-valued interpretation \( I' \) that extends \( I \), i.e. \( I' \in [I]_2 \). Check that \( I \) is not admissible, i.e. \( I'(\varphi_s) \neq I(s) \).

For hardness we provide a reduction from the problem if a given propositional formula \( \phi \) over vocabulary \( P \) is valid. Construct an ADF \( D \) with arguments \( P \cup \{a\} \), where \( a \notin P \) and \( \varphi_s = s \) if \( s \in P \) and \( \varphi_a = \phi \). Further construct a three-valued interpretation \( I \) with \( I(s) = u \) for \( s \in P \) and \( I(a) = t \). The ADF \( D \) and \( I \) can be constructed in polynomial time w.r.t. the size of \( \phi \). We show that \( I \) is admissible iff \( \phi \) is valid. The set of two-valued extensions \( I' \in [I]_2 \) of \( I \), if restricted to \( P \), equals the set of possible two-valued interpretations of \( \phi \). Hence if \( \phi \) is valid, \( I \) will be admissible, since then all two-valued interpretations are models of \( \phi \) and likewise for all extensions \( I' \) of \( I \) we have \( I'(\varphi_a) = t \). Similarly if \( \phi \) is not valid then \( I'(\varphi_a) \neq t \), since there is an interpretation that falsifies \( \phi \) and hence an extension \( I' \in [I]_2 \) with \( I'(\varphi_a) = f \). Thus \( I \) is not admissible. \( \Box \)

Next follows a rather basic observation, which proves useful, namely that self-attacking arguments are always undecided in any admissible interpretation for any ADF. This is not sur-
praising, since the same occurs with labelings and AFs. By a self-attack in ADFs we mean an acceptance condition like \( \varphi_s = \neg s \) for an argument \( s \).

**Observation 4.1.10.** Let \( D = (S, L, C) \) be an ADF and \( s \in S \) with \( \varphi_s = \neg s \) and \( I \in \text{adm}(D) \). Then \( I(s) = u \).

**Proof.** Suppose there exists a \( I \in \text{adm}(D) \) with \( I(s) \neq u \). If \( I(s) = t \), then \( \Gamma_D(I) = J \) with \( J(s) = f \), since \( I(\varphi_s) = f \). The case with \( I(s) = f \) is handled similarly.

We now come to the main result in this section, the complexity of credulous reasoning under admissible semantics. Recall that the interpretation setting all arguments to \( u \) is always admissible and thus no argument is skeptically accepted w.r.t. admissibility. We now use a reduction from QBFs. There is a useful reading of QBFs we apply in our proofs. Consider a QBF \( \psi \in QBF_{\exists,2} \) with \( \psi = \forall X \exists Y \forall Z \phi \). Then \( \psi \) is valid iff we have for every \( X' \subseteq X \) that there is a \( Y' \subseteq Y \) s.t. for any \( Z' \subseteq Z \) we have that \( X' \cup Y' \cup Z' \models \phi \). This can be inferred by looking at Definition 4.2.11 for semantics of QBFs. For the next proof we use QBFs in \( QBF_{\exists,2} \).

One can straightforwardly adapt this line of reasoning of QBFs accordingly for this and other classes.

**Proposition 4.1.11.** \( \text{Cred}_{\text{adm}} \) is \( \Sigma_2^P \)-complete for ADFs.

**Proof.** Let \( D = (S, L, C) \) be an ADF and \( s \in S \). \( \Sigma_2^P \) membership can be proven by guessing a three-valued interpretation \( I \), for which it holds that \( I(s) = t \). Then we check if \( I \in \text{adm}(D) \), which itself is a coNP-complete problem, see Proposition 4.1.9.

For hardness we provide a reduction from the problem \( QBF_{\exists,2} \)-VALIDITY. Let \( \phi \in QBF_{\exists,2} \) be a closed QBF of the form \( \phi = \exists X \forall Y \psi \). Construct an ADF \( D = (S, L, C) \) as follows. \( S = X \cup Y \cup \{ f \} \). \( L = \{(z, z), (z, f) \mid z \in X \cup Y \} \). Let the acceptance conditions be \( \varphi_x = x \) if \( x \in X \), \( \varphi_y = \neg y \) for \( y \in Y \) and finally \( \varphi_f = \psi \). See Figure 4.1 for an illustration of the constructed ADF. The ADF \( D \) can be constructed in polynomial time w.r.t. the size of \( \phi \). Due to Observation 4.1.10 we know that in any admissible model \( I \) of \( D \) the value of an argument \( y \in Y \) is set to \( u \), i.e. \( I(y) = u \). We now prove that \( \text{Cred}_{\text{adm}}(f, D) = \text{yes} \) iff \( \phi \) is valid.

Assume now that \( \text{Cred}_{\text{adm}}(f, D) = \text{yes} \). Then there exists a three-valued interpretation \( I \in \text{adm}(D) \), s.t. \( I(f) = t \). We show that in this case \( \phi \) is valid. By definition we know that \( I \preceq_i \Gamma_D(I) \). Since \( I|_Y \) sets all arguments to undecided, we have that for \( X' = I^t \cap X \) and any \( Y' \subseteq Y \) that \( X' \cup Y' \cup \{ f \} \in [I]_2 \). Since \( I(f) = t = \Gamma_D(I)(f) = t \) we have that \( X' \cup Y' \cup \{ f \} \models \varphi_f = \psi \). Thus \( X' \cup Y' \models \psi \). Since this holds for any \( Y' \subseteq Y \) this implies that \( \phi \) is valid.

Now assume that \( \phi \) is valid. This means that there exists a set \( X' \subseteq X \), s.t. for any \( Y' \subseteq Y \) we have \( X' \cup Y' \models \psi \). We now show that \( I = (X' \cup \{ f \}, X \setminus X', Y') \) is admissible in the constructed ADF \( D \). We directly have \( I(x) \leq_i \Gamma_D(I)(x) \) for \( x \in X \). Further \( I(y) = u \) for \( y \in Y \), thus \( I(y) \leq_i \Gamma_D(I)(y) \). What remains to be shown is that \( I(f) = t = \Gamma_D(I)(f) \). Consider a \( J \in [I]_2 \). Clearly \( J \cap X = X' \) by construction. Therefore for any such \( J \) it follows that \( J \models \varphi_f = \psi \), since \( \psi \) is satisfied by an interpretation \( K \) with \( K \cap X = X' \) and any \( Y'' \subseteq Y \) with \( K \cap Y = Y'' \). Therefore \( I \) is admissible in \( D \).
\[ \varphi_f = \psi \]

![Figure 4.1: Constructed ADF for hardness proof of Proposition 4.1.11](image)

Computational Complexity of the Preferred Semantics

Regarding the preferred semantics and its computational complexity, we first prove an auxiliary result.

**Lemma 4.1.12.** Let \( D = (S, L, C) \) be an ADF, \( s \in S \) and \( \phi \) a propositional formula. If \( \varphi_s = \neg s \lor \phi \) and \( I \in \text{adm}(D) \). Then \( I(s) \neq f \).

**Proof.** Suppose \( I(s) = f \). Then immediately \( I(\varphi_s) = t \). But then \( \Gamma_D(I)(s) = t \neq f \), which implies that \( I \) is not admissible in \( D \). \( \square \)

Now we consider the existence of a non-trivial admissible interpretation for showing the complexity of the verification problem of preferred interpretations. This proof idea is adapted from [56], where this technique is used to show the corresponding complexity for AFs. Recall that an interpretation is non-trivial if there exists an argument not set to undecided.

**Lemma 4.1.13.** Deciding whether for a given ADF there exists a non-trivial admissible interpretation of this ADF is \( \Sigma^P_2 \) hard.

**Proof.** We show hardness by a reduction from a closed QBF \( \phi = \exists X \forall Y \psi \in \mathcal{QBF}_{3.2} \). Construct \( D = (S, L, C) \) as follows. \( S = X \cup \overline{X} \cup Y \cup \{ f \} \). The acceptance conditions are defined by \( \varphi_x = f \land \neg \overline{x} \) for \( x \in X \), \( \varphi_{\overline{x}} = f \land \neg x \) for \( \overline{x} \in \overline{X} \), \( \varphi_y = \neg y \) for \( y \in Y \) and \( \varphi_f = \neg f \lor \psi \).

For an illustration of the constructed ADF see Figure 4.2. The ADF \( D \) can be constructed in polynomial time w.r.t. the size of \( \phi \). Now we show that there exists an \( I \in \text{adm}(D) \) with \( I \) non-trivial iff \( \phi \) is valid. By Observation 4.1.10 we know that each \( y \in Y \) is never assigned a value \( t \) or \( f \) in any admissible interpretation. By Lemma 4.1.12 we know that \( f \) is never assigned \( f \). Now suppose \( I(f) = u \) and there exists a \( x \in X \) or \( \overline{x} \in \overline{X} \) such that \( I(x) \neq u \) or \( I(\overline{x}) \neq u \). Then \( I(x) \) cannot be \( t \), since for this to hold we require \( I(f) = t \). Similarly for \( \overline{x} \). The last case is to consider \( I(x) = f \). This can only be if \( I(\overline{x}) = t \), which is a contradiction to the assumption that \( I(f) = u \). Hence in any \( I \in \text{adm}(D) \) if an argument is assigned a value different from \( u \), then it also holds that \( I(f) = t \).
Assume that $I \in adm(D)$ and $I$ is non-trivial. Then $I(f) = t$. This means $\Gamma_D(I)(f) = t$ and for all $J \in [I]_2$ it holds that $J(\varphi_f) = t = J(\psi)$. Clearly for $I^t \cap X = X'$ and any $Y' \subseteq Y$ we have $X' \cup Y' \cup \{f\} \in [I]_2$. Thus $X' \cup Y' \models \psi$. This implies that $\varphi$ is valid.

Assume now that $\varphi$ is valid. Then there exists an $X' \subseteq X$, s.t. for any $Y' \subseteq Y$ we have $X' \cup Y' \models \psi$. Then we show that $I = (X' \cup \{f\} \cup X \setminus X', X \setminus X' \cup X', Y)$ is admissible in $D$. Clearly for any $s \in S \setminus \{f\}$ we have $I(s) \leq^i \Gamma_D(I)(s)$. It remains to be shown for $f$. Since $\{X' \cup Y'' \cup \{f\} \mid Y'' \subseteq Y\} = [I]_2$ it follows that any interpretation in $[I]_2$ evaluates $\varphi_f$ to true. Thus $I$ is admissible in $D$.

Now we can prove that $Ver_{prf}$ is $\Pi^p_2$-complete.

**Proposition 4.1.14.** $Ver_{prf}$ is $\Pi^p_2$-complete for ADFs.

**Proof.** Let $D = (S, L, C)$ be an ADF and $I$ a three valued interpretation on $S$. To show membership, consider the co-problem, i.e. is $I$ not preferred in $D$, or equivalently, does there exist an $I' \in adm(D)$ with $I <^i I'$. Membership can be proven by guessing a three-valued interpretation $I'$ such that $I <^i I'$ and checking if $I'$ is admissible in $D$. Checking if $I'$ is admissible in $D$ is a coNP-complete problem, see Proposition 4.1.9.

To show hardness, consider the special case for verifying that the interpretation $I'$ is preferred with $I'(s) = u, \forall s \in S$. The interpretation $I'$ is not preferred iff there exists a non-trivial admissible interpretation in $D$, i.e. an admissible interpretation setting at least one argument to either $t$ or $f$. Due to to Lemma 4.1.13 this problem is $\Sigma^p_2$ hard.

It is easy to see that $Cred_{adm}$ and $Cred_{prf}$ coincide for ADFs. If a three-valued interpretation $I$ is admissible in an ADF $D$, then there exists an $I' \in prf(D)$ with $I \leq^i I'$, since if $I$ is not preferred in $D$, then there must exist a greater three-valued interpretation w.r.t. $\leq^i$. Finally we turn our attention to the skeptical acceptance of an argument under preferred semantics. Recall that this is one of the most challenging problems for AFs (it is $\Pi^p_2$-complete for AFs). We apply proof techniques from [63] to prove our results. We begin by defining our reduction.
Definition 4.1.4. Let $\phi \in \text{QBF}_{\psi,3}$ be a closed QBF, with the form $\phi = \forall X \exists Y \forall Z \psi$. We define the ADF $D_{\text{prf}}(\phi) = (S, L, C)$ with $S = X \cup Y \cup \overline{Y} \cup Z \cup \{f\}$ and the acceptance conditions as follows.

- $\phi_x = x$ if $x \in X$,
- $\phi_y = \overline{y} \land f$ if $y \in Y$,
- $\phi_{\overline{y}} = \overline{y} \land f$ if $y \in \overline{Y}$,
- $\phi_z = \overline{z}$ if $z \in Z$,
- $\phi_f = \neg f \lor \psi$.

As usual the links $L$ are defined implicitly via $C$.

See Figure 4.3 for an illustration of the constructed ADF from Definition 4.1.4. The ADF $D_{\text{prf}}(\phi)$ can be constructed in polynomial time w.r.t. the size of $\phi$. We now prove some properties of this ADF. First we show that for any two-valued truth assignment on the arguments in $X$ there is at least one preferred interpretation setting the arguments in $X$ to these values.

Lemma 4.1.15. Let $\phi = \forall X \exists Y \forall Z \psi$ be a closed QBF, $D_{\text{prf}}(\phi) = (S, L, C)$, the set of all two-valued interpretations on $X$ be $J = \{J \mid x \in X, J(x) = \mathbf{t} \text{ or } J(x) = \mathbf{f}\}$ and the set of preferred models of $D_{\text{prf}}(\phi)$ restricted to $X$ be $I = \{I|_X \mid I \in \text{prf}(D_{\text{prf}}(\phi))\}$. It then holds that $J = I$.

Proof. Assume $J \in J$, we need to show that then there exists an $I \in \text{prf}(D_{\text{prf}}(\phi))$ with $J = I|_X$. Consider $J'$ with $J'|_X = J$ and $J'(s) = \mathbf{u}$ for $s \in S \setminus X$. Clearly $J'$ is admissible in $D_{\text{prf}}(\phi)$. Now we have that there exists an $I \in \text{prf}(D_{\text{prf}}(\phi))$ s.t. $J' \leq_1 I$.

Now assume that $I \in \text{prf}(D_{\text{prf}}(\phi))$. We need to show that then there exists a $J \in J$ such that $I|_X = J$. Suppose there exists an $x \in X$ such that $I(x) = \mathbf{u}$. This is a contradiction to $I$.
being preferred in \( \text{prf}(D_{\text{prf}}(\phi)) \), since we can consider an \( I' \) for which it holds that \( I'(s) = I(s) \) for \( s \in S \setminus \{x\} \), but \( I'(x) \neq u \). Then \( I' \) is also admissible, which contradicts that \( I \) is preferred. This means that \( I(x) \neq u \) for any \( x \in X \). Since \( J \) contains any possible two-valued truth value combination of the variables in \( X \), we can find a matching \( J \in J \) that satisfies this claim.

Next we show that an admissible interpretation setting all arguments except the ones in \( Z \) not to undecided is a preferred interpretation of \( D_{\text{prf}}(\phi) \) and in this case there is no preferred interpretation which sets to \( X \) the same values, but leaves the others (those in \( S \setminus X \)) undecided.

**Lemma 4.1.16.** Let \( \phi = \forall X \exists Y \forall Z \psi \) be a closed QBF, \( D_{\text{prf}}(\phi) = (S, L, C) \), \( I \in \text{adm}(D_{\text{prf}}(\phi)) \). If \( I \) assigns a truth value different from \( u \) to variables in \( X \cup Y \cup \overline{Y} \) and \( I(f) = t \), then the following two statements hold.

- \( I \in \text{prf}(D_{\text{prf}}(\phi)) \); and
- \( \exists J \in \text{prf}(D_{\text{prf}}(\phi)) \) such that \( J|_X = I|_X \) and \( I(s) = u \) for \( s \in (S \setminus X) \)

**Proof.** Assume \( I \in \text{adm}(D_{\text{prf}}(\phi)) \) and \( I(s) \neq u \) for \( s \in S \setminus Z \) and \( I(f) = t \). Due to Observation 4.1.10 it holds that any admissible model sets the variables in \( Z \) to undecided, and \( I \) is admissible, that is there cannot be an \( I' \) with \( I <_i I' \) such that \( I' \) is admissible in \( D_{\text{prf}}(\phi) \). Hence \( I \) is preferred in \( D_{\text{prf}}(\phi) \).

Now suppose that \( J \in \text{prf}(D_{\text{prf}}(\phi)) \) and \( J(s) = u \) for \( s \in S \setminus X \) and \( J|_X = I|_X \). Clearly \( J <_i I \), hence \( J \) cannot be preferred.

Finally we are able to prove that \( \text{Skept}_{\text{prf}} \) is \( \Pi^P_3 \)-complete for ADFs.

**Theorem 4.1.17.** \( \text{Skept}_{\text{prf}} \) is \( \Pi^P_3 \)-complete for ADFs.

**Proof.** Let \( D = (S, L, C) \) be an ADF and \( s \in S \). To show membership consider the co-problem, i.e. deciding whether there exists a preferred interpretation \( I' \) of \( D \), which does not set \( s \) to \( t \). Checking if \( I' \) is preferred in \( D \) is a \( \Pi^P_2 \)-complete problem, see Proposition 4.1.14.

For hardness consider a reduction from a closed QBF \( \phi = \forall X \exists Y \forall Z \psi \), then construct \( D_{\text{prf}}(\phi) \) as in Definition 4.1.4. First we use previous lemmata to show some properties of the constructed ADF. By Lemma 4.1.15 we can infer that for any \( X' \subseteq X \) there is a set of preferred interpretations, setting \( X' \) to true and \( X \setminus X' \) to false. Also due to Lemma 4.1.15 we know that any preferred interpretation is captured this way, i.e. there is no preferred interpretation setting one \( x \in X \) to undecided. Further in any admissible interpretation we have that any \( y \in Y \) is set to undecided, due to Observation 4.1.10. Further as shown in Lemma 4.1.12 we know that \( I(f) \neq f \) for any \( I \in \text{adm}(D_{\text{prf}}(\phi)) \). We now prove that \( \text{Skept}_{\text{prf}}(f, D) = \text{yes} \) iff \( \phi \) is valid.

Assume that \( \phi \) is valid. Now consider an arbitrary \( X' \subseteq X \). Since \( \phi \) is valid, we know that there is a \( Y' \subseteq Y \) s.t. for any \( Z' \subseteq Z \) we have \( X' \cup Y' \cup Z' \models \psi \). Let the three-valued interpretation \( I \) be defined as

- \( I^t = X' \cup Y' \cup (\overline{Y'} \cup \overline{Y''}) \cup \{f\} \);
- \( I^f = (X \setminus X') \cup (Y \setminus Y') \cup \overline{Y''} \); and
• \( I^u = Z \).

We now show that \( I \) is preferred in \( D_{prf}(\phi) \). We can directly infer that \( I(s) \leq_1 \Gamma_{D_{prf}(\phi)}(I)(s) \) for \( s \in X \cup Y \cup Z \). It remains to show that \( I(f) \leq_1 \Gamma_{D_{prf}(\phi)}(I)(f) \) to see that \( I \) is admissible. Since \( [I]_2 = \{ X' \cup Y' \cup Z' \cup (Y \setminus Y') \cup \{ f \} \mid Z' \subseteq Z \} \) we know that any two-valued interpretation in \( [I]_2 \) is a model of \( \psi \) and thus also a model of \( \phi_f \). Therefore \( I \) is admissible in \( D_{prf}(\phi) \). Clearly \( I \) is also preferred since only arguments in \( Z \) are undecided.

Now we show that all admissible interpretations which assign to the arguments in \( X \) the same value as \( I \) either also set \( f \) to true or are not preferred. Suppose that there is a \( J \in \text{adm}(D) \) with \( J|_X = I \) and \( J(f) \neq t \). Similarly as in the proof of Lemma \ref{canonical} we know that \( f \) is never assigned the value false in an admissible interpretation and the arguments in \( Y \) and \( \overline{Y} \) are assigned a value different from undecided only if \( f \) is assigned true. This means that \( J \) sets all arguments except the ones from \( X \) to undecided. Clearly then \( J \leq_1 I \) and \( J \) cannot be preferred. Thus for an arbitrary \( X' \subseteq X \) all preferred interpretations \( K \in \text{prf}(D_{prf}(\phi)) \) with \( K^t \cap X = X' \) also have the property that \( K(f) = t \). Since \( \phi \) is valid by assumption, we infer that for any such \( X' \) we can find corresponding values of \( Y' \) and have a preferred interpretation setting \( f \) to true and no preferred interpretation setting it otherwise. Therefore \( f \) is skeptically accepted.

Now we prove the other direction of the correctness of the reduction, i.e. assume that \( \text{Skept}_{prf}(f, D) = \text{yes} \). We have to show that then \( \phi \) is valid. Due to Lemma \ref{composition} we have all combinations for setting the truth values for variables in \( X \) in the preferred interpretations. Furthermore, since for each of them the value of \( f \) is set to true, the values for \( Y \) and \( \overline{Y} \) must be set to true or false and cannot be undecided. Therefore, again consider an arbitrary \( X' \subseteq X \). There is at least one \( I \in \text{prf}(D_{prf}(\phi)) \) s.t. \( I^t \cap X = X' \). Further let \( Y' = I^t \cap Y \). Now we have \( X' \cup Y' \cup (Y \setminus Y') \cup Z' \cup \{ f \} \in [I]_2 \) for any \( Z' \subseteq Z \), since \( I^u = Z \). Since \( I(f) \leq_1 \Gamma_{D_{prf}(\phi)}(I)(f) \) we know that \( X' \cup Y' \cup Z' \cup \{ f \} \models \varphi_f \) and thus \( X' \cup Y' \cup Z' \models \psi \). Since this holds for any \( X' \subseteq X \) this implies that \( \phi \) is valid.

### 4.1.2 Complexity Analysis of Bipolar ADFs

Brewka and Woltran \cite{brewka2005} Proposition 15 already showed that the verification problem of the grounded semantics is tractable if the ADF is a bipolar ADF with known links. We can significantly extend their observation to admissible and preferred semantics and show that BADFs with known link types have the same computational complexity as AFs. We note that some of the following ideas are already present in the proof of \cite{brewka2005} Proposition 15. Consider the characteristic function \( \Gamma_D \) for an ADF \( D \). If \( D \) is a general ADF, then we basically have to consider for the computation of \( \Gamma_D(I) \) for a three-valued interpretation \( I \) all two-valued interpretations from \( [I]_2 \) and evaluate them on the acceptance conditions. For BADFs it suffices to consider per argument \( s \) in the BADF just one interpretation in \( [I]_2 \) to decide whether \( I(s) \leq_1 \Gamma_D(I)(s) \). We call this interpretation canonical and provide a function \( \text{canon}_D : 2^{S \cup \{ t, f, u \}} \times S \times \{ t, f \} \to 2^{S \rightarrow \{ t, f \}} \). This function takes a three-valued interpretation, an argument and a truth value as input. It results in a two-valued interpretation. The idea is that for an BADF \( D = (S, L = L^+ \cup L^-, C) \) and a three-valued interpretation \( I \) on \( S \), an argument \( s \in S \) we have \( \text{canon}_D(I, s, t) = J \) and \( J(\varphi_s) = t \) iff \( \Gamma_D(I)(s) = t \). For computing the result \( \Gamma_D(I)(s) \) we then need two such canonical interpretations. One for each of the two truth values \( t \) and \( f \).
We prove that in this case then \( \supp(K) \leq n \).

We define a function \( \text{canon}_D : 2^S \rightarrow \{t,f,u\} \times \{t,f\} \rightarrow 2^S \rightarrow \{t,f\} \) as follows.

- if \( v = t \), then \( \text{canon}_D(I, s, v) = (I^t \cup (I^u \cap \supp_D(s)), I^t \cup (I^u \cap \supp_D(s))) \);
- if \( v = f \), then \( \text{canon}_D(I, s, v) = (I^t \cup (I^u \cap \supp_D(s)), I^t \cup (I^u \cap \supp_D(s))) \).

That is, if \( v = t \), then the canonical interpretation for \( I \) and \( s \) (w.r.t. \( D \)) is given by the two-valued interpretation \( J \) as follows. Now if an argument is set to true by \( I \), then so does \( J \), similarly if an argument is assigned false by \( I \), then also \( J \) assigns it false. The key difference is in the undecided arguments of \( I \). Here \( J \) sets all attackers of \( s \) to true if they are undecided in \( I \). Further \( J \) sets all supporters of \( s \) to false if they are undecided in \( I \). Clearly \( J \) is two-valued and \( I \leq J \) and thus \( J \in [I]_2 \). See Table 4.4 for an illustration of how to create the canonical interpretation \( J \) from \( I \). Recall that we require for any BADF that \( L^+ \cap L^- = \emptyset \).

We now prove that \( \Gamma_D(I) \) can be computed solely using canonical interpretations.

**Lemma 4.1.18.** Let \( D = (S, (L^+ \cup L^-), C) \) be a bipolar ADF, \( I \) a two-valued interpretation on \( S \), \( s \in S \) and \( v \in \{t,f\} \). We define \( \text{canon}_D : 2^S \rightarrow \{t,f,u\} \times \{t,f\} \rightarrow 2^S \rightarrow \{t,f\} \), and let \( J_t = \text{canon}_D(I, s, t) \) and \( J_f = \text{canon}_D(I, s, f) \). Then it holds that

- \( \Gamma_D(I)(s) = t \) iff \( J_t(\phi_s) = t \);
- \( \Gamma_D(I)(s) = f \) iff \( J_f(\phi_s) = f \);
- \( \Gamma_D(I)(s) = u \) iff \( J_t(\phi_s) = f \) and \( J_f(\phi_s) = t \).

**Proof.** Consider the first item. By definition we have \( \Gamma_D(I)(s) = t \) iff for all \( K \in [I]_2 \) we have \( K(\phi_s) = t \). What we now prove is that for all \( K \in [I]_2 \) we have \( K(\phi_s) = t \) iff \( J_t(\phi_s) = t \). The “only-if” direction is trivially satisfied, since \( J_t \in [I]_2 \).

For the “if” direction we proceed with a proof by induction on \( n \geq 0 \). We define some auxiliary notation. Let \( K_1, K_2 \) be two two-valued interpretations defined on \( S \). Then \( K_1 \Delta K_2 = (K_1^t \cap K_2^t) \cup (K_1^f \cap K_2^f) \), i.e. results in a set of arguments assigned differently in the two interpretations. Let \( K \) be an arbitrary two-valued interpretation on \( S \). Assume that \( K(\phi_s) = f \). We prove that in this case then \( K_n(\phi_s) = f \) for \( (K_n^t \setminus K_t^t) \subseteq \supp_D(s) \) and \( (K_n^f \setminus K_f^f) \subseteq \supp_D(s) \) with \( |K_\Delta K_n| = n \) holds for \( K_n \) a two-valued interpretation. That is, if we are allowed to change the assigned value of at most \( n \) arguments in \( K \) to result in \( K_n \) with setting attackers of \( s \) from false to true and supporters from true to false, then the evaluation still yields the same result.
Induction base: For \( n = 0 \) we have \( K_0 = K \) and clearly \( K_0(\varphi_s) = f \). For \( n = 1 \) there are two cases, since \( |K_1 \Delta K| = 1 \) implies that \( K_1 \) and \( K \) assign to all arguments the same value except for one. Assume the value changes for argument \( x \).

- If \( x \in att_D(s) \), then \( K(x) = f \) and \( K_1(x) = t \). Suppose that \( K_1(\varphi_s) = t \), then \( K \not\models \varphi_s \) and \( K \cup \{x\} = K_1 \models \varphi_s \). This is a contradiction to \( x \) being an attacker of \( s \);
- If \( x \in supp_D(s) \), then \( K(x) = f \) and \( K_1(x) = f \). Suppose that \( K_1(\varphi_s) = t \), then \( K \setminus \{x\} = K_1 \models \varphi_s \) and \( K \not\models \varphi_s \). This is a contradiction to \( x \) being a supporter of \( s \);

Induction hypothesis: If \( K_n \) is a two-valued interpretation on \( S \) with \( (K_n^f \setminus K^f) \subseteq att_D(s) \) and \( (K_n^t \setminus K^t) \subseteq supp_D(s) \) with \( |K \Delta K_n| = n \), then \( K_n(\varphi_s) = f \) holds.

Induction step: Assume that the induction hypothesis is true. We now have to show that for a two-valued interpretation \( K_{n+1} \) with \( (K_{n+1}^f \setminus K^f) \subseteq att_D(s) \) and \( (K_{n+1}^t \setminus K^t) \subseteq supp_D(s) \) with \( |K \Delta K_{n+1}| = n + 1 \) it holds that \( K_{n+1} \not\models \varphi_s \). Suppose the contrary, i.e. \( K_{n+1} \models \varphi_s \). We now “undo” one change, i.e. consider an \( x \in K \Delta K_{n+1} \). Let \( K_n \) be a two-valued interpretation on \( S \) s.t. \( K_n|S \setminus \{x\} = K_{n+1}|S \setminus \{x\} \) and \( K_n(x) = K(x) \). This implies that \( |K_{n+1} \Delta K_n| = 1 \). Then we can infer \( |K \Delta K_n| = n \) and we know by the hypothesis that \( K_n \not\models \varphi_s \). By the same reasoning as in the induction base we can infer a contradiction by supposing \( K_{n+1} \models \varphi_s \), namely case one from the induction base if \( x \in att_D(s) \) or case two from the induction base if \( x \in supp_D(s) \). Therefore also \( K_{n+1} \not\models \varphi_s \) holds.

Now to finally show the “if” direction suppose the contrary, i.e. \( J_t(\varphi_s) = t \) and there is a \( K \in [I]_2 \) s.t. \( K(\varphi_s) = f \). Then clearly there is an integer \( n \) s.t. \( |J_n \Delta K| = n \). Furthermore by construction also \( (J_n^f \setminus K^f) \subseteq att_D(s) \) and \( (J_n^t \setminus K^t) \subseteq supp_D(s) \). Thus \( J_n(\varphi_s) = f \), by the induction proof above. This is a contradiction. This proves the first item. The second item follows suit by an analogous induction proof (we set attackers to false and supporters to true in the canonical interpretation in this case).

For the third item we need to prove \( \Gamma_D(I)(s) = u \) iff \( J_t(\varphi_s) = f \) and \( J_f(\varphi_s) = t \). By definition \( \Gamma_D(I)(s) = u \) iff there are two two-valued interpretations \( K_1, K_2 \in [I]_2 \), s.t. \( K_1 \models \varphi_s \) and \( K_2 \not\models \varphi_s \). By the proof above we have that if \( J_t(\varphi_s) = f \) and \( J_f(\varphi_s) = t \) holds, then two such interpretations exist. What remains to be proven is the “only if” direction. We show that \( \Gamma_D(I)(s) = u \) implies \( J_t(\varphi_s) = f \), the other statement follows directly.

Assume \( \Gamma_D(I)(s) = u \) and suppose \( J_t(\varphi_s) = t \). Then by the proof above we have \( \Gamma_D(I)(s) = t \), which is a contradiction.  

Using \( canon_D \) we can check if a three-valued interpretation is admissible in a BADF \( D \). We simply have to compute the two canonical interpretations for each argument and truth value (\( t \) and \( f \)) in the ADF and evaluate a formula. All these steps are inherently polynomial.

**Theorem 4.1.19.** \( Ver_{adm} \) is in \( P \) for BADFs with known link types.
Proof. Let \( D = (S, (L^+ \cup L^-), C) \) be a BADF and \( I \) a three-valued interpretation on \( S \). We have to show that we can check \( I(s) \leq \Gamma_D(I)(s) \) for each \( s \in S \) in polynomial time w.r.t. the size of \( D \). By Lemma \ref{lem:compute-canonical}, we require for this to compute \( \text{canon}_D(I, s, v) \). We set \( v = I(s) \). By Definition \ref{def:canonical}, we can compute \( \text{canon}_D(I, s, I(s)) \) in polynomial time. Evaluating a Boolean formula under an interpretation is also possible in polynomial time. Doing this for all arguments is clearly also polynomial. 

Using this result we can infer the remaining upper bounds for BADFs easily. Furthermore hardness carries over from AFs.

**Corollary 4.1.20.** For BADFs with known link types the following claims hold.

- \( \text{Cred}_{\text{adm}} \) is NP-complete;
- \( \text{Cred}_{\text{prf}} \) is NP-complete;
- \( \text{Ver}_{\text{prf}} \) is coNP-complete; and
- \( \text{Skept}_{\text{prf}} \) is \( \Pi^P_2 \)-complete.

**Proof.** Let \( D = (S, (L^+ \cup L^-), C) \) be a bipolar ADF and \( s \in S \). Regarding the first item, due to Proposition \ref{prop:compute-adm} we can just guess a three-valued interpretation \( I \) and check if it is admissible in \( D \). For item two, \( \text{Cred}_{\text{adm}}(s, D) = \text{yes} \) iff \( \text{Cred}_{\text{prf}}(s, D) = \text{yes} \).

For the membership of the verification problem, consider its co-problem, i.e. checking whether \( I \) is not preferred in \( D \). This is a problem in NP, since we can guess an \( I' \) with \( I \leq I' \) and check if \( I' \in \text{adm}(D) \), which is in NP.

Membership of the skeptical acceptance of an argument for preferred semantics in \( D \) can be seen again by considering the co-problem, i.e. whether this does not hold. Here we guess an \( I \) with \( I(s) \neq t \) and check if \( I \) is preferred in \( D \).

Hardness follows in all cases from AFs, see Proposition \ref{prop:hardness-AF} and Table \ref{table:complexity}. 

Finally, the grounded interpretation can be computed in polynomial time.

**Proposition 4.1.21.** The grounded interpretation for a given BADF with known link types can be computed in polynomial time.

**Proof.** Let \( D = (S, (L^+ \cup L^-), C) \) be a bipolar ADF. Consider an algorithm as shown in Proposition \ref{prop:compute-grounded}, i.e. starting with the initial three-valued interpretation setting all arguments to undecided and then applying the characteristic function iteratively until we reach a fixed point. Now using Lemma \ref{lem:compute-canonical} we can easily do this by using the canonical interpretations. This process requires at most \( |S| \) many computations of the characteristic function. Using the canonical interpretations we can do all of the computation steps in polynomial time and thus overall also in polynomial time. Note that we require for one computation step and argument two canonical interpretations (once for checking if this argument should be set to true, and once for checking if we have to set it to false).

This directly yields the result that all our considered reasoning tasks are in P for the grounded semantics and BADFs with known link types.
4.2 Algorithms for ADFs

In this section we generalize our search algorithms from Section 3 to (B)ADFs and the preferred semantics and present a backbone algorithm for the grounded semantics.

4.2.1 Search Algorithm for Preferred Semantics

We instantiate our generic Algorithm 1 with ADFs, by slightly adapting it. For preferred semantics we use admissible interpretations as our base semantics. The reason for this is simply that by definition we have \( \max_{\leq_i} (adm(D)) = prf(D) \) for any ADF \( D \). We begin by defining the two relevant sets of interpretations.

**Definition 4.2.1.** Let \( D = (S, L, C) \) be an ADF, \( S \subseteq prf(D) \), \( X \in prf(D) \). Define the following two subsets of preferred interpretations.

- \( \text{InterpExcl}(D, S) = \{ I \in adm(D) \mid \nexists I' \in S \text{ s.t. } I \leq_i I' \} \);
- \( \text{GreaterInterp}(D, X) = \{ I \in adm(D) \mid X <_i I \} \).

These two sets of three-valued interpretations clearly mirror the sets of the generic algorithm from Section 3. That is the two sets contain admissible interpretations and \( \text{InterpExcl}(D, S) \) restricts to those, which are not smaller or equal to the ones in \( S \), w.r.t. \( \leq_i \). Whereas the set \( \text{GreaterInterp}(D, X) \) contains admissible interpretations, which are greater to \( X \) w.r.t. \( <_i \).

It is now straightforward to instantiate Algorithm 1 with preferred semantics for ADFs. We show this in Algorithm 14.

We can directly infer all desired properties for our algorithm shown earlier for AFs from the proof of Theorem 3.3.4.

**Corollary 4.2.1.** Let \( D = (S, L, C) \) be an ADF, \( a \in S \), \( M \in \{ \text{Cred, co-Skept, Enum} \} \). Then

- \( \text{Preferred-ADF}(D, a, M) \) terminates;
- \( \text{Cred}_{prf}(a, D) = yes \) iff \( \text{Preferred-ADF}(D, a, \text{Cred}) \) returns yes;
- \( \text{Skept}_{prf}(a, D) = yes \) iff \( \text{Preferred-ADF}(D, a, \text{co-Skept}) \) returns no;
- \( \text{Preferred-ADF}(D, a, \text{Enum}) \) returns \( prf(F) = S \).

Considering the running time of Algorithm 14 we state the number of membership checks in Line 2 and Line 3 the algorithm executes in the worst case. We view these two lines as function calls. The following proposition follows directly from Proposition 3.3.5.

**Proposition 4.2.2.** Let \( D = (S, L, C) \) be an ADF, \( a \in S \). The number of function calls (Line 2 and Line 3 of Algorithm 14) of \( \text{Preferred-ADF}(D, a, M) \) for \( M \in \{ \text{Cred, co-Skept, Enum} \} \) is \( O(|S| \cdot |prf(D)|) \).
Algorithm 14 Preferred-ADF\((D, a, M)\)

**Require:** ADF \(D = (S, L, C)\), argument \(a \in S\), mode \(M \in \{\text{Enum}, \text{Cred}, \text{co-Skept}\}\).

**Ensure:** returns \(S = \text{prf}(D)\) if \(M = \text{Enum}\), \(\text{yes}\) if \(M = \text{Cred (co-Skept)}\) and \(\text{Cred}_{\text{prf}}(a, D) = \text{yes}\) \((\text{Skept}_{\text{prf}}(a, D) = \text{no})\), otherwise \(\text{no}\).

1: \(S := \emptyset\)
2: \(\textbf{while }\exists I, I' \in \text{InterpExcl}(D, S) \textbf{ do}\)
3: \(\textbf{while }\exists I', I'' \in \text{GreaterInterp}(D, I) \textbf{ do}\)
4: \(I := I'\)
5: \(\textbf{end while}\)
6: \(\textbf{if } M = \text{Cred and } a \in I^k \text{ or } M = \text{co-Skept and } a \notin I^k \text{ then}\)
7: \(\text{return yes}\)
8: \(\textbf{end if}\)
9: \(S := S \cup \{I\}\)
10: \(\textbf{end while}\)
11: \(\text{return no (or } S \text{ if } M = \text{Enum})\)

For concrete instantiations of Preferred-ADF, we have to consider the ADF in question. If it is a general ADF, then the two membership checks have to be delegated to a solver capable of \(\Sigma_2^P\) problems. The reason being naturally the high computational complexity of the admissible semantics of ADFs. That is, to generate an admissible interpretation, which is e.g. greater than a given one, we can guess a greater three-valued interpretation and check if it is admissible. This is a problem computable by a non-deterministic Turing machine with access to an NP oracle. If the ADF in question is a BADF with known link types, we can restrict ourselves to an NP solver (like a SAT-solver), since the verification problem of admissible interpretations is in P if we have a BADF with known link types.

4.2.2 Backbone Algorithm for Grounded Semantics

In Section 4.1.1 we have shown the computational complexity of general ADFs w.r.t. grounded semantics. It turns out the verification complexity is \(D^P\)-complete. To actually compute the grounded interpretation of a given ADF \(D\), we have yet only seen the easy iterative approach of Proposition 2.3.8. Interestingly, we can delegate the computation also to a backbone solver. Consider the main formula \(\text{grd}_{\text{form}}(D)\). By Lemma 4.1.6 we know that certain atoms, directly corresponding to arguments set to true or false in the grounded interpretation of the ADF are entailed. Likewise through Lemma 4.1.7 we know that the arguments which are undecided in the grounded interpretation are not entailed. Clearly this suggests using a backbone solver for computing all entailed literals.

Given an ADF \(D = (S = \{s_1, \ldots, s_n\}, L, C)\), if for an argument \(s_i \in S\) the literal \(s_i^g\) is entailed, we can infer that \(s_i\) is not undecided in \(I \in \text{grd}(D)\). If additionally \(s_i^g\) is entailed then \(s_i \in I^k\) and otherwise if \(\neg s_i^g\) is entailed, then \(s_i \notin I^k\). This leads to the next proposition. The Probing algorithm is presented in Section 3.4.1.

**Proposition 4.2.3.** Let \(D = (S = \{s_1, \ldots, s_n\}, L, C)\) be an ADF. Let the result of the backbone
algorithm be $X = \text{Probing}(\text{grd\_form}(D))$. Construct the three-valued interpretation $I$ on $S$ as follows for $1 \leq i \leq n$.

$$I(s_i) = \begin{cases} 
  t & \text{if } s_i^t, \neg s_i^u \in X \\
  f & \text{if } \neg s_i^t, \neg s_i^u \in X \\
  u & \text{else}
\end{cases}$$

Then it holds that $I \in \text{grd}(D)$.

Proof. This follows directly from Lemma 4.1.6 and Lemma 4.1.7 and by the correctness of the Probing algorithm, i.e. $X$ contains all entailed literals of $\text{grd\_form}(D)$. \qed

Note that a backbone of a formula $\phi$ can be computed by $2 \cdot |\text{atoms}(\phi)|$ parallel calls to a SAT-solver. This implies that we can compute the grounded interpretation of $D$ by polynomially many non-adaptive calls to a SAT-solver w.r.t. the number of arguments in the ADF.

### 4.3 Summary

In this chapter we provided a thorough complexity analysis for the most important problems on ADFs and BADFs with known link types. In Table 4.5 we summarize the results from the complexity analysis of (B)ADFs. We can recapitulate that for general ADFs the corresponding reasoning tasks are one level higher in the polynomial hierarchy, while for BADFs with known link types we stay at the same worst time complexity as for AFs.

Furthermore we showed how to generalize the generic search algorithm from Chapter 3 to preferred semantics for (B)ADFs. Here the distinction between ADFs and BADFs is crucial, since for the former we require much more powerful search engines (capable of dealing with $\Sigma_2^P$ problems), whereas for BADFs we may use SAT-solvers. Search engines powerful enough for our purposes for general ADFs include QBF-solvers [117] and disjunctive answer-set programming solvers [98, 99]. Providing concrete encodings for these tasks for ADFs as well as BADFs is ongoing work. Finally we presented a backbone algorithm for the grounded semantics. For BADFs the corresponding problems of the grounded semantics are all in $P$.
CHAPTER 5

Implementation and Empirical Evaluation

This chapter provides the third major contribution of this thesis, the practical instantiation of our proposed algorithms in form of executable software programs and their experimental evaluation. Although our algorithms in Chapter 3 satisfy certain appealing theoretic properties, it is not clear from theory alone if they are suited for AF problems in concrete implementations.

We implemented the search Algorithm 6 in the software CEGARTIX and the SAT extension based algorithms from Section 3.4. Both were evaluated on randomly generated AFs with two parametrized creation methods. All our tools are available online (see Table 5.3 on page 123).

Therefore we give two contributions in this chapter.

- We provide implementations of our search algorithms in the form of CEGARTIX in Section 5.1.1 and algorithms based on SAT extensions for AFs in Section 5.1.2;
- and compare these programs with state-of-the-art systems in abstract argumentation in Section 5.2.

The results of the performance analysis for the search algorithms of this chapter have been published in [75, 76, 77]. The results for the algorithms based on SAT extensions have been published in [153].

5.1 System Description

We implemented two prototypical systems for experimenting with our algorithms from Chapter 3. The first one, called CEGARTIX, implements the search algorithm Decide (Algorithm 6), including its shortcuts from Section 3.3.4. This algorithm is designed to be well-suited for deciding whether an argument is credulously accepted w.r.t. semi-stable or stage semantics, or skeptically accepted w.r.t. preferred, semi-stable or stage semantics. The second system implements the algorithms based on SAT extensions from Section 3.4. We call this set of tools simply
SAT extension based algorithms. In particular we implemented an MCS-based algorithm for computing credulous and skeptical reasoning w.r.t. semi-stable semantics and enumerating the semi-stable extensions. Further we implemented also a variant for returning all skeptically accepted arguments of an AF w.r.t. semi-stable semantics and used this implementation with a simple post processor to return the eager extension. Further we implemented the backbone-based algorithm for ideal semantics.

The input language for all our systems follows the format of the well-known system ASPARTIX [85]. ASPARTIX is an answer-set programming (ASP) [30, 87, 99] approach to solve reasoning tasks for many AF semantics. For specifying an AF the following format is used, which corresponds to so-called facts of an ASP encoding. Given an AF $F = (A, R)$ the input for ASPARTIX is

\[
\{\text{arg}(a) \mid a \in A\} \cup \{\text{att}(a, b) \mid (a, b) \in R\}
\]

**Example 5.1.1.** Let $F = (\{a, b, c\}, \{(a, b), (b, a), (b, c)\})$ be an AF. Then the ASPARTIX format would be

\[
\text{arg}(a), \text{arg}(b), \text{arg}(c), \text{att}(a, b), \text{att}(b, a), \text{att}(b, c).
\]

Our systems support the same input language, with the requirement that each line has at most one statement (arg or att).

### 5.1.1 CEGARTIX

CEGARTIX, borrowing terminology from CEGAR-style approaches [49, 50] (counter-example guided abstraction refinement) is a C++ implementation for UNIX systems of Algorithm 6 (Decide). Briefly put, this algorithm searches for a witness or a counter-example for deciding the problem at hand. It searches for such a witness or counterexample by computing an initial candidate, which is complete or admissible for the given AF. The algorithm then computes candidates which are greater w.r.t. a certain ordering in an iterative fashion. Thus it borrows some mechanics from the CEGAR approach. It is capable of solving the following reasoning tasks for an AF.

- Credulous reasoning with semi-stable and stage semantics; and
- skeptical reasoning with preferred, semi-stable and stage semantics.

These are all problems, in our context, which are complete for the second level of the polynomial hierarchy. CEGARTIX employs SAT-solvers to compute the computationally intensive tasks and handles itself the formula generation and SAT-solver calls. Initially, in v0.1, CEGARTIX was built on top of MiniSAT [84] v2.2.0. MiniSAT is used in an incremental mode. This
means that, if possible, during the computation we retain the solver state after a formula was found satisfiable and add further clauses directly to this state without a fresh restart. In v0.2 of CEGARTIX we additionally support clasp \[102\] v2.0.5 in a non-incremental mode (as well as removing incremental solving for MiniSAT). In v0.3 of CEGARTIX we now support arbitrary SAT-solvers as long as they adhere to the input/output of the SAT competitions \[108\]. In v0.3 we provide two variants of CEGARTIX, one, which uses again MiniSAT incrementally and one without this feature. CEGARTIX is invoked as follows.

```
./CEGARTIX file options
```

The file should contain the AF in the ASPARTIX input format. For the options we support the following (v0.3, for other versions see the help option).

- `-argument=string` specifies which argument should be checked;
- `-semantics=string` specifies the semantics. Allowed values are `pref` (default), `semi` and `stage`;
- `-mode=string` is used to define credulous or skeptical reasoning;
- `-depthArg=int` specifies the bound \(d\) for the shortcuts; \(d \in \{-1, 0, 1, 2\}\) where \(d = -1\) means no shortcut (Algorithms \(7\) and \(8\));
- `-oracle=string` defines the used SAT-solver. Can be one of `miniSAT`, `clasp`, or `external`. The last one requires also the next option;
- `-external=string` the path for the external SAT-solver; and
- `--help` or `--help-verb` prints further help information.

After invocation CEGARTIX prints to standard out the answer to the query with some statistics.

### 5.1.2 SAT Extension based Algorithms

The second implementation within the scope of our thesis is actually a set of tools. They are all based on SAT extensions as discussed in Section \[5.3\] The following prototypical programs are implemented for UNIX systems.

- MCS, solves \(\text{Enum}_{\text{sem}}(F)\), \(\text{AllSkept}_{\text{sem}}(F)\), \(\text{Cred}_{\text{sem}}(a, F)\) and \(\text{Skept}_{\text{sem}}(a, F)\) for an AF \(F = (A, R)\) and \(a \in A\);
- MCS eager, returns the eager extension;
- Backbone ideal, returns the ideal extension.
The tool MCS computes the result via an adapted version of CAMUS [115] v1.0.5, a solver for systematically computing all minimal correction sets of a formula. In the thesis we showed the variant for AllSkept_{sem} (Algorithm 11), but the other variants can be directly inferred (just replace the intersection of the models with a check for credulous or skeptical acceptance or with an enumeration). We note that the current implementation does not feature the optimization with using a backbone solver for computing all skeptically accepted arguments, but simply enumerates the models and computes the intersection. The program is invoked by a simple shell script semi.sh, which invokes a parser for the given AF and the adapted CAMUS.

./semi.sh file options [argument]

Again we provide the options.

- **cred** cred(ulous) reasoning, requires argument
- **skept** skept(ical) reasoning, requires argument
- **enum** enum(eration) of all semi-stable extensions
- **allSkept** returns all skeptically accepted arguments
- **argument** the argument for the query

The MCS eager tool calls MCS for computing all skeptically accepted arguments w.r.t. semi-stable semantics and then invokes a post-processor to find the eager extension. This post-processor computes the restricted characteristic function (see Definition 2.3.16). We implemented this computation with a simple ASP encoding. The MCS eager tool is again wrapped in a small shell script eager.sh and invoked by

./eager.sh file

which returns the eager extension of the AF encoded as ASP facts in file. The postprocessing step is achieved via an ASP call to clingo [98] v3.0.4. Finally Backbone ideal computes the ideal extension of a given AF. The backbone solver JediSAT [159] v0.2 beta is used to compute all credulously accepted arguments w.r.t. admissibility, i.e. AllCred_{adm}(F) for an AF F. The tool then computes the ideal extension via the Algorithm 13 from [62]. This is again achieved with an ASP encoding. It is very similar to the one used for the eager extension, just the AF has to be slightly adapted. The invocation is again simple, and handled by the shell script ideal.sh.

./ideal.sh file

The translation from an AF to a formula is handled in all tools of this section by a C++ program, which was adapted from CEGARTIX.
5.2 Experiments

We evaluate our set of tools w.r.t. their performance compared to state-of-the-art systems in argumentation. We begin with evaluating CEGARTIX. First we compare it to ASPARTIX [85], which is based on ASP encodings to compute extensions of a given AF and a semantics. On many instances we indeed experienced a better performance with CEGARTIX compared to ASPARTIX. Subsequently we inspect in more detail the choice of the base semantics of CEGARTIX. Recall that we have here multiple choices. We consider admissible and complete base semantics in our experiments. Although for many tasks this does not influence the overall performance, for some AFs the complete base semantics was superior to the admissible one w.r.t. the number of SAT calls and running time. Then we study the effect of the choice of the SAT-solver within CEGARTIX, by inspecting the performance difference between using MiniSAT, clasp and March. Finally we report on the performance of our algorithms based on SAT extensions and compare them to CEGARTIX and ASPARTIX, depending on the reasoning task.

5.2.1 Test Setup

As benchmarks we generated AFs ranging from 60 to 1000 arguments using two parameterized methods for randomly generating the attack relation, following the lines of [74] for benchmarking. For each choice of parameters we created ten random AFs. We note that, as identified in [73], there is still need for diverse benchmark libraries for AFs incorporating e.g. AFs from applications.

Random AFs generated by inserting for any pair of arguments \((a, b)\) with \(a \neq b\) the attack from \(a\) to \(b\) with a given probability \(p\).

Grid AFs that are sub-graphs of an \(n \times m\) grid-structure. We consider two different neighborhoods, one connecting arguments vertically and horizontally and one that additionally connects the arguments diagonally. Such a connection is a mutual attack with a given probability \(p\) and an attack in only one direction otherwise. In the last case the direction is chosen with 0.5 probability. See Figure 5.1 for examples.

Note that the number of attacks scales linearly with the number of arguments for grid AFs, while it scales quadratically with the number of arguments for random AFs. Further we would like to stress that the generated AFs are by no means tailored to the parameters our approach is based on.

For both methods, we used the values \(p \in \{0.1, 0.2, 0.3, 0.4\}\) and in addition for the grid AFs \(n \in \{5, 10, 15\}\). The parameter \(m\) can then be calculated from the total number of arguments in the framework. For the number of arguments in the tests for CEGARTIX in Sections 5.2.2, 5.2.3 and 5.2.4 we distinguished between medium-sized AFs with 60, 70, 80, 90, 100, 110, 130, 160 and 200 arguments as well as larger AFs with 300, 400, 500, 600, 700, 800, 900 and 1000 arguments. For the former we generated random and grid attack relations, for the latter only grid

\(^{1}\text{The generator is available at the CEGARTIX web page, see Table 5.3.}\)
For the tests evaluating the tools based on SAT extensions in Section 5.2.5, we created AFs for the following number of arguments with the same parameters as above. We considered random AFs \((A, R)\) of size \(|A| \in \{100, 150, 200, 225, 250, 275, 300, 325, 350\}\), which totaled in 360 AFs. For evaluating the tools based on SAT extensions, we have chosen to use larger random AFs than in the evaluation for CEGARTIX, since the SAT-based procedures appear to be able to handle small-sized AFs very well. We left grid AFs out in the comparison between CEGARTIX and the tools based on SAT extensions, since these were mostly trivial for CEGARTIX.

All tests were executed under OpenSUSE with Intel Xeon processors (2.33 GHz) and 49 GB memory. Further we set a timeout of five minutes for each individual run and measure the whole time for the workflow from Figure 3.1, i.e. combining parsing, solving and if applicable post-processing time. When two runs of two different systems were successfully computed in time we compared the respective results and found in all cases that the systems agree, i.e. the performance tests were also used as test instances for correctness of the implementation.

5.2.2 Evaluation of CEGARTIX

We compare the performance of CEGARTIX to that of a recently proposed, state-of-the-art argumentation reasoning system \[74\] that exploits advances in answer-set programming (ASP) via the so-called metasp approach\[2\]. This system is a further improvement of the ASPARTIX system \[85\]. For comparing CEGARTIX with the ASP-based approach, we used the state-of-the-art no-good learning disjunctive ASP solver claspD \[58\] (v1.1.2) combined with the grounder gringo \[100\] (v3.0.4).

For this comparison, we employed the base semantics com for \(\sigma \in \{prf, sem\}\), and cf for stg within CEGARTIX. The parameter for the shortcuts function (Algorithm 8) for \(\sigma \in \{sem, stg\}\) was set to \(d = 1\). The reason for setting the shortcut parameter \(d\) to 1 was to allow for semi-stable and stage semantics a fast computation if a stable extension exists (\(d = 0\) is sufficient for this) or if a semi-stable or stage extension with a range covering almost all arguments exists. On the other hand by setting \(d\) to 1 we keep the number of checks in the shortcut low.

---

\[2\] Skeptical and credulous reasoning in metasp is done by introducing constraints in the so-called meta answer-set programs; for details, see \[101\].
Table 5.1: Timeouts encountered with ASPARTIX on medium-sized random/grid AFs

<table>
<thead>
<tr>
<th>Arguments</th>
<th>Skept (_{sprf})</th>
<th>Cred (_{sem})</th>
<th>Skept (_{sem})</th>
<th>Cred (_{stg})</th>
<th>Skept (_{stg})</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0/1</td>
<td>0/0</td>
<td>0/0</td>
<td>0/0</td>
<td>0/3</td>
</tr>
<tr>
<td>110</td>
<td>0/2</td>
<td>0/1</td>
<td>0/6</td>
<td>0/7</td>
<td>0/11</td>
</tr>
<tr>
<td>130</td>
<td>0/2</td>
<td>0/1</td>
<td>0/4</td>
<td>0/77</td>
<td>0/120</td>
</tr>
<tr>
<td>160</td>
<td>0/4</td>
<td>0/25</td>
<td>0/36</td>
<td>0/349</td>
<td>1/411</td>
</tr>
<tr>
<td>200</td>
<td>1/18</td>
<td>0/85</td>
<td>29/89</td>
<td>22/497</td>
<td>44/562</td>
</tr>
</tbody>
</table>

We let the solvers compute queries for all the considered semantics, that is for the semantics \(_{sprf}\), \(_{sem}\) and \(_{stg}\), using skeptical reasoning with all three, and additionally credulous reasoning with the latter two. For the random instances three different arguments were queried, while for the grid instances we used five arguments. This resulted in a total of 107400 benchmark instances.

We considered two metrics for comparison, namely, (cumulative) running time in seconds for all queries of a particular reasoning mode without timed out instances, and separately the number of timeouts. This has the effect that the figures depicting cumulative running times exclude timed out runs, and therefore show a faster performance if the number of timed out queries was high. For performance comparison of CEGARTIX with ASPARTIX, using the above mentioned metasp approach, we considered only medium-sized AFs.

Figures 5.2 and 5.3 present results on comparing ASPARTIX and CEGARTIX. On the left, the line plots comparing the cumulative running times (using logarithmic scale) are shown. On the right, the scatter plots present running time differences of individual queries, including timed out instances. The dotted lines denote ASPARTIX and the solid lines show the performance for CEGARTIX. For the plots on the left side, the running times for queries made on AFs with a particular number of arguments are grouped together. The number of timeouts are shown in Table 5.1 for ASPARTIX. Using CEGARTIX with the parameters noted above, no timeouts were encountered.

First consider Figure 5.2 for skeptical reasoning with random AFs (upper left plot). CEGARTIX behaves very similarly for all three semantics with respect to the considered metric, and outperforms ASPARTIX. The difference of ASPARTIX and CEGARTIX is more distinct with semi-stable and stage semantics and less so for preferred semantics. Note that for AFs with 200 arguments, 29 and 44 timeouts were encountered for ASPARTIX under skeptical semi-stable and stage reasoning, respectively.

The grid structured AFs typically performed quite differently than random AFs, which is why we investigate them separately in Figure 5.2 (lower left plot). In many cases the running times were in fact very close to 0. One can see that grid AFs are mostly trivial for CEGARTIX. CEGARTIX solved skeptical reasoning tasks with preferred and semi-stable semantics combined within 10 seconds, while ASPARTIX took significantly more time. The stage semantics is the only one here with higher running times for CEGARTIX. We will consider the larger grid AFs below for a more detailed study of CEGARTIX.

Credulous reasoning shows in general a similar picture to skeptical, with the exception that
Figure 5.2: Comparison of ASPARTIX and CEGARTIX: Cumulative running times using logarithmic scale (left), scatter plots (right).
Figure 5.3: Comparison of ASPARTIX and CEGARTIX: Cumulative running times using logarithmic scale (left), a scatter plot (right).

For semi-stable reasoning on random AFs, ASPARTIX and CEGARTIX appear to be closer with respect to performance, which can be seen in Figure 5.3 (on the left). However, a closer look at the encountered timed out instances reveals that CEGARTIX significantly outperforms ASPARTIX also in this case.

For deeper understanding, we also looked into scatter plots comparing ASPARTIX and CEGARTIX. These depict running time comparisons for individual instances for both solvers, including timed out instances. The scatter plots in Figures 5.2 and 5.3 are for skeptical preferred, semi-stable reasoning, and credulous semi-stable acceptance. The x-axis shows the running time of individual queries with ASPARTIX and the y-axis with CEGARTIX on the same instance. Due to the low running times of CEGARTIX on grid AFs, we only considered random AFs for scatter plots.

For preferred semantics, many queries are in favor of CEGARTIX. Except for a few instances, which are drastically faster for CEGARTIX, the difference is usually within a few seconds, however. Semi-stable semantics yields a different picture, depending on the reasoning mode. For skeptical queries CEGARTIX clearly outperforms ASPARTIX on basically all instances. Credulous reasoning overall also is solved faster by CEGARTIX. A number of queries, however, were computed more efficiently by ASPARTIX. We omit the scatter plots for stage reasoning as they show a behavior similar to skeptical semi-stable semantics.

In general, stage and semi-stable semantics show a similar behavior, which reflects their similar nature as well as the similar procedures used for the evaluation of the semantics. It seems that, when considering range-maximality, the choice of the base-semantics (cf or com) has only minor effects on the qualitative behavior of the semantics. We will see a similar behavior in the next section, when comparing adm and com as base-semantics for semi-stable.
Finally we made some experiments regarding the memory usage of the algorithms. We let both CEGARTIX and ASPARTIX compute the skeptical acceptance under stage semantics on AFs with 200 arguments (these are the hardest instances used in the above comparison) and additionally enforced a hard limit of 4 GB of memory, which was never reached. This indicates that memory consumption is not an issue for our algorithms.

5.2.3 Impact of Base Semantics and Shortcuts within CEGARTIX

In this section we investigate the choice of the base semantics for solving the reasoning problems, as well as the effect of the shortcuts for semi-stable semantics, within CEGARTIX. We will again distinguish between random AFs and grid AFs, since CEGARTIX behaves quite differently on these two classes of AFs. We again queried three arguments for random AFs and five for grid AFs.

First we consider results regarding the impact of the base semantics. On random AFs there appears to be only a minimal effect for most CEGARTIX parameters and reasoning tasks. The cumulative running times were comparable between admissible and complete base semantics. Figure 5.4 shows the performance resulting from applying different combinations of (i) parameter settings for the shortcut \( d = 0, 1, 2 \) and (ii) the alternative base semantics for semi-stable semantics and skeptical reasoning. CEGARTIX with the complete base semantics is slightly faster than CEGARTIX using the admissible base for \( d = 2 \), for example. For credulous reasoning the difference between the choice of the base semantics was even smaller. The results for preferred semantics were similar.
Figure 5.5: Performance comparison for the alternative choices of the base semantics for preferred skeptical reasoning on large grid AFs.

The choice of the base semantics, however, has a stronger influence for reasoning under the preferred semantics on grid AFs. For certain queries the number of oracle calls rises tremendously using the admissible base semantics. This in turn can be seen in the cumulative running times in Figure 5.5 for large grid AFs. In contrast, only a few SAT-solver calls are made when using the complete base semantics. We encountered a higher number of SAT-calls in 130 out of 9600 queries for preferred semantics on large grid AFs with admissibility base semantics. Algorithm 6 entered in these queries the outer while loop (line 7) more than 40 times, i.e. had to consider a new admissible set many times, while on the remaining 9470 queries this number was lower. In fact the average number the loop was entered in these 130 queries was 1179.01. This is also reflected in the running time. From these 130 queries we have that 75 had a running time of five up to 277.08 seconds. These make up the largest proportion of the cumulative running time in Figure 5.5. Additionally we encountered 305 timeouts using admissibility base semantics for preferred reasoning and large grid AFs. For complete base semantics either using the shortcut was enough, or otherwise the query was decided without entering the outer loop in all large grid AFs, i.e. indicating that there did not exist a complete extension without the queried argument.

Regarding the number of SAT-calls for semi-stable semantics and skeptical reasoning, out of the 1080 queries on random AFs, using the shortcut with $d = 0$ the algorithm could solve 996 within the shortcut and the remaining ones with a single application of the outer while loop (line 7) of Algorithm 6 for both base semantics. Since the number of SAT calls within the outer while loop is linearly bounded by the number of arguments in the AF, this means that the overall number of SAT-calls was low in these cases. Without the shortcuts also the outer while loop was entered at most once for semi-stable skeptical reasoning.
For the performance of the shortcuts, we experienced a slight decrease of performance for random AFs using the shortcuts for semi-stable skeptical reasoning, see Figure 5.4 on the left. For the grid AFs we again have a different picture. Here, as can be seen in Figure 5.4 on the right, the shortcuts decrease the overall running time, due to the fact that for grid AFs with a neighborhood of at most four arguments we have no odd-cycles in the AFs, which in turn means that computing the stable extensions is sufficient. This is reflected in the running time using the shortcuts for semi-stable semantics. Here it is even sufficient to consider depth $d = 0$.

5.2.4 Effect of the Choice of SAT Solver within CEGARTIX

In CEGARTIX, we can use Minisat either in an incremental fashion or non-incrementally. Furthermore, there is a command line option for employing an external SAT solver binary as the core solver.

We investigated how the choice of the core SAT solver effects the performance of CEGARTIX. In addition to Minisat and Clasp, we used March_nh (as submitted to the SAT Challenge 2012) as an external solver. The results are shown in Figure 5.6 for both the random and grid instances. For the random instances two arguments were queried and for the grid instances three arguments were queried in this test. First, one can observe that March_nh is not a competitive choice as the core SAT solver. Furthermore, we excluded the following number of timeouts for March_nh on the grid instances:1 instance with 600 nodes, 2 with 700, 4 with 800, 1 with 900, 11 with 1000 nodes. On the random instances, we observe quite similar performance when employing Minisat (non-)incrementally; in other words, it appears that for these instances incrementality does not improve performance. Employing Clasp appears to yield slightly better scaling than employing Minisat. However, the situation is different on the grid instances. First, we observe that non-incremental Minisat clearly yields better performance than Clasp on these more structured instances. Furthermore, employing the incremental interface of Minisat gives an additional improvement of a similar order over the non-incremental employment of Minisat.

![Figure 5.6](image1)

**Figure 5.6:** Comparison of different variants of CEGARTIX (non-incremental and incremental applications of Minisat, non-incremental application of Clasp): cumulative running times over the random instances (left) and grid instances (right).
Figure 5.7: Mean running time for CEGARTIX and the MCS-based algorithm.

5.2.5 Evaluation of SAT Extensions based Algorithms

For evaluating our tools MCS, MCS eager and Backbone ideal we conducted tests for the following reasoning tasks.

- Credulous and skeptical reasoning for semi-stable semantics
- Enumeration of all semi-stable extensions
- Computing the ideal extension
- Computing the eager extension

We compare credulous and skeptical reasoning for semi-stable semantics with CEGARTIX. We chose version 0.1a of CEGARTIX for our tests, since in this version CEGARTIX is able to

Table 5.2: Number of solved instances for CEGARTIX and the MCS-based algorithm.

| reasoning task \ |A| | 200 | 225 | 250 | 275 | 300 | 325 | 350 | % solved overall |
|-----------------|--|--|--|--|--|--|--|--|-----------------|
| CEGARTIX Cred_{sem} | 120 | 120 | 112 | 91 | 71 | 64 | 50 | 74.8% |
| CEGARTIX Skept_{sem} | 120 | 120 | 104 | 84 | 69 | 60 | 48 | 72% |
| MCS Cred_{sem} | 117 | 120 | 117 | 111 | 85 | 77 | 76 | 83.7% |
| MCS Skept_{sem} | 117 | 120 | 116 | 102 | 79 | 73 | 73 | 81% |
Figure 5.8: Mean running time for computing the ideal respectively eager extension.

utilize incremental SAT-solving techniques and further versions of CEGARTIX mainly feature capabilities to use different SAT solvers. We let both CEGARTIX and the MCS-based approach compute the queries for three pre-specified arguments for random AFs with at least 200 arguments, i.e. credulous and skeptical acceptance with three different arguments. This gives us 120 queries per AF size and in total 840 queries. The results are summarized in Figure 5.7, where we show the mean running time in seconds for both approaches, excluding timed out runs. We grouped together queries on AFs with the same number of arguments. We see that the MCS-based approach is competitive and outperforming CEGARTIX. Note that by excluding the timeouts, which are shown in Table 5.2, the figures slightly favor CEGARTIX for large AFs.

It is interesting to note that the expected edge density, which we set between 0.1 and 0.4 appears to play an important role for the performance of the SAT-based approaches. Out of the total 212 timeouts encountered for credulous reasoning under semi-stable semantics for the solver CEGARTIX for all considered queries, 113 were on AFs with 0.1, 75 on AFs with 0.2 and 24 on AFs with 0.3 expected edge density. Showing a similar picture, the MCS-approach had 137 total timeouts and 105 of them with 0.1 and 32 with 0.2 expected edge density. For skeptical reasoning the results are similar.

For comparing our MCS-approach w.r.t. the enumeration of all semi-stable extensions we use an ASP approach utilizing metasp for our performance test. For this ASP approach we used gringo 3.0.5 and claspD 1.1.4. We tested both approaches on the same AFs as for the credulous and skeptical reasoning under semi-stable semantics and out of the 280 AFs we tested, the MCS-approach solved (i.e. enumerated all semi-stable extensions) 172 instances
Table 5.3: Overview of implementations

<table>
<thead>
<tr>
<th>System name</th>
<th>URL</th>
<th>algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEGARTIX</td>
<td><a href="http://www.dbai.tuwien.ac.at/">http://www.dbai.tuwien.ac.at/</a></td>
<td>Algorithm 6</td>
</tr>
<tr>
<td></td>
<td>proj/argumentation/cegartix/</td>
<td></td>
</tr>
<tr>
<td>SAT Extensions based tools</td>
<td><a href="http://www.dbai.tuwien.ac.at/">http://www.dbai.tuwien.ac.at/</a></td>
<td>Algorithms 11 12 13</td>
</tr>
<tr>
<td></td>
<td>proj/argumentation/sat-based/</td>
<td></td>
</tr>
</tbody>
</table>

while ASP with metasp solved only seven instances within the time limit of five minutes.

For ideal and eager semantics, we report the mean computation time for AFs of size $|A| \in \{100, 150, 200, 250\}$ in Figure 5.8 to compute the unique extension. Hence we compute the ideal respectively eager extension for each AF separately, which gives us 40 computations per number of arguments and 160 such calls in total per semantics. We encountered one timeout for eager reasoning on AFs with size 200 and ten with AFs of size 250. For ideal reasoning we encountered 17 timeouts with AFs of size 250. Other systems capable of solving these tasks are e.g. ASPARTIX, but which could only solve, within the time frame of five minutes, instances with a low number of arguments, i.e. AFs with less than 30 arguments. For this the reason we excluded this system in a comparison with our implementations. For ideal reasoning ASPARTIX uses a complex ASP encoding technique [92] for the DLV solver [112] (we used build BEN/Dec 16 2012 of DLV). The system ConArg [26], which is based on constraint satisfaction solvers, appears to be more competitive. ConArg is a visual tool, so more detailed performance comparisons are subject of future work (very recently a command-line tool was presented for ConArg [25]). We tested some randomly generated AFs with 100 and 150 arguments and let ConArg compute the ideal extension, which it solved within ten seconds for the AFs with 100 arguments and took more than a minute for AFs with 150 arguments, but one has to factor in that a graphical representation of large graphs may consume a part of the resources needed for solving the problem.

5.3 Summary

In this chapter we evaluated our algorithms empirically by implementing them and subsequently comparing their performance to state-of-the-art systems in abstract argumentation. We implemented the solver CEGARTIX for credulous reasoning for semi-stable and stage semantics and skeptical reasoning tasks for preferred, semi-stable and stage semantics. Further we implemented the algorithms based on SAT extensions. We studied the performance of these systems on generated instances of two kinds, random and grid-structured AFs. CEGARTIX showed good performance compared to ASPARTIX, a system based on ASP encodings for argumentation. Further we investigated parameter choices within CEGARTIX and found that on certain instances it can make a significant difference which base semantics was chosen. In particular for preferred skeptical reasoning the complete base semantics was outperforming the admissible base semantics. The shortcuts for CEGARTIX influenced the running time. The shortcuts
Table 5.4: Supported reasoning tasks and solver

<table>
<thead>
<tr>
<th>System name</th>
<th>supported reasoning modes</th>
<th>internal solvers</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEGARTIX</td>
<td>Skept_{prf}, Skept_{sem}, Skept_{stg}, Cred_{sem}, Cred_{stg}</td>
<td>MiniSAT [84] v2.2.0, clasp [102], v2.0.5, other solvers</td>
</tr>
<tr>
<td>MCS</td>
<td>Enum_{sem}, Cred_{sem}, Skept_{sem}, AllSkept_{sem}</td>
<td>CAMUS [115], v1.0.5</td>
</tr>
<tr>
<td>MCS eager</td>
<td>Enum_{eager}</td>
<td>CAMUS [115], v1.0.5</td>
</tr>
<tr>
<td>Backbone ideal</td>
<td>Enum_{ideal}</td>
<td>JediSAT [159], v0.2 beta</td>
</tr>
</tbody>
</table>

decreased the overall running time for random and grid AFs, but in our experiments the performance difference between $d = 0$, $d = 1$ or $d = 2$ was negligible. The used SAT-solver within CEGARTIX can be configured and both clasp and MiniSAT showed comparable performance. Using incremental SAT-solving increased the overall performance.

We compared the performance of the algorithms based on SAT extensions with CEGARTIX and ASPARTIX. CEGARTIX performed similar as the SAT extension tools, but the latter showed less timeouts for larger random AFs. For enumeration solution we experienced a better performance for the SAT extension based tools compared to ASPARTIX with the metasp approach.

All our tools are publicly available on the web, see Table 5.3. The used AF instances are available on these web pages as well. In Table 5.4 we summarize the supported reasoning modes and solvers of the implementations.
In this chapter we recapitulate our contributions, point to important related work and give directions for future research.

6.1 Summary

In this thesis we developed novel algorithms for two formalisms in abstract argumentation, Dung’s argumentation frameworks (AFs) and the more recent abstract dialectical frameworks (ADFs). We provided algorithms for solving credulous and skeptical acceptance of an argument in an AF, as well as for enumeration of all extensions. The algorithms are capable of solving these tasks for the preferred, semi-stable, stage, ideal, eager and stage-ideal semantics. Further we showed how to generalize the algorithms to work with ADFs for preferred and grounded semantics.

Many existing approaches for algorithms in abstract argumentation can be classified into either direct approaches or reduction based approaches. The former aims at building a dedicated procedure from scratch, typically exploiting domain specific knowledge for increasing the overall performance. The idea of the latter approach is to encode the problem at hand into another usually declarative language, for which sophisticated solvers exist. Many existing reduction based approaches are monolithic in the sense that a single encoding is constructed for the problem at hand. One of the main benefits of reduction approaches is that they may re-use software and can often be instantiated faster than direct approaches. We choose the best of the two worlds of direct and reduction approaches and developed a hybrid variant. We delegate certain complex subtasks to search engines, but hereby do not translate the whole problem in one monolithic encoding.

The problems we solve in this thesis are all “beyond” NP, i.e. hardness was shown for almost all considered tasks for a class above NP. A purely monolithic efficient reduction approach requires search engines matching the complexity of the problem to solve. In contrast, our novel algorithms iteratively call engines to compute subtasks, which are less complex than the overall
task. We showed that the number of required calls in the worst case is related to two inherent parameters of the given AF/ADF. This means if these parameters are low, then so is the number of required calls.

We classified our algorithms into two categories:

- search algorithms; and
- algorithms utilizing SAT extensions.

We showed that both approaches can solve numerous reasoning tasks for AFs and ADFs. The basic idea of the search algorithms to compute a reasoning task for a semantics \( \sigma \) is to fall back to a simpler semantics \( \sigma' \), called the base semantics. From this base semantics we require that its maximal elements w.r.t. a preorder are exactly those in \( \sigma \). Now we let the solvers compute candidates from the base semantics and then iteratively maximize them to find a maximal candidate in \( \sigma \). Using this approach we can solve tasks for enumerating all solutions or decide credulous or skeptical acceptance of \( \sigma \) for an argument \( a \). For AFs we applied search algorithms for preferred, semi-stable and stage semantics and for ADFs we applied them to preferred semantics.

We considered two SAT extensions in our work, the minimal correction sets (MCSes) and backbones. We derived algorithms based on MCSes in a very natural way for the semi-stable and stage semantics. Using a simple post processor we showed how to find the eager extension and the stage-ideal extension. For the ideal semantics we instantiated an existing algorithm using backbones.

Existing algorithms for computing MCSes and backbones from the SAT community rely on iterative SAT solving. We slightly adapted an algorithm for MCSes and directly used an algorithm for backbones for our purposes. For the computation of subtasks for our search algorithms, we can, for AFs, in all cases use a SAT-solver, since the corresponding decision problems are in NP or in coNP. For ADFs the picture is different. Here we first had to establish a clear theoretical understanding of the computational complexity which was missing in the literature for almost all considered problems. The result of this analysis is that the reasoning tasks for ADFs are “one step up” in the polynomial hierarchy compared to their counterparts on AFs. This directly implies that our search algorithms, under standard complexity theoretic assumptions, cannot be instantiated with a SAT-solver, unless we take an exponential blow-up into account. However we can use solvers capable of solving tasks of the second level of the polynomial hierarchy (e.g. solving tasks which are in \( \Sigma^P_2 \)). Examples of such solvers are quantified Boolean formulae (QBF) solvers or answer-set programming (ASP) solvers capable of dealing with disjunctive ASP programs. As a side result from our complexity analysis we developed a backbone algorithm for computing the grounded interpretation of an ADF.

A second major contribution of our complexity analysis is the investigation of BADFs with known link types. Here we proved that the reasoning tasks on these BADFs have the same complexity as their counterparts on AFs. This clearly suggests to use again less powerful solvers for BADFs such as SAT-solvers or ASP solvers (and normal logic programs).

To show the feasibility of our approach we conducted experiments on prototypical implementations of our algorithms for AFs. The experiments revealed a significant performance boost
compared to ASPARTIX, a state-of-the-art system for computing many semantics for AFs. CE-GARTIX is our prototype for instantiating the search algorithms. For the algorithms based on SAT extension, we provide a suite of tools. All programs are available online (see Table 5.3).

6.2 Related Work

Naturally no academic work exists purely in a vacuum. In this section we describe the most important related works to our thesis. Algorithms applicable for problems in abstract argumentation are discussed in a recent survey [47]. As mentioned earlier one can distinguish between *reduction-based* and *direct* approaches. The former aim at translating a given problem to another, usually well-studied problem, for which efficient search engines are available. The goal of the latter approach is to directly develop algorithms tailored to the given problem domain. We review the most important related work in this regard and give further pointers to the literature. Subsequently we discuss algorithms based on decompositions of the given AF and conclude this section with further related work.

**Reduction based Approaches** The main directions for reduction based approaches for abstract argumentation feature SAT, QBFs, answer-set programming (ASP), constraint satisfaction problems (CSP) and equational systems. As a common feature all these formalisms specify some form of constraints to be satisfied. By carefully choosing the right constraints one can then implement the problems from abstract argumentation in these formalisms. We highlight particularly important related work.

The most well-known system is probably ASPARTIX [74, 85, 92], a reduction-based approach with ASP as the target language. This system features an easy-to-use interface. One simply has to provide a text file with the AF as input in a very simple language. Our systems support this language as well (see Section 5.1). This format is sometimes also called ASPARTIX format. Many systems in abstract argumentation are compared with ASPARTIX [25, 45, 74, 129, 131]. Other ASP based approaches have been collected in a recent overview paper [148].

Another approach using CSP [26] is ConArg. This system is capable of computing many semantics and features a GUI. Reductions to equational systems have been studied in [96].

Related work in the SAT area is, for obvious reasons, very close to our work. The most fundamental work is by Besnard and Doutre in [21], who encoded several AF semantics in Boolean formulae, such that the extensions and models correspond. Many of their encodings, or in cases key ideas of their encodings, are visible in more recent approaches. We also partially use their encodings. Although [21] provided also encodings for preferred extensions, it is clear from the computational complexity point of view that we require for this to work more powerful engines than SAT-solvers. In [2, 86] several problems for AFs were reduced to encodings for QBFs.

The most relevant SAT based approach is PrefSat by Cerutti et al. [45], which enumerates all preferred labelings. In contrast to other SAT based systems, this is not a *monolithic* reduction approach. This means that not a single encoding is constructed, which has as its solutions exactly the answer to the original problem, but multiple calls to a SAT-solver are applied. Indeed the overall scheme is similar to our search algorithms. The key difference lies actually in the use
of labelings instead of extensions in the Boolean encodings. Unlike CEGARTIX, the resulting system of their work enumerates all preferred labelings.

PrefSat encodes labelings of an AF \( F = (A = (x_1, \ldots, x_n), R) \) by generating three variables per argument, i.e. the set of variables in the constructed formula are \( \{I_i, O_i, U_i \mid 1 \leq i \leq |A|\} \). These then correspond in the final result naturally to a labeling. This means a three-valued labeling \( J \) corresponds to a model \( K \) if \( J = (I, O, U) \) with \( I = \{I_i \mid K(I_i) = t\} \), \( O = \{O_i \mid K(O_i) = t\} \) and \( U = \{U_i \mid K(U_i) = t\} \). Encoding the basic constraint that for every argument exactly one labeling is assigned can be done as follows.

\[
\bigwedge_{1 \leq i \leq |A|} \left( (I_i \lor O_i \lor U_i) \land (\neg I_i \lor O_i) \land (\neg I_i \lor \neg U_i) \land (\neg O_i \lor U_i) \right)
\]

Then one can encode the conditions for a labeling to be complete (see Definition 2.3.11) by conjoining certain subformulae. For instance the formula

\[
\bigwedge_{1 \leq i \leq |A|, \exists (y, x_i) \in R} \left( \bigwedge_{(x_j, x_i) \in R} (\neg I_i \lor O_j) \right)
\]

encodes that if there is an attacker for the argument \( x_i \), then one creates a clause for each such attacker \( x_j \) such that if \( x_i \) is assigned the labeling \( \text{in} \) (\( I_i \) is true), then \( x_j \) must necessarily be \( \text{out} \) (\( O_j \) is true). One can encode the other conditions as well in Boolean logic. Several equivalent formulae for doing this have been investigated by Cerutti et al. [45]. In our encoding for complete extensions (see Lemma 3.3.7 and Proposition 3.3.8) we can infer a labeling of an argument \( x \) via the value it is assigned in a model and its “range” variable \( x \). If \( x \) is false in the model, then \( x \) is undecided. Otherwise if \( x \) is true in the model, then \( x \) is in. The labelings/extensions can be directly computed with both our and their encoding. Comparing these encodings w.r.t. their performance is subject to future work.

The idea of the iterative SAT algorithm PrefSat is very close to our Algorithm 3. The basic methodology is to iteratively find complete labelings and extend them to preferred labelings by iterative calls to a SAT-solver. If such a preferred labeling is found, one excludes it from future iterations and searches for a fresh candidate. At the end all preferred labelings are enumerated.

The system PrefSat from [45] is capable of using two state-of-the-art SAT-solvers, PrecoSAT (from the 2009 SAT competition) and Glucose [5]. PrefSat was compared with ASPARTIX [6] (also using \texttt{metis\_asp}, see [74]) and the system presented in [131]. In the experiments the iterative SAT approach outperformed the other systems. We view the results of Cerutti et al. as an independent development with many similarities to our approach. Their performance analysis draws a similar conclusion than ours, namely that the iterative SAT scheme performs very well compared to monolithic systems. Thus our results and theirs complement each other and show that the overall idea behind our approaches is beneficial for implementing hard problems arising in abstract argumentation.

**Direct Algorithms for Abstract Argumentation** Direct approaches include labeling-based approaches [38] and game-theoretic approaches [126]. For labeling based approaches several procedures have been published [57, 126, 129, 130, 131, 152]. Central for these algorithms is that if one fixes a label of some argument, then for complete labelings one can propagate the
status to other arguments. Game-theoretic approaches base the computation on a game between proponent and opponent. Both “players” act consecutively and play arguments, accordingly to attacks and game rules. If the proponent has a winning strategy, then an argument is acceptable in an extension. Two systems for game-theoretic approaches have been implemented, Dungine [142] and Dung-O-Matic.

We recall here the recently developed labeling based Algorithm 9 from [129]. This algorithm shows important features of labeling based algorithms. The algorithm uses five labelings, in, out, undec, must-out and ignored. The intuition behind these labelings is the following. The first three labels again are interpreted as accept the argument, reject the argument (attacked by an argument which is in) and no decision was yet applied to this argument w.r.t. the labeling. The last two labels are new and are auxiliary and technical labelings. The labeling must-out means that the current assigned labels are not a “legal” complete labeling in the sense that an argument is in, but one of its attackers is not out, but must-out. This means this argument should be assigned at the end of the algorithm out, otherwise this will not constitute to a complete (and thus also preferred) labeling. The ignored label is simply used to state that we try to find a complete labeling where we do not accept this argument. Therefore the two new labelings are tailored specifically to Algorithm 9 of [129] and are no argumentative labelings in the sense that they describe the acceptance or rejection of arguments.

Labeling based algorithms often work with so-called transitions, which re-label arguments. In the case of Algorithm 9 from [129] there are two types of transitions, IN-TRANS and IGNORE-TRANS. Both are functions, which take an argument x as input. The former re-labels x to in, all attacked arguments, i.e. all y with (x, y) ∈ R to out. All attackers of x are set to must-out, if they are not already out. Clearly these should be out, but we still require to accept an attacker of it, or in other words a defender of x. The IGNORE-TRANS simply sets the argument to ignored.

Algorithm 9 of [129] starts with an initial labeling, which sets all argument to undec and has a data structure E_{preferred}. This algorithm is a recursive function, which takes as input a labeling. If the current labeling L does not have any undecided arguments, then it is checked (i) if there is no argument set to must-out and (ii) if the arguments set to in by L are a subset of any previously found solution in E_{preferred}. If this is not the case, then a preferred labeling is obtained and added to E_{preferred}. Otherwise there exists an argument set to undecided. We select such an argument which is labeled undec and branch by applying the two types of transitions to this argument. At each branch we simply call the recursive function again.

The recursive calls of this algorithm for the AF $F = (\{a, b, c\}, \{(a, b), (b, a), (b, c)\})$ are shown in Figure 6.1. We shortened the labels i, o, u, ig, mo for the in, out, undecided, ignored and must-out labels. The leaves all have no undecided arguments (here the recursion terminates). The preferred labelings can be identified with solid borders. More details and refinements of this algorithm are given in [129]. The refinements include several optimizations. First the chosen argument in each branch for applying the transitions is selected not arbitrarily but depending on the already computed labelings. Secondly the search space is pruned via cutting off paths where further execution will not yield a preferred labeling. For instance if a must-out argument is

\[\text{http://www.arg.dundee.ac.uk/?page_id=279}\]

\[\text{This example is slightly modified from Figure 3.1 from [129].}\]
not attacked by an argument which is currently undecided we cannot accept an attacker of this argument anymore and thus a required defender is missing. Further pruning mechanisms are applied, which make sure that some unnecessary overhead is reduced.

In [129] also labeling based algorithms for credulous and skeptical acceptance w.r.t. preferred semantics are studied and the algorithm ideas are extended to further semantics e.g. semi-stable and ideal semantics.

The algorithms of [129] are also compared to existing strategies for labeling based algorithm such as [57, 126] theoretically and empirically using implementations. The empirical evaluation of the work of [129] showed good performance w.r.t. implementations of earlier labeling based algorithms [57, 126], ASPARTIX and dynPARTIX [46, 78].

Other labeling based algorithms also found their way into implementations. For instance CompArg [152] and PyAAL [135] are systems to compute labelings of various semantics for AFs.

**Decomposition and Splitting Approaches** When viewing reduction approaches and direct approaches for abstract argumentation, then our algorithms and the iterative algorithms from [45] can be seen as a sort of hybrid between these two. There is another hybrid approach, which emerged from a direct algorithm based on dynamic programming [46, 78], which first decomposes the given AF. The given AF is viewed as an undirected graph and one generates a so-called tree decomposition out of this graph. A tree-decomposition can be seen as a syntactic translation of the original graph, such that the result is a tree, where each node contains a so-called bag, which is a subset of the original arguments of the AF. A tree is a connected graph without cycles.
This tree decomposition in particular has three features which are exploited in the follow-up algorithms. We first sketch these feature in a more intuitive way. First we have a tree structure which we can traverse bottom-up (or top-down). Secondly the bags contain only subsets of the original AF (a subset of the arguments and thus a restricted AF). The tree decomposition now allows to compute a kind of “partial” result only on the current bag which we are visiting in e.g. a bottom-up manner. The bag of a node may be considerably smaller then the original AF. Thirdly tree decompositions satisfy a property called “connectedness” condition. This says that for any two bags, if there is an argument $x$ inside both of them, then $x$ is also present in all bags in a path from the first to the second bag. This ensures in particular that when during the computation one finds a bag not containing a certain argument anymore, which was present before, then this argument will never appear again further up in the tree, i.e. we can by clever design of the overall algorithm “finish” the subtasks regarding this argument.

More formally given a graph $G = (V, E)$ a tree decomposition is a pair $(T, B)$, where $T = (N, F)$ is a rooted tree, such that $B : N \to 2^V$ is a function which assigns to each node of the decomposition a subset of $V$ (also called a the node’s bag), s.t. the following three conditions are satisfied. The third condition is the connectedness condition.

1. For every vertex $v \in V$, there is a node $t \in N$, s.t. $v \in B(t)$;
2. for every edge $(x, y) \in E$, there is a node $t \in N$, s.t. $\{x, y\} \subseteq B(t)$;
3. for every vertex $v \in V$, the set $\{t \in N \mid v \in B(t)\}$ induces a connected subtree of $T$.

Given a tree $T = (N, F)$ and a subset of the vertices $X \subseteq N$, then the induced subtree of $T$ w.r.t. $X$ is $T' = (X, \{(x, y) \in F \mid \{x, y\} \subseteq X\})$. See Figure 6.2 for an example. Now there are many tree decompositions for a given graph. In particular the metric width of a tree decomposition can vary. The width of such a tree decomposition is the size of the largest bag in this tree decomposition minus 1. This width also measures in way how “close” a graph is to being a tree. For instance for trees one can always construct a tree decomposition of width 1 (every bag has two nodes). On the other hand the trivial tree decomposition containing exactly one node with a bag of all original arguments is a valid tree decomposition. The problem of

![Figure 6.2: Tree decomposition of AF from Example 2.5 with width 2](image-url)
finding an optimal tree decomposition w.r.t. width is intractable [3], but heuristics and software implementations exists [128].

The approach from dynPARTIX [46, 78] now first computes a tree decomposition with a potentially low width. Then it traverses this tree decomposition in a bottom-up manner for the computation of preferred semantics. The concrete dynamic programming algorithm for enumeration of preferred extensions is somewhat technically involved. In essence so-called colorings of the arguments are computed in each bag, or sets of such colorings. Colorings are a data structure to hold information of the status of arguments computed so far. Then these colorings are propagated upwards and the new arguments from the next bag are considered. We refer the reader to [80] for details of the algorithm. A particularly important aspect of dynPARTIX is that the runtime depends on the treewidth of the decomposition.

In later works, the computation in each bag is delegated to an ASP solver in the framework of D-FLAT [27, 28]. First the given AF is decomposed to a tree decomposition. Then the bottom-up algorithm is applied using for each computation an ASP call. Comparing the dynamic programming approach using D-FLAT with our algorithms (e.g. Algorithm 1), we have in our search algorithms a sequence of calls to a SAT-solver for semantical (sub)problems. On the other hand using dynPARTIX and D-FLAT one syntactically decomposes the given AF and then applies a dynamic programming algorithm using ASP calls for restricted AFs. Furthermore, when we compare the inherent parameters used in the two approaches, then dynPARTIX and D-FLAT utilize treewidth as the parameter, while we utilize semantical parameters. First experiments for dynPARTIX showed that if the structure of the given AF emits a tree decomposition of low width, then the computation can be efficiently done.

Another related approach to the decomposition approach via tree decomposition is via splitting [14, 15, 16]. The basic idea is to split an AF into two parts. We then have a left and right part. For all attackers from the right to the left side we attach to the restricted AF from the left side auxiliary arguments, which attack those attacked arguments and back (symmetric attacks). Then the extensions are computed on this adapted framework from the left part. The auxiliary arguments act as “gadgets” to simulate that we either may put them inside an extension or not. For each extension of the left part we adapt the right restricted framework by basically propagating the extension. For instance if an argument \( a \) is inside an extension \( E \) of the left part and in the original (whole) framework there is an attack \( (a, b) \) to an argument \( b \) of the right part, then we insert auxiliary arguments and attacks on the right framework for ensuring that \( b \) is not in the extension. The concrete gadgets depend on the chosen semantics. We can then combine the extensions of the right part with the extension of the left part. In this way one can enumerate all extensions.

This idea was implemented and empirically evaluated in [16]. The results show that if the AF in question has certain characteristics, e.g. having a suitable SCC structure for splitting, then this approach increased the overall performance.

**Other Related Systems and Algorithm Concepts** An interesting approach for optimizing queries for preferred semantics is studied in [114]. Here the idea is to first compute the grounded extension of an AF and then propagating the result. This may dramatically influence the running time. The preprocessing step can be computed in polynomial time and may cover the status of
many arguments. Further it was observed that if we want to check for credulous and skeptical acceptance of arguments w.r.t. the preferred semantics we can restrict the given AF only to relevant arguments for answering the query \[113\]. In particular one can look at the condensation of the given AF (its SCC graph, see Section \[2.3.1\]). The condensation is a forest of rooted trees. Now it is sufficient for deciding the query to consider only those SCCs which have a path to the one containing the argument under scrutiny. This in particular is based on the directionality property of preferred semantics.

Regarding related work on algorithms for ADFs, there are two systems for ADFs. The first is adfsys \[91\] and the other its successor DIAMOND \[90\]. Both are based on (disjunctive) ASP encodings. For more complex semantics more than one ASP call is applied or the input ADF is first preprocessed. This preprocessor maps a given ADF with Boolean formulae as acceptance conditions into an ADF with functional representations. This representation essentially gives the truth table of the formula, thus may be exponential in space w.r.t. the size of the ADF with formulae.

Another interesting approach for ADFs are translations of ADFs to AFs by Brewka, Dunne and Woltran \[29\] and Ellmauthaler \[89\]. Here translations for a fixed semantics of ADFs are given to a fixed semantics of AFs. They presented translations for computing ADF models via stable extensions of AFs. They also show that the stable semantics of ADFs, as defined in \[34\] can be translated to AFs. Such translations can also be used for analysing the complexity and for providing algorithms.

Leaving the area of abstract argumentation there are two related works which we highlight due to their similarities to our algorithms. The first one is an approach for the field of abduction \[134\]. Briefly put in propositional abduction we are working with propositional formulae and are given a knowledge base which contains our knowledge of the world. Then we have certain observations or manifestations which we would like to have explained. Usually we are given a set of hypotheses, from which we may draw these explanations. The task is then to find certain explanations of the manifestations which are consistent with our background knowledge. Typically one additionally applies certain constraints for these explanations, e.g. they should be minimal w.r.t. the number of hypotheses used. Propositional abduction features problems complete for the second level of the polynomial hierarchy.

Pfandler, Rümmele and Szeider \[134\] proposed to use a so-called backdoor approach for abduction, which is based on parameterized complexity theory. Their approach encodes the problem in a Boolean formula. In general this formula may be of exponential size w.r.t. the input instance. However they show that this formula can be constructed in quadratic time with a constant factor that is exponential in a certain “distance” measure. This distance measure describes the distance of the given propositional theory in the abduction problem to the classes of Horn or Krom formulae. A clause is Horn if it has at most one positive literal and a clause is Krom if it has at most two literals. The satisfiability problem for formulae from these classes can be decided in polynomial time. The distance is now measured in terms of the size of the smallest so-called strong backdoor set of the given theory to one of these classes. We define an auxiliary concept of simplifying a formula \(\phi\) in CNF with a (partial) truth assignment \(\gamma\), denoted as \(\phi[\gamma]\) as follows. A clause \(c \in \phi\) is in \(\phi[\gamma]\) if \(\text{atoms}(c) \cap \text{dom}(\gamma) = \emptyset\). That is if the partial truth assignment does not set a variable of \(c\) to a value, then this clause \(c\) is present in \(\phi[\gamma]\) unchanged.
If \( l \in c \) and \( \gamma(l) = t \), then this clause is not in \( \phi[\gamma] \). If \( l \in c \) and \( \gamma(\neg l) = t \), then \( c' = c \setminus \{l\} \) is in \( \phi[\gamma] \). No other clauses are present in \( \phi[\gamma] \). Briefly put, we remove all clauses already satisfied by \( \gamma \) from \( \phi \). Additionally we remove all literals, which are evaluated to false from the clauses. Let \( C \) be a class of formulae in CNF. A strong \( C \)-backdoor set of a formula \( \phi \) in CNF is a set of variables \( B \), s.t. \( \phi[\gamma] \in C \) for all possible truth assignments \( \gamma \) on the variables \( B \). For instance a strong Krom-backdoor for the formula \( \phi = (a \lor b \lor c) \) would be \( B = \{a\} \). If \( a \) is set to true in a partial interpretation \( \gamma \), then \( \phi[\gamma] = \top \). Otherwise if \( \gamma(a) = f \), then \( \phi[\gamma] = (b \lor c) \).

If we compare the approach of [134] to our algorithms, then the main difference is that in the backdoor approach to abduction inherent parameters of the given instance determine the worst case size of the resulting formula and in our algorithms parameters govern the worst case number of calls to a SAT-solver, but all of the formulae in these calls can be constructed in polynomial time.

Finally a related approach to our algorithms is the CEGAR (counter-example guided abstraction refinement) approach [49, 50]. In our algorithms, we use the NP decision procedures as NP oracles in an iterative fashion. Such approaches fall under the general CEGAR approach originating from the field of model checking. The CEGAR approach has been harnessed for solving various other intrinsically hard reasoning problems [13, 55, 94, 105, 106, 107, 127, 141, 155]. However, we are not aware of earlier work on developing CEGAR-based procedures, which are complexity-sensitive. In our algorithms if the AF in question is in a parameterized class of AFs which have milder complexity, then this implies a direct relation between the size of the AF, the parameter and the number of oracle calls.

### 6.3 Future Work

#### Optimizations and Extensions of Algorithms

First of all our general scheme of search algorithms can be further extended to work with other semantics. In particular the novel SCC-based stage2 [72] semantics appears intriguing. Since stage2 is based on the stage semantics an adaption of our search algorithm for stage semantics in an recursive SCC scheme seems to be an interesting approach for the computationally complex stage2 semantics. Regarding SCCs in general, as observed by [113] we can restrict ourselves to only relevant arguments for semantics satisfying SCC-recursiveness [12] or directionality if we want to answer credulous or skeptical acceptance. It would be interesting to incorporate this optimization in our algorithms for preferred semantics.

Further optimizations for AF algorithms include the realizability studies by Dunne et al. [65, 66, 116]. They show which sets of extensions for a semantics \( \sigma \) are realizable, i.e. that one can construct an AF which has exactly the given set of sets as its \( \sigma \)-extensions. These kind of results may be used to reduce the search space during running time of our algorithms. For instance if we currently have a certain set of preferred extensions already computed, then using realizability results we may be able to conclude that certain kinds of extensions are not possible anymore and can include corresponding constraints for pruning the search space. Furthermore the problems observed with complete base semantics for the Algorithm 5 may be explained more thoroughly using results from realizability.
Regarding algorithms for ADFs, we currently used only the admissible base semantics for preferred semantics. Utilizing complete semantics for ADFs in the search algorithm may again lead to more efficient computation as we witnessed for AFs. Additionally we showed only how to generalize the search algorithms to preferred semantics. It would be interesting to see if other semantics generalized from AFs, e.g. semi-stable semantics, can be captured within our general search algorithm scheme.

**Computational Complexity**  The complexity analysis of ADFs is still not finished. Recently an extension-based semantics for ADFs [136] was proposed. A detailed comparison of the novel extension-based semantics with the ADF semantics as defined in [31] [144] w.r.t. complexity is currently missing. Furthermore parametrized complexity, investigation of tractable fragments and backdoors [61] [79] [80] [81] are completely untouched topics for ADFs.

**Implementations and Experimental Evaluation**  For concrete implementations we provided programs using SAT-solvers. It would be interesting to see the difference if one uses other oracles such as CSP or ASP solvers instead of SAT-solvers. For ADFs our algorithms are currently not implemented and we may use QBF or disjunctive ASP solvers for general ADFs. For bipolar ADFs we can use SAT-solvers or ASP solvers dealing with normal logic programs. For iterative schemes it might also be interesting to try nested HEX programs [88], which offer nesting of ASP programs.

Currently there is a lack of benchmark suites for performance tests in argumentation [73]. In particular AFs from applications are missing. Clearly this is highly desirable for future experimentation.

**General Future Work**  Abstract argumentation is embedded in a larger workflow. In the introduction we sketched this argumentation process (see Figure 1.1). Briefly put, we instantiate a framework out of a given knowledge base, compute sets of jointly acceptable arguments and draw conclusions from them. For creating arguments several formal approaches have been studied [103] [137]. For instance one can create arguments out of a knowledge bases consisting of Boolean formulae or logical rules. In the argumentation process computing the status of abstract arguments is one intermediate step. Using knowledge from other steps of the workflow may dramatically increase the overall performance. In particular some framework structures might not be possible using certain instantiation schemes. Further it might be possible to augment e.g. an AF with further information from the original knowledge base and include this information for computing acceptability of arguments. Currently the steps are mostly viewed as independent challenges and the process of combining knowledge from different steps is just in its infancy, but might provide tremendous performance gains in solving problems for real world applications.
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In this appendix we list further algorithms of Chapter 3. In particular we list the algorithms for the stage semantics and the stage-ideal semantics. The algorithms for the former are very similar to the semi-stable variants, while the algorithm for the latter can be inferred from the eager algorithm.

Algorithm 15 shows the general procedure for the stage semantics and Algorithm 16 is its variant using a SAT-solver.

Algorithm 15 Stage(F, a, M)

Require: AF F = (A, R), argument a ∈ A, mode M ∈ {Enum, Cred, co-Skept}
Ensure: returns S = stg(F) if M = Enum, yes if M = Cred (co-Skept) and Cred_{stg}(a, F) = yes (Skept_{stg}(a, F) = no), otherwise no

1: S = ∅
2: while ∃E, E ∈ ExtExcel(cf, F, S, ≤R) do
3:  while ∃E', E' ∈ GreaterExts(cf, F, E, ≤R) do
4:  E := E'
5: end while
6:  if M = Cred and a ∈ E or M = co-Skept and a /∈ E then
7:  return yes
8:  end if
9: S := S ∪ {E}
10: end while
11: return no (or S if M = Enum)

For the SAT extension based algorithms we describe here the variant for computing all skeptically accepted argument of an AF w.r.t. stage semantics in Algorithm 17.

Finally Algorithm 18 shows how to compute the stage-ideal extension of an AF.
Algorithm 16 Stage-SAT\((F; a, M)\)

Require: \(AF = (A, R)\), argument \(a \in A\) and mode \(M \in \{\text{Enum, Cred, co-Skept}\}\)

Ensure: returns \(I = \text{stg}(F)\) if \(M = \text{Enum}\), yes if \(M = \text{Cred}\) (co-Skept) and \(\text{Cred}_{\text{stg}}(a, F) = \text{yes}\) (Skept\(_{\text{stg}}(a, F) = \text{no}\)), otherwise no

1: \(\text{excl} = \top\)
2: \(I = \emptyset\)
3: while \(\exists I, I \models cf_{A,R} \land \text{range}_{A,R} \land \text{excl}\) do
4: \(I := J\)
5: end while
6: if \(M = \text{Cred}\) and \(a \in I\) or \(M = \text{co-Skept}\) and \(a \notin I\) then
7: return yes
8: end if
9: \(\text{excl} := \text{excl} \land \bigvee_{a \in (A \setminus I)} \neg a \land \bigwedge_{a \in (A \cap I)} (\bigwedge_{\pi \in (A \setminus I)} \neg \pi \to \overline{a})\)
10: \(I := I \cup \{I \cap A\}\)
11: end while
12: return no (or \(I\) if \(M = \text{Enum}\))

Algorithm 17 MCS-AllSkept\(_{\text{stg}}(F)\)

Require: \(AF := (A, R)\)

Ensure: returns AllSkept\(_{\text{stg}}(F)\)

1: \(\phi = \{a_i \lor C_i \mid C_i \in \text{all}\_\text{in}_\text{range}_{A,R}\}\) with \(L := \bigcup_i \{a_i\}\) a set of fresh atoms
2: \(\psi = cf_{A,R} \cup \phi\)
3: \(k = 0\)
4: \(X = A\)
5: while \(\psi\) is satisfiable and \(k \leq |A|\) do
6: \(\psi_k = \psi \cup \text{AtMost}(k, L)\)
7: \(X = X \cap \text{Probing}(\psi_k)\)
8: while \(\psi_k\) is satisfiable do
9: let \(I\) be such that \(I \models \psi_k\)
10: let \(D\) be \(\{\neg a_i \mid a_i \in L \land I(a_i) = t\}\)
11: \(\psi_k = \psi_k \land D\)
12: \(\psi = \psi \land D\)
13: end while
14: \(k = k + 1\)
15: end while
16: return \(X\)
Algorithm 18 MCS-Stage-ideal($F$)

**Require:** AF $F = (A, R)$

**Ensure:** returns $stg$-idl($F$)

1. $X = \text{MCS-AllSkept}_{stg}(F)$
2. return $\hat{F}_F^{|A|}(X)$
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