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Abstract—We provide an analysis of a distributed consensus-type algorithm with weights dependent only on the received data. Our approach does not require any global knowledge of the network which distinguishes our approach from most other contributions. In general, the weights may be further modified by any function. We provide general convergence conditions, prove several properties, derive steady states for such locally derived weights, as well as analyze the convergence rate of the algorithm.
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I. INTRODUCTION

Typically, in distributed consensus problems [2], the mixing weights are designed based on parameters that depend on the network topology, such as node degrees or network size [3].

Contribution and previous work: Although some work bypassing this requirement exists, e.g., [3]–[5], we here provide a novel general method for selecting weights based only on the (local) received data, without any (global) knowledge of the network. Note, e.g., that in [6], [7] nonlinear functions were applied on the data, nevertheless, the weights remained fixed (or they were switching between two weight models) and dependent on the topology of the network. We prove that distributed algorithms with weights dependent on the states converge to a consensus even for a time-variant, so-called switching topology, i.e., a topology where links may appear and disappear. We further conjecture (and provide an example) that under some conditions the weights may adopt negative values. Note that this conjecture is in agreement with findings from [8], [9] where negative weights also led to successful convergence. The algorithms in [3], [5] follow from our model as a special case. By proper selection of the weights we provide an algorithm which converges to a harmonic mean of the initial values (unlike classical average consensus). For several other special cases we derive bounds on the steady states. Furthermore, our contribution includes novel bounds on generalized (Lehmer) means and we discuss their relation to consensus algorithms. Convergence rate of the state-dependent consensus algorithms is also analyzed.

We conclude that the functions applied on the received data influence the steady state of the algorithm. This motivates applications for which, unlike classical average consensus algorithms [2]–[4] where the algorithm converges to the average of the initial values, the average is not required (or undesirable), but an agreement is sufficient [5], [10], [11].

Notation: The number of nodes (network size) is denoted by $N$. The set of neighbors of a node $i$ is denoted as $\mathcal{N}_i$. If node $i$ is included in its neighborhood (there is a self-loop), we write $\mathcal{N}_i^+ \triangleq \mathcal{N}_i \cup \{i\}$. We always assume to have a network described by an undirected graph (bidirectional links). A degree of a node $i$ (number of neighbors) is denoted as $d_i \triangleq |\mathcal{N}_i|$. $\mathbf{I}$ is an identity matrix and $\mathbf{1}$ is a (column) vector of all ones. A row vector is denoted as $x^\top$. Elementwise product of two matrices (vectors) is denoted by $\circ$. Logarithm of each element in a vector is denoted by $\log \mathbf{x}(k) = (\log x_1(k), \log x_2(k), \ldots, \log x_N(k))$.

We further assume synchronous updates of the network, i.e., the iteration (time) index $k$ is common to all nodes in the network.

In Sec. II we define the consensus algorithm with state-dependent weights. In Sec. III we analyze the general properties of the proposed algorithm, review several mean functions, prove novel upper bound on the so-called Lehmer mean, and discuss the relation of quasi-arithmetic means to our state-dependent consensus algorithm. In Sec. IV we analyze the steady states of our consensus algorithm in case of several special weight functions. In Sec. V we analyze the convergence rate. In Sec. VI we compare the theory with simulations. Sec. VII concludes the paper.

II. CONSENSUS ALGORITHM WITH STATE-DEPENDENT WEIGHTS

In this section we define a general consensus algorithm with weights dependent on the received data. The received data may be further modified by some functions. As we prove, for a broad class of general functions, the algorithm converges to a consensus.

Theorem 1. Assuming a static network, then for any set of initial numbers $x_i(0) \in \mathbb{R}$, ($i = 1, 2, \ldots, N$), the update

$$x_i(k) = w_{ii}(k-1)x_i(k-1) + \sum_{j \in \mathcal{N}_i} w_{ij}(k-1)x_j(k-1),$$

with weights

$$w_{ij}(k) = \frac{f_i(x_j(k); k)}{f_i(x_i(k); k) + \sum_{j' \in \mathcal{N}_i} f_j(x_j(k); k)},$$

for any function $f_i(\cdot; k) : \mathbb{R} \to \mathbb{R}_0^+$, with the convention that if for finite times $\{k_0\}$, $f_j(x_j(k_0); k_0) = 0, \forall j \in \mathcal{N}_i^+$, then $w_{ii}(k_0) = 1$; Eq. (1) asymptotically converges to a consensus, i.e.,

$$\lim_{k \to \infty} x_i(k) = c, \quad \forall i = 1, 2, \ldots, N.$$

Remark: Notice that if we violate the condition that $f_j(x_j(k_0); k_0) = 0, \forall j \in \mathcal{N}_i^+$ happens only finite many
times \( (k_0 \text{ is from a finite set}) \), then \( w_{ij}(k) = 1 \) and \( x_i(k) = x_i(k_0), \forall i; k > k_0 \). In other words, the consensus can be reached, in this case, only if \( |x_i(k_0) - c| < \epsilon \), for all \( i \) and some \( \epsilon > 0 \), already holds (algorithm has already converged, when we disconnect some nodes). However, if this happens only a finite number of times, the information can still spread over the network and a global consensus may be achieved.

Note that by a static network in Theorem 1 we imply that its adjacency matrix \( \mathbf{A} \) does not vary (see Eq. (3) ahead), i.e., nodes cannot arbitrarily create new links to other nodes, the size of network is fixed, i.e., the set of neighbors of each node \( N_i \) is constant. However, as noted in the remark, allowing some weights to become zero at a finite amount of time is equivalent to a network with switching topology (links between the nodes may vary).

Still having in mind that the functions at the nodes \( f_i(\cdot; k) \) may change in time \( k \), for the sake of clarity, we drop the additional argument \( k \) in the following notation, i.e., \( f_i(\cdot) \), where this property is not explicitly required.

In the following proof we state several important terms and equations which we use further in the next sections.

**Proof of Theorem 1.** Since all functions \( f_i(\cdot) : \mathbb{R} \to \mathbb{R}^+ (\mathbb{R}^-) \) \((i = 1, 2, \ldots, N)\), we conclude that \( 0 \leq w_{ij}(k) \leq 1, \forall i, j \) and from a global (network) point of view, we observe that the weight matrix (2), i.e.,

\[
\mathbf{W}(k) = [\mathbf{W}(k)]_{ij} \equiv w_{ij}(k),
\]

has the following properties:

1) \( \mathbf{W}(k) \mathbf{1} = \mathbf{1} \) for all \( k \), \( \mathbf{W}(k) \) is row-stochastic
2) eigenvalue \( \lambda_{\max}(k) = 1 \), with corresponding right eigenvector \( \mathbf{v}_{\max}(k) = \mathbf{1} \)
3) left eigenvector corresponding to the eigenvalue \( \lambda_{\max}(k) \),

\[
\mathbf{u}_{\max}(k) = (u_{11}(k), u_{12}(k), \ldots, u_{1N}(k)) \text{ with } f_i(x_i(k)) - \sum_{j \in N_i} f_i(x_j(k))
\]

\[
u_i(k) = \frac{1}{\sum_{j' = 1}^{N_i} \left( f_i(x_{j'}(k)) + \sum_{j'' \in N_i \setminus j'} f_i(x_{j''}(k)) \right)}.
\]

The choice of the weights (2) thus guarantees the well-known necessary conditions for convergence [8], [12] of Eq. (1), i.e., \( \lim_{k \to \infty} x(k) = \lim_{k \to \infty} \prod_{k = 0}^{K} \mathbf{W}(k) x(0) \) may exist.

Furthermore, notice that matrix \( \mathbf{W}(k) \) can be decomposed into

\[
\mathbf{W}(k) = \mathbf{D}_1(k)(\mathbf{I} + \mathbf{A})\mathbf{D}_2(k),
\]

where \( \mathbf{D}_1(k) = \frac{1}{\sum_{j \in N_i} f_i(x_j(k))} \left( \sum_{j \in N_i} \frac{1}{\sum_{j' \in N_i} f_i(x_{j'}(k))} \right) \)

\( \mathbf{D}_2(k) = \left( f_1(x_1(k)) f_2(x_2(k)) \ldots \right) \), and \( \mathbf{A} \) is the adjacency matrix of the network. Thus, in case matrix \( \mathbf{A} \) is symmetric (undirected graph), any matrix of form (3) can be regarded as a transition matrix of a reversible (homogeneous) Markov chain [13], [14]. Thus, if \( \mathbf{W}(k) \) is constant for all \( k > 0 \), we find that \( \lim_{K \to \infty} (\mathbf{W}(k))^K = \mathbf{W}(k) = \mathbf{v}_{\max}(k)\mathbf{u}_{\max}(k) \).

However, in general, we are interested in the convergence of the time-varying matrices \( \mathbf{W}(k) \), i.e.,

\[
\lim_{K \to \infty} \mathbf{W}(K)\mathbf{W}(K - 1) \ldots \mathbf{W}(0) = \lim_{K \to \infty} \prod_{k = 0}^{K} \mathbf{W}(k).
\]

From the theory of Markov chains, we call a sequence of matrices strongly ergodic, if the product of transition matrices \( \mathbf{W}(k) \) converges to a constant matrix with identical rows\(^1\). If a product of transition matrices \( \mathbf{W}(k) \) does not converge to a fixed matrix, but as \( k \to \infty \) the difference between rows decreases, such process is called weakly ergodic [17], [18]. In other words, ergodic means that the states \( x_i(k) \) “forget” their past. From mathematical point of view, for any initialization of \( x_i(0) \), after some time, all states \( i \in \{1, 2, \ldots, N\} \) converge to the same value (regardless from their initial state).

To prove Theorem 1, we follow standard mathematical proofs and utilize the notion of coefficient of ergodicity \( \mu(\mathbf{W}) \) as proposed in [18]. Here, we use a generalized form as introduced in [19], i.e.,

\[
\mu(\mathbf{W}) \triangleq \min_{i,j} \| \min(w_{ij}, w_{i'j'}) \| = \min_{i,j} \sum_j \min(w_{ij}, w_{i'j'}). \]

Thus, this coefficient “measures” the similarity between the rows of a matrix \( \mathbf{W} \). Clearly, \( \mu(\mathbf{W}) = 1 \) if and only if all the rows of a row-stochastic matrix \( \mathbf{W} \) are identical\(^2\). From [18, Lemma 1], we further know that for a product of two row-stochastic matrices \( \mathbf{A} \) and \( \mathbf{B} \), i.e., \( \mathbf{C} = \mathbf{A}\mathbf{B} \), then \( \mu(\mathbf{C}) \geq \mu(\mathbf{A}) \), thus the coefficient of ergodicity \( \mu(\cdot) \) is non-decreasing with the product of matrices. Thus, to prove the Theorem 1, it would be sufficient to show \( \lim_{K \to \infty} \mu(\prod_{k=0}^{K} \mathbf{W}(k)) = 1 \).

However, to simplify the proof, we introduce yet another coefficient of ergodicity [18], [19], i.e.,

\[
\delta(\mathbf{W}) \triangleq \max_{i,j} \| \mathbf{w}_i^T - \mathbf{w}_j^T \|_\infty = \max_{i,j} \max_{i',j'} |w_{ij} - w_{i'j'}|,
\]

where \( \mathbf{w}_i^T \) is the \( i \)-th row of matrix \( \mathbf{W} \). Similarly to \( \mu(\mathbf{W}) \), \( \delta(\mathbf{W}) \) describes the difference between the rows of a matrix \( \mathbf{W} \). It can be observed that \( \delta(\mathbf{W}) = 0 \) if and only if all the rows of \( \mathbf{W} \) are identical.

From [18, Lemma 3], we know that for a product of two row-stochastic matrices \( \mathbf{A} \) and \( \mathbf{B} \), i.e., \( \mathbf{C} = \mathbf{A}\mathbf{B} \), it holds that

\[
\delta(\mathbf{C}) \leq (1 - \mu(\mathbf{A}))\delta(\mathbf{B}).
\]

By extending this to an infinite product of row-stochastic matrices, we obtain [18, Theorem 2]

\[
\delta \left( \prod_{k=0}^{\infty} \mathbf{W}(k) \right) \leq \prod_{k=0}^{\infty} (1 - \mu(\mathbf{W}(k))).
\]

For the proof we further require the notion of so-called scrambling matrices as defined in [18]. A scrambling matrix is a matrix where for every pair of rows, say \((i, i')\), there exists at least one column, say \( j \), such that both \( w_{ij}, w_{i'j} > 0 \). Alternatively, we can say that no two rows of matrix \( \mathbf{W} \) are

\(^1\)Note that unlike non-homogeneous Markov chains where the right (forward) product of transition matrices is considered, we are interested in the left (backward) product of the matrices. The theorems and tools used in the proof here, however, do not depend on the order of the matrices [15], [16].

\(^2\)In general, if all rows of a matrix \( \mathbf{W} \) sum up to \( r \), \( \mu(\mathbf{W}) = r \).
orthogonal [20]. Note that a scrambling matrix does not imply an irreducible matrix (connected network; see Case 3 ahead), nor the irreducible matrix imply scrambling. Also note that any matrix with a positive column is a scrambling matrix.

It can be observed that for any scrambling matrix $W$, $0 < \mu(W) < 1$. And, $\mu(W) = 0$, if and only if $W$ is not a scrambling matrix. Also, as mentioned before $\mu(W) = 1$ if and only if all the rows of a row-stochastic matrix $W$ are identical. It thus suffices to show that there are infinitely many scrambling matrices in the product $\prod_{k=0}^{\infty} W(k)$.

To prove Theorem 1, for the general case $f_i(\cdot) \geq 0$ (non-negative), we have to distinguish the following three cases:

Case 1) If all $f_i(x_i(k)) > 0$ (strictly positive) (or all $f_i(\cdot)$ are strictly negative), we observe that matrix $W(k)$ is a primitive matrix (irreducible since it remains connected; and aperiodic since at least one self-loop will be present) [21]. We further observe from decomposition (3) that any product of $W(k)W(k-1)$ is again a primitive matrix. Thus, for any positive diagonal matrix $D(k) = \text{diag}(\sum_{j \in \mathcal{N}_i^+} f_j(x_j(k)); \cdots, \sum_{j \in \mathcal{N}_i^+} f_j(x_j(k)))$, matrix $(I + A)D(k)(I + A)$ eventually becomes a scrambling matrix (information from some node spreads to all other nodes after some iterations, i.e., there will be a positive column). Such “sub-products” of scrambling matrices appear in (4) infinitely many times.

Case 2) If we at some times $\{k_0\}$ disconnect all neighboring nodes of node $i$, node $i$ stops receiving data (becomes isolated), then $W_{i,k}(k) = 0$, and the value at node $i$ remains constant, i.e., $x_i(k+1) = x_i(k)$. In this case, if we did not have the condition that this case happens only finitely many times, $\lim_{K \to \infty} W(k)$ could be larger than 0, and thus a consensus might not be reached.

Case 3) We disconnect at some times $\{k_1\}$ some (at least one, but not all) of neighboring nodes of node $i$, i.e., $f_j(x_j(k_1)) = 0$, for some $j \in \mathcal{N}_i^+$. This means that the $j$-th columns of $W(k_1)$ will be equal to 0. Matrix $W(k_1)$ nevertheless remains row-stochastic with a positive off-diagonal element in every row. Note that in this case the diagonal element $w_{i,k}(k_1) = 0$, thus generalizes the conditions on convergence as proposed in [5], [24]. Also note, that this case may happen infinitely many times $\forall k$.

Case 3 represents the case when some nodes at times $\{k_1\}$ do not transmit anything, only receive (recall, that they are not isolated), and thus the network is not (strongly) connected anymore. Similarly to Case 1, after some (finite) steps $\{k_1\}$ (depending on the connectivity of the network) there will be a strictly positive column in the matrix $W^{(k)} \triangleq \prod_{k \in \mathcal{I}_i} W(k)$, and thus $W^{(k)}$ will be a scrambling matrix. Set $\mathcal{I}_i$ contains iterations indices of the $i$-th “sub-product”. For (infinitely) many iterations, $\{k_1\} = \mathcal{I}_1 \cup \mathcal{I}_2 \cup \ldots$, $\mu(W^{(\mathcal{I}_i)}) \leq 1 \forall i$, and thus

$$
\delta \left( \prod_{k=0}^{\infty} W(k) \right) \leq \prod_{k=0}^{\infty} (1 - \mu(W(k))) = \prod_{k \in \{k_0\}} (1 - \mu(W(k))) \prod_{k \in \{k_1\}} (1 - \mu(W(k))) = \prod_{k \in \{k_0\}} (1 - \mu(W(k))) \prod_{k=1}^{\infty} (1 - \mu(W^{(\mathcal{I}_i)})) = 0.
$$

This concludes the proof of Theorem 1.

For the sake of completeness, let us briefly compare the non-homogeneous Markov chains and the consensus updates in the case of time-varying functions $f_i(x_i(k);k)$ and the case when functions $f_i(x_i(k))$ depend only on the input value.

If we allow functions $f_i(x_i(k);k)$ to be different for any $k$, from the theory Markov chains we know that the right (forward) product of the weight matrices $W(k)$, i.e., $W(0)W(1)\ldots W(K)$, may not tend to a fixed consensus matrix. Nevertheless, the nodes reach the same value (consensus), thus, this process is strongly ergodic. Moreover, if the functions are node independent, i.e., $f_i(x_i(k))$, then the right product of matrices converge to a fixed consensus matrix. Thus, such process is strongly ergodic. However, even if the functions are node independent, $W(0)W(1)\ldots W(K)$ only averages a matrix with constant rows, thus leaves the product unchanged.

### III. General properties

In this section we provide several properties of the consensus algorithm as defined in Theorem 1.

**Lemma 1.** Consider update Eq. (1) with weights (2), then for all $k$ and any functions $f_i(x_i(k)) \in \mathbb{R}$, the states $x_i(k)$, $i = 1, 2, \ldots, N$, are bounded

$$
x_{\min}(0) \leq x_i(k) \leq x_{\max}(0),
$$

where $x_{\min}(0) \triangleq \min_{i=1,\ldots,N} x_i(0)$ and $x_{\max}(0) \triangleq \max_{i=1,\ldots,N} x_i(0)$.

**Proof.** Since (cf. Eq. (1))

$$
x_i(k) = \sum_{j \in \mathcal{N}_i^+} f_j(x_j(k-1); k-1)x_j(k-1) \leq x_{\max}(k-1),
$$

it can be further shown, e.g., [25], [26, Theorem 3.4], that in this case the product (right) of the matrices converges to matrix

$$
W^* = \frac{1}{\sum_{i=1}^{N} (1 + d_i)} (1 + d_1, 1 + d_2, \ldots, 1 + d_N)^T.
$$
with \( x_{\text{max}}(k) \triangleq \max_{j \in N_i^+} x_j(k) \).

Since \( x_{\text{max}}(k) \leq x_{\text{max}}(k) \triangleq \max_{i=1,2,\ldots,N} x_i(k) \), then
\[
x_i(k) \leq x_{\text{max}}(k-1), (\forall i),
\]
and this recursively leads to the upper bound \( x_i(k) \leq x_{\text{max}}(0) \).

Similarly,
\[
x_i(k) = \frac{\sum_{j \in N_i^+} f_i(x_j(k-1);x_{k-1}) x_j(k-1)}{\sum_{j \in N_i^+} f_i(x_j(k-1);x_{k-1})} \geq \frac{\sum_{j \in N_i^+} f_i(x_j(k-1);x_{k-1}) x_{\text{min}}(k-1)}{\sum_{j \in N_i^+} f_i(x_j(k-1);x_{k-1})} = x_{\text{min}}(k-1),
\]
with \( x_{\text{min}}(k) \triangleq \min_{j \in N_i^+} x_j(k) \).

Since \( x_{\text{min}}(k) \geq x_{\text{min}}(k-1) \triangleq \min_{i=1,2,\ldots,N} x_i(k) \), then
\[
x_i(k) \geq x_{\text{min}}(k-1), (\forall i),
\]
and this recursively leads to the lower bound \( x_i(k) \geq x_{\text{min}}(0) \).

In other words, Lemma 1 states that for any function \( f(\cdot) \), the steady state, i.e., \( \lim_{k \to \infty} x_i(k) \), must lie between the minimum and maximum of the initial (non-negative) values. Thus, there exists no function (or network topology) for which the steady state of Eq. (1) would lead to, e.g., a sum of the initial values (except for the trivial case when the initial values are zero).

**Lemma 2.** If the weight function \( f_i(x_i); k \) > 0 is a convex function and \( f_i(\cdot) \) is time-independent and common for all nodes, i.e., \( f_i(x_i); k \equiv f(x_i) \), then
\[
f(x_i) \leq \sum_{j \in N_i^+} f(x_j(k-1)),
\]
and if the function is concave, then
\[
f(x_i) \geq \sum_{j \in N_i^+} f^2(x_j(k-1)).
\]

**Proof.** Lemma 2 is a straightforward result of Jensen’s inequality [27], i.e., for a convex (positive) function
\[
f(x_i(k)) \leq \frac{\sum_{j \in N_i^+} f(x_j(k-1)) f(x_j(k-1))}{\sum_{j \in N_i^+} f(x_j(k-1))} \leq \left( \frac{\sum_{j \in N_i^+} f(x_j(k-1))}{\sum_{j \in N_i^+} f(x_j(k-1))} \right)^2 = \sum_{j \in N_i^+} f(x_j(k-1)),
\]
and analogously for a concave function.

**Lemma 3.** If \( f_i(x_i); k \equiv g_i(x_i); k + h_i(x_i); k \) (cf. Eq. (2)) such that \( g_i(x_i); k \geq h_i(x_i); k \geq 0 \), then
\[
x_i(k) = \frac{\sum_{j \in N_i^+} (g_j(x_j(k-1);k-1)+h_j(x_j(k-1);k-1)) x_j(k-1)}{\sum_{j \in N_i^+} (g_j(x_j(k-1);k-1)+h_j(x_j(k-1);k-1))} \leq \frac{\sum_{j \in N_i^+} g_j(x_j(k-1);k-1) x_j(k-1)}{\sum_{j \in N_i^+} h_j(x_j(k-1);k-1)},
\]
and
\[
x_i(k) \geq \frac{\sum_{j \in N_i^+} h_j(x_j(k-1);k-1) x_j(k-1)}{\sum_{j \in N_i^+} g_j(x_j(k-1);k-1)}.
\]

**Proof.** Using simple inequalities, it follows that if
\[
f_i(x_i); k = g_i(x_i); k + h_i(x_i); k \text{ such that } g_i(x_i); k \geq h_i(x_i); k \geq 0,
\]
then the upper bound on the state \( x_i(k) \) yields
\[
x_i(k) = \frac{\sum_{j \in N_i^+} f_j(x_j(k-1);k-1) x_j(k-1)}{\sum_{j \in N_i^+} f_j(x_j(k-1);k-1)}
\]
\[
= \frac{\sum_{j \in N_i^+} (g_j(x_j(k-1);k-1)+h_j(x_j(k-1);k-1)) x_j(k-1)}{\sum_{j \in N_i^+} (g_j(x_j(k-1);k-1)+h_j(x_j(k-1);k-1))}
\]
\[
\leq \frac{\sum_{j \in N_i^+} g_j(x_j(k-1);k-1) x_j(k-1)}{\sum_{j \in N_i^+} h_j(x_j(k-1);k-1)} + \frac{\sum_{j \in N_i^+} h_j(x_j(k-1);k-1) x_j(k-1)}{\sum_{j \in N_i^+} h_j(x_j(k-1);k-1)}
\]
\[
= \frac{\sum_{j \in N_i^+} g_j(x_j(k-1);k-1) x_j(k-1)}{\sum_{j \in N_i^+} h_j(x_j(k-1);k-1)} + \frac{\sum_{j \in N_i^+} h_j(x_j(k-1);k-1) x_j(k-1)}{\sum_{j \in N_i^+} h_j(x_j(k-1);k-1)}
\]
\[
\leq \frac{\sum_{j \in N_i^+} h_j(x_j(k-1);k-1) x_j(k-1)}{\sum_{j \in N_i^+} g_j(x_j(k-1);k-1)} + \frac{\sum_{j \in N_i^+} h_j(x_j(k-1);k-1) x_j(k-1)}{\sum_{j \in N_i^+} h_j(x_j(k-1);k-1)}.
\]

The lower bound follows analogously.

**Corollary 1.** If the function \( f(\cdot) \) (Eq. (2)) is a monomial, i.e., \( f_i(x_i); k = x_i^p(k) \), \( p \in \mathbb{R} \), and \( x_i \geq 0 \), then the state \( x_i(k) \) is so-called Lehmer mean (see Definition 3 ahead) of the received data, i.e.,
\[
x_i(k) = \frac{\sum_{j \in N_i^+} x_j^p(k-1)}{\sum_{j \in N_i^+} x_j^p(k-1)}.
\]

A powerful theorem which allows to bound more complex functions (see Sec. IV-D ahead) is the following.

**Lemma 4.** If \( h(x) = \frac{f(x)}{g(x)} ; \mathbb{R}^+ \to \mathbb{R} \) is a decreasing function then for an arbitrary \( n \)
\[
\frac{\sum_{i=1}^n f(x_i) x_i}{n} \leq \frac{\sum_{i=1}^n g(x_i) x_i}{n}.
\]

The inequality is reversed if \( \frac{f(\cdot)}{g(\cdot)} \) is an increasing function.

**Proof.** See [28], [29].

Moreover, for general weight functions which differ at each node \( i \), i.e., \( f_i(x_i) \), it can be shown [27, p. 313] [30] that the inequality for an arbitrary \( n \)
\[
\frac{\sum_{i=1}^n f_i(x_i) x_i}{\sum_{i=1}^n f_i(x_i)} \leq \frac{\sum_{i=1}^n g_i(x_i) x_i}{\sum_{i=1}^n g_i(x_i)}
\]
holds if for all \( x_i, x_j \) (\( i \neq j \)) \((1 \leq i \leq n)\)
\[
\frac{f_i(x_i)}{f_n(x_j)} \leq \frac{g_i(x_i)}{g_n(x_j)}.
\]

Based on Lemma 4 we can state the following theorem on the steady states of the consensus algorithm with state-dependent weights.

**Theorem 2.** Having two consensus algorithms with state-dependent weights, i.e.,
\[
x_i(k) = \frac{\sum_{j \in N_i^+} f_j(x_j(k-1);k-1) x_j(k-1)}{\sum_{j \in N_i^+} f_j(x_j(k-1));k-1)}.
\]

(6a)
and
\[ \tilde{x}_i(k) = \frac{\sum_{j \in N^+} g_j(\tilde{x}_j(k-1))\tilde{x}_j(k-1)}{\sum_{j \in N^+} g_j(\tilde{x}_j(k-1))} \] (6b)

where \( x_i(0) = \tilde{x}_i(0) \), and assuming that functions \( f_1(x), f_2(x), \ldots, g_1(x), g_2(x), \ldots \) are node independent and positive, i.e., \( f(x) : \mathbb{R}^+ \to \mathbb{R} \) and \( g(x) : \mathbb{R}^+ \to \mathbb{R} \) such that \( h(x) \equiv \frac{f(x)}{g(x)} \) is a decreasing differentiable function, and furthermore if \( f(x) \) is non-decreasing such that \( \frac{df}{dx} f(x) \leq f(x) \), then for all \( i \) and \( k \)

\[ x_i(k) \leq \tilde{x}_i(k). \]

Thus, the steady state of Eq. (6a) bounds the steady state of Eq. (6b) and vice versa.

If function \( h(x) \) is increasing, and \( g(x) \) is non-decreasing such that \( \frac{df}{dx} g(x) \leq g(x) \), then \( x_i(k) \geq \tilde{x}_i(k) \).

**Proof.** From Lemma 4 and assumption on the initial values \( x_i(0) = \tilde{x}_i(0) \), it follows that \( x_i(1) \leq \tilde{x}_i(1) \). For \( k = 2 \) it follows that

\[ x_i(2) - \tilde{x}_i(2) = \frac{\sum_{j \in N^+} f(x_j(1))x_j(1)}{\sum_{j \in N^+} f(x_j(1))} - \frac{\sum_{j \in N^+} g(\tilde{x}_j(1))\tilde{x}_j(1)}{\sum_{j \in N^+} g(\tilde{x}_j(1))}. \]

From [31], [32] we know that function \( M(x) = \frac{\sum_{j \in N^+} f(x_j)x_j}{\sum_{j \in N^+} f(x_j)} \) is an increasing function with respect to all \( x_j \), i.e., if some \( \tilde{x}_j \geq x_j \), then \( M(\tilde{x}) \geq M(x) \), if \( f(x) \) is a non-decreasing function such that \( \frac{df}{dx} f(x) \leq f(x) \).

Thus, if \( x_i(1) \leq \tilde{x}_i(1) \), and applying Lemma 4 again, we obtain

\[ x_i(2) - \tilde{x}_i(2) \leq \frac{\sum_{j \in N^+} f(x_j(1))x_j(1)}{\sum_{j \in N^+} f(x_j(1))} - \frac{\sum_{j \in N^+} g(\tilde{x}_j(1))\tilde{x}_j(1)}{\sum_{j \in N^+} g(\tilde{x}_j(1))} \leq 0. \]

Generalization for \( k > 2 \) follows straightforwardly.

The reversed case for \( \frac{f(x)}{g(x)} \) being an increasing function can be proven analogously.

As a consequence of Theorem 2, the steady state of one consensus algorithm can be bounded (from above and below) by another appropriate consensus algorithm. We will use this fact later on for bounding more complicated functions. Also note that the conditions on the properties of the functions are only implications, thus there may be different conditions on the weight functions which would still guarantee that the states \( x_i(k) \) of one consensus algorithm are bounded by states \( \tilde{x}_i(k) \) of another consensus algorithm.

**A. Means**

For the sake of completeness let us first recall several mean functions [27], [33] in general which we will use later on. Note that \( n \) denotes an arbitrary number and need not to be related to \( N \).

**Definition 1** (Gini mean [27], [33]). The Gini mean of (positive) real numbers \( x_i, i = 1, 2, \ldots, n, \) is defined as

\[ K(p, q; x) \triangleq \begin{cases} \left( \frac{\sum_{i=1}^{n} x_i^p}{\sum_{i=1}^{n} x_i^q} \right)^{\frac{1}{p-q}} & \text{if } p \neq q, \\ \left( \prod_{i=1}^{n} x_i^{x_i} \right)^{\frac{1}{x_i}} & \text{if } p = q. \end{cases} \]

where \( p, q \in \mathbb{R} \).

The following two special cases of the Gini mean are of special interest for us.

**Definition 2** (Hölder mean [27]). The Hölder mean (power mean) of (positive) real numbers \( x_i, i = 1, 2, \ldots, n, \) is defined as

\[ K(p, 0; x) \equiv M(p; x) \triangleq \left( \frac{1}{n} \sum_{i=1}^{n} x_i^p \right)^{\frac{1}{p}} \]

where \( p \in \mathbb{R} \).

**Definition 3** (Lehmer mean [27]). The Lehmer mean of (positive) real numbers \( x_i, i = 1, 2, \ldots, n, \) is defined as

\[ K(p, p-1; x) \equiv L(p; x) \triangleq \frac{\sum_{i=1}^{n} x_i^p}{\sum_{i=1}^{n} x_i^{p-1}} \]

where \( p \in \mathbb{R} \).

Special cases of the Hölder and Lehmer means include:\n
- Harmonic mean: \( H(x) \triangleq M(-1; x) \equiv L(0; x) \)
- Geometric mean: \( G(x) \triangleq M(0; x) \)
- Arithmetic mean: \( A(x) \triangleq M(1; x) \equiv L(1; x) \)
- Quadratic mean: \( Q(x) \triangleq M(2; x) \)

It can be further proved [27], [34], [35] that both means are monotonically increasing functions of \( p \), i.e., if \( p < q \) then \( M(p; x) < M(q; x) \) as well as \( L(p; x) < L(q; x) \).

Moreover, if \( p_1 \leq p_2, q_1 \leq q_2 \), then [27]

\[ K(p_1, q_1; x) \leq K(p_2, q_2; x). \] (9)

Thus, Eq. (9) leads to inequalities

\[ M(p; x) \leq L(p; x) \quad \text{if } p \geq 1 \]
\[ M(p; x) > L(p; x) \quad \text{if } p < 1. \]

We now prove the following new upper bound for a general Lehmer mean.

**Lemma 5.** Having real positive numbers \( x_i > 0, i = 1, 2, \ldots, n, \) then for a sufficiently large \( p \leq p^* \)

\[ L(p; x) \leq L(p - 1; x) \left( 1 + \frac{\sum_{i=1}^{n} x_i^{p-1} \log x_i}{\sum_{i=1}^{n} x_i^{p-1}} - \frac{\sum_{i=1}^{n} x_i^{p-2} \log x_i}{\sum_{i=1}^{n} x_i^{p-2}} \right). \] (10)

\[ \text{The Lehmer mean for } p = 2, \text{ i.e., } L(x, 2) \text{ is literature sometimes called a contraharmonic mean.} \]
Remark: If \( n = 2 \), then inequality (10) holds for \( p \geq p^* = 1 \), for any values \( x_i \). In general, \( p^* \) depends on the largest inflection point of \( L(p; x) \), which, in turn, depends on \( x_i \). However, the inflection points location, or at least bounds on them, are, to the best of our knowledge, unknown [35] and need to be found numerically\(^6\).

**Proof.** After taking the second derivative, i.e., \( \frac{\partial^2 L(p; x)}{\partial p^2} \), and investigating the behaviour at \( p \to \infty \) we find that the function \( L(p; x) \) for \( p \geq p^* \), where \( p^* \) is the largest inflection point, is a concave function [27], [34]. Therefore, for \( p \geq p^* \),

\[
L(p; x) \leq L(p; x) + \left. \frac{\partial L(p; x)}{\partial p} \right|_{p = p^*}.
\]

(11)

Note that for \( n = 2 \), it can be found that \( p^* = 1 \) is the only inflection point.

Taking the derivative we obtain (cf. (8))

\[
\frac{\partial L(p; x)}{\partial p} = L(p; x) \left( \frac{\sum_{i=1}^{n} x_i^p \log x_i}{\sum_{i=1}^{n} x_i^p} - \frac{\sum_{i=1}^{n} x_i^{p-1} \log x_i}{\sum_{i=1}^{n} x_i^{p-1}} \right).
\]

(12)

Plugging (12) into (11) (for \( \frac{\partial L(p; x)}{\partial q} \big|_{q=p^*} \)) concludes the proof. \( \square \)

**B. Relation of Hölder mean and quasi-arithmetic means to consensus algorithms**

Comparing the definition of (weighted) Hölder (power) mean (7) [35] and the definition of our state-dependent consensus (1), we observe that if we take the \( p \)-th power of the states \( x_i(k) \) we obtain

\[
x_i^p(k) = \sum_{j \in \mathcal{N}_i^+} w_{ij}(k-1)x_j^p(k-1)
\]

and substituting \( z_i(k) = x_i^p(k) \) yields

\[
z_i(k) = \sum_{j \in \mathcal{N}_j^+} w_{ij}(k-1)z_j(k-1),
\]

which is a consensus algorithm with states \( z_i(k) \), i.e., \( \lim_{k \to \infty} z_i(k) = c \), or from global point of view, with \( x^p = (x_1^p, x_2^p, \ldots, x_N^p) \),

\[
\lim_{k \to \infty} x(k) = \left( \prod_{k=0}^{\infty} W(k)x^p(0) \right)^{1/p}.
\]

For a specific selection of the weights \( w_{ij}(k) \) (see Sec. IV ahead) the consensus can be found exactly\(^7\).

In general, the Hölder (power) means are only a special case of the class of so-called quasi-arithmetic means [27], i.e. for an arbitrary \( n \),

\[
M_\varphi(x, \omega) = \varphi^{-1} \left( \sum_{i=1}^{n} w_i \varphi(x_i) \right),
\]

with some monotone invertible function \( \varphi(\cdot) \), can be viewed, by applying function \( \varphi(\cdot) \) on both sides, as a consensus algorithm with states \( \varphi(x_i(k)) \), i.e.,

\[
\varphi(x_i(k)) = \sum_{j \in \mathcal{N}_i^+} w_{ij} \varphi(x_j(k-1)).
\]

In general, combining our approach with quasi-arithmetic means, would lead to an update equation of type [36], [37]

\[
x_i(k) = \varphi^{-1} \left( \frac{\sum_{j \in \mathcal{N}_i^+} f_j(x_j(k-1)) \varphi(x_j(k-1))}{\sum_{j \in \mathcal{N}_j^+} f_j(x_j(k-1))} \right),
\]

where \( \varphi(\cdot) \) would be known and applied locally at each node\(^8\).

Clearly, quasi-arithmetic means present an interesting generalization of classical means and may further extend the analysis of the consensus algorithm with state-dependent weights. For example, the bounds on the difference (distance) between two generalized means, i.e., \( \rho(M_{\epsilon}(x, \omega), M_{\varphi}(x, \omega)) \) [38], could not only directly bound the steady state of such algorithm, but can bound the error between the steady states. An interesting question, concerning this generalized approach, is, whether it is possible to find such (network-independent) functions \( f(\cdot), \varphi(\cdot) \), for which the steady state would lead to the sum of initial values \( x_i(0) \), thus bypassing Lemma 1. Such analysis is, however, at the moment, left for future research.

**IV. Steady states**

In this section we provide examples of weights with specific functions and derive their steady states.

Let us begin with two very simple special cases.

**A. Constant initial values**

Using Eq. (1) with weights (2), clearly, for any topology if \( x_i(0) = x_j(0) = c \), for all \( i, j \), then

\[
\lim_{k \to \infty} x_i(k) = x_i(0) = c.
\]

**B. Fully-connected network**

In case of a fully-connected network (network where each node is connected to all other nodes) it is straightforward to find that for any \( x_i(0) \in \mathbb{R} \) the steady state is equal to the state after the first iteration, i.e.,

\[
\lim_{k \to \infty} x_i(k) = x_i(1) = \frac{\sum_{j=1}^{N} f_j(x_j(0); 0)x_j(0)}{\sum_{j=1}^{N} f_j(x_j(0); 0)}.
\]

**C. Steady states –special cases**

First, let us recall the properties of the weight consensus matrix as proposed in [2], [39].

**Lemma 6.** Having a static connected network described by an adjacency matrix \( A \) with a degree matrix \( D = \text{diag}(d_1, d_2, \ldots, d_N) \), then the weight matrix

\[
W = (I + D)^{-1}(I + A)
\]

(13)

\(^6\)Nevertheless, based on the vast number of our simulations, the largest inflection point \( p^* \) is less than 2 almost surely.

\(^7\)In case of standard, well-known, weights which guarantee convergence to the average, e.g., Metropolis weights [3], the algorithm converges to a general Hölder (power) mean of the initial values.

\(^8\)In our case, the function \( \varphi(x_i) = x_i \).
has the following properties:

1. \( W1 = 1 \),
2. maximum eigenvalue \( \lambda_{\text{max}} \equiv \max_i |\lambda_i| = 1 \), with corresponding right eigenvector \( v_{\text{max}} = 1 \).
3. left eigenvector corresponding to \( \lambda_{\text{max}} \),

\[
\mathbf{u}_{\text{max}}^\top = \frac{1}{\sum_{i=1}^{N} 1 + d_i} (1 + d_1, 1 + d_2, \ldots, 1 + d_N).
\]

Thus,

\[
\lim_{k \to \infty} W^k = v_{\text{max}} \mathbf{u}_{\text{max}}^\top.
\]

Proof. Property 1) is straightforward to show just by multiplying \( W \) with 1 from right. Since \( W \) is a primitive nonnegative matrix Property 2) is a consequence of Perron-Frobenius theorem [2]. Finally, property 3) can be proved by simple multiplication \( W \) with \( u \) from left.

Note that a consensus algorithm with weights (13) does not, in general, lead to an average consensus algorithm [2], unless the network has a regular topology, or a combination of two algorithms is performed [5]. Also note, that in this case, the decomposition (3), takes the form, \( D_1(k) = \text{diag}(\frac{1}{1 + d_i}, \ldots) \), \( D_2(k) = I \), which is the case of the following theorem.

Theorem 3. Assuming a static connected network, then for any initial number \( x_i(0) \in \mathbb{R} \) (\( \forall i = 1, 2, \ldots, N \)), the update algorithm (1) with weight functions (cf. Eq. (2))

\[
f_i(x_i(k)) = 1, \quad i = 1, 2, \ldots, N,
\]

asymptotically converges to the consensus

\[
\lim_{k \to \infty} x_i(k) = \frac{1}{\sum_{i=1}^{N} 1 + d_i} x_i(0).
\]

Note that weights (14) are simply selected only according to the number of received messages at time \( k \). A deeper analysis of this algorithm, including its convergence rate, can be found in [5].

Proof. The convergence of the algorithm to a consensus follows from Theorem 1. Moreover, from a global point of view, we have

\[
x(k) = W(k-1)x(k-1) = (I + D)^{-1}(I + A)x(k-1) = (I + D)^{-1}(I + A)^k x(0).
\]

Taking the results of Lemma 6 concludes the proof.

Conjecture 1. Theorem 1 holds also for (appropriate) mixed positive/negative functions \( f_i(\cdot; k) \), as long as the weights at each node sum to 1 (and having non-zero denominator in (2)), or for specific topologies.

Remark: If \( f_i(x_i(k)) < 0 \) for all \( i \in \{1, 2, \ldots, N\} \) and \( k \), then \( 0 < w_{ij} < 1, \forall i,j \), and the algorithm is equivalent to case of \( f_i(x_i(k)) > 0 \) for all \( i, k \) (see the Case 1 of the proof of Theorem 1 for strictly positive case). For a more general (mixed) case, see Theorem 4 ahead.

To support Conjecture 1, we define the following algorithm, which can take also negative values, but which, nevertheless, converges to a consensus.

\[
f_i(x_i(k)) = \frac{1}{x_i(k)}
\]

asymptotically converges to the consensus, i.e.,

\[
\lim_{k \to \infty} x_i(k) = c(x), \forall i = 1, 2, \ldots, N.
\]

Theorem 4. For any number \( x_i(0) \in \mathbb{R} \setminus \{0\} \) (\( i = 1, 2, \ldots, N \)), the algorithm (1) with weight functions (cf. Eq. (2))

\[
f_i(x_i(k)) = \frac{1}{x_i(k)}
\]

asymptotically converges to the consensus, i.e.,

\[
\lim_{k \to \infty} x_i(k) = \frac{\sum_{i=1}^{N} 1 + d_i}{\sum_{i=1}^{N} x_i(0)}, \forall i = 1, 2, \ldots, N.
\]

Corollary 2. In case of a regular network (same degree \( d_i \) of every node),

\[
\lim_{k \to \infty} x_i(k) = \frac{N}{\sum_{i=1}^{N} x_i(0)},
\]

thus, the algorithm from Theorem 4 with weight functions (15) converges to a steady state equal to the harmonic mean of the initial values.

Proof of Theorem 4. By plugging the weights (15) into (2), Eq. (1) yields

\[
x_i(k) = \frac{1}{x_i(k-1) + \sum_{j \in N_i} \frac{1}{x_i(k-1)} + \sum_{j' \in N_i} \frac{1}{x_j(k-1)}},
\]

which can be rearranged as

\[
\frac{1}{x_i(k-1)} + \sum_j \frac{1}{x_j(k-1)} = \frac{1 + d_i}{x_i(k)}.
\]

From a global (network) point of view, we can write

\[
(I + A)\hat{x}(k-1) = (I + D)\hat{x}(k),
\]

where \( \hat{x}(k) = (\frac{1}{x_1(k)}, \frac{1}{x_2(k)}, \ldots, \frac{1}{x_N(k)})^\top \).

Thus, we obtain

\[
\dot{\hat{x}}(k) = (I + D)^{-1}(I + A)\hat{x}(k-1),
\]

\[
= ((I + D)^{-1}(I + A))^k \hat{x}(0)
\]

and using Lemma 6 we find

\[
\lim_{k \to \infty} \hat{x}(k) = \frac{\sum_{i=1}^{N} 1 + d_i}{\sum_{i=1}^{N} x_i(0)}.
\]

Corollary 2 follows, if \( d_i = d, \forall i \).

Let us now analyze functions for which the exact steady state may not be found analytically.

Theorem 5. Assuming a static connected network, then for any non-negative number \( x_i(0) \geq 0 \) (\( i = 1, 2, \ldots, N \)), the algorithm (1) with weight functions (cf. Eq. 2)

\[
f_i(x_i(k)) = x_i(k)
\]

asymptotically converges to a consensus, i.e.,

\[
\lim_{k \to \infty} x_i(k) = c(x), \forall i = 1, 2, \ldots, N.
\]
and is bounded

$$
\sum_{i=1}^{N} \frac{1 + d_i}{\sum_{j \in N_i^+} (1 + d_j)} x_i(0) \leq e^{c(x)} \leq \sum_{i=1}^{N} \frac{1 + d_i}{\sum_{j \in N_i^+} (1 + d_j)} x_i(0) + \sum_{i=1}^{N} \frac{1 + d_i}{\sum_{j \in N_i^+} (1 + d_j)} x_i(0) \log x_i(0) - \sum_{i=1}^{N} \frac{1 + d_i}{\sum_{j \in N_i^+} (1 + d_j)} x_i(0) \cdot \sum_{i=1}^{N} \frac{1 + d_i}{\sum_{j \in N_i^+} (1 + d_j)} \log x_i(0).
$$

**Corollary 3.** In case of a regular network (same degree \(d\) of every node),

$$
\frac{1}{N} \sum_{i=1}^{N} x_i(0) \leq e^{c(x)} \leq \frac{1}{N} \sum_{i=1}^{N} x_i(0) + \frac{1}{N} \sum_{i=1}^{N} x_i(0) \log x_i(0) - \frac{1}{N} \sum_{i=1}^{N} x_i(0) \cdot \frac{1}{N} \sum_{i=1}^{N} \log x_i(0),
$$

thus, the algorithm converges to a steady state bigger than the average of the initial values.

**Proof of Theorem 5:** Convergence to a consensus follows from Theorem 1. The lower bound follows from the general inequality of Lehmer means (9), i.e., \(L(1; x) \leq L(2; x)\). Since \(1 + d_i \sum_{j \in N_i^+} x_j(k) \leq \sum_{j \in N_i^+} x_j^2(k) \sum_{j \in N_i^+} x_j(k)\) or globally (cf. Theorem 3)

\[
((I + D)^{-1}(I + A))^{k}(x(0)) \leq \sum_{j \in N_i^+} x_j^2(k) \sum_{j \in N_i^+} x_j(k) \quad (\forall i),
\]

as \(k \to \infty\) we obtain the lower bound.

As stated in the Remark in Sec. III-A, the inflection point \(p^*\) of Lehmer mean is typically less than 2. Thus, from Eq. (10) for \(p = 2\), we may write for the upper bound

\[
\sum_{j \in N_i^+} x_j^2(k) \sum_{j \in N_i^+} x_j(k) \leq \frac{1}{1 + d_i} \sum_{j \in N_i^+} x_j(k) + \frac{1}{1 + d_i} \sum_{j \in N_i^+} x_j(k) \log x_j(k) - \frac{1}{1 + d_i} \sum_{j \in N_i^+} x_j(k) \frac{1}{1 + d_i} \sum_{j \in N_i^+} \log x_j(k).
\]

(17)

The terms of the upper bound can be written globally as

\[
((I + D)^{-1}(I + A))x(k) + ((I + D)^{-1}(I + A))z(k) - ((I + D)^{-1}(I + A))x(k) \circ (I + D)^{-1}(I + A) \log x(k)) = ((I + D)^{-1}(I + A))x(0) + ((I + D)^{-1}(I + A))z(0) - ((I + D)^{-1}(I + A))x(0) \circ (I + D)^{-1}(I + A)x(0).
\]

where \(z(k) = x(k) \circ \log x(k)\).

Taking \(k \to \infty\) concludes the proof.

It must be noted that although according to our simulations the largest inflection point of Lehmer mean (see Definition 3) is always smaller than 2, a rigorous proof for this claim is missing. Nonetheless, in case inequality (17) does not hold, i.e., \(p^* > 2\), we can still upper bound the steady state \(e^{c(x)}\) by \(x_{\max}(0)\) (see Lemma 1).

**D. Bounds on more complex functions**

Naturally, it is of interest to find bounds for more complex functions. A possible approach is to use Theorem 2 and some approximation of the function.

As an example, consider the following theorem.

**Theorem 6.** Assuming a static connected network, then for any non-negative number \(x_i(0) \geq 0 \quad (i = 1, 2, \ldots, N)\), algorithm (1) with weight functions (cf. Eq. 2)

\[
f_i(x_i(k)) = \exp(x_i(k))
\]

asymptotically converges to a consensus, i.e.,

\[
\lim_{k \to \infty} x_i(k) = e^{(\exp)} \quad \forall i = 1, 2, \ldots, N.
\]

and the states \(x_i(k)\) are bounded from below

\[
\sum_{j \in N_i^+} \frac{(1 + x_j(k))x_i(k)}{(1 + x_j(k))} \leq \frac{\sum_{j \in N_i^+} \exp(x_j(k))x_i(k)}{\sum_{j \in N_i^+} \exp(x_j(k))}.
\]

Furthermore, if \(x_i(0) < 1\), then the states are upper-bounded

\[
\sum_{j \in N_i^+} \frac{\exp(x_j(k))x_i(k)}{\sum_{j \in N_i^+} \exp(x_j(k))} \leq \sum_{j \in N_i^+} \frac{x_j^2(k)}{\sum_{j \in N_i^+} x_j^2(k)}.
\]

(19)

**Proof.** Taking the Taylor expansion we obtain \(\exp(x) \approx 1 + x + \ldots\), and thus for \(x \geq 0\), it holds that \(1 + x \leq \exp(x)\). We now check if the conditions of Theorem 2 are satisfied. By taking the derivative we find that \(\frac{\partial}{\partial x}\exp(x)\) is a decreasing function. Furthermore, \(\frac{\partial}{\partial x}(1 + x) \leq 1 + x\) for \(x \geq 0\), and thus the lower bound yields

\[
\sum_{j \in N_i^+} \frac{(1 + x_j(k))x_j(k)}{(1 + x_j(k))} \leq \frac{\sum_{j \in N_i^+} \exp(x_j(k))x_j(k)}{\sum_{j \in N_i^+} \exp(x_j(k))}.
\]

Similarly, if \(x_i(k) < 1\), \(\frac{\exp(x)}{x}\) satisfies the sufficient conditions, and the upper bound follows straightforwardly from Theorem 2.

Theorem 6 thus states that for any \(k\) the consensus algorithm with weight functions \(f(x_i) = \exp(x_i)\) is bounded from below by the consensus algorithm with weight functions \(f(x_i) = 1 + x_i\). Similarly, from above by the consensus algorithm with weight functions \(f(x_i) = x_i\). The steady state is then bounded by the following corollary.

**Corollary 4.** If \(x_i(0) < 1\), then the steady state \(e^{(\exp)}\) of the consensus algorithm with weight function \(f(x) = \exp(x)\) from
Theorem 6 is bounded as
\[
\sum_{i=1}^{N} \frac{1 + d_i}{\sum_{j} (1 + d_j)} x_i(0) < \epsilon^{\text{exp}} < \\
< \sum_{i=1}^{N} \frac{1 + d_i}{\sum_{j} (1 + d_j)} x_i(0) + \sum_{i=1}^{N} \frac{1 + d_i}{\sum_{j} (1 + d_j)} \lambda_i x_i(0) - \\
- \sum_{i=1}^{N} \frac{1 + d_i}{\sum_{j} (1 + d_j)} x_i(0) \cdot \sum_{i=1}^{N} \frac{1 + d_i}{\sum_{j} (1 + d_j)} \log x_i(0).
\]

Proof. Using Theorem 2 we observe that \(\frac{\sum_{i \in N^+} x_i(k)}{\sum_{i \in N^+} (1 + x_i(k))} \). The lower bound then follows from Theorem 3. An alternative bound can be found using Eq. (5) and the bound on steady state of \(x_i(k) \leq 1 + \frac{\sum_{i \in N^+} x_i(k)}{\sum_{i \in N^+} x_i(k)} \). However, this bound is in case of \(x_i(0) < 1\) looser.

The upper bound follows from the upper bound from Theorem 5.

Note that by finding better approximations and functions for bounding one function by another may lead to even tighter bounds. Nevertheless, as we will show later in the simulation section, the derived bounds can be very tight, and thus the steady states of such complicated functions can be estimated quite accurately. Although a second-order analysis of these bounds may be interesting, such analysis seems to be complicated and is therefore omitted here.

V. CONVERGENCE RATE

It is known that the convergence rate of the product of row-stochastic matrices, which converge to a "consensus" matrix, is at least geometric [15], [20], [40], [41].

It is also well-known that in case of consensus algorithms with static non-varying network, i.e., consensus of type
\[
x(k) = W x(k-1),
\]
the convergence rate depends on the second largest eigenvalue of the weight matrix \(W\). A special case of this type, with weight matrix \(W = (I + D)^{-1}(I + A)\), are algorithms from Theorem 3 and Theorem 4, i.e., consensus algorithms with state functions \(f(x_i(k)) = 1\) and \(f(x_i(k)) = \frac{1}{x_i(k)}\) (see the proofs of the theorems). The convergence rate of such algorithm is discussed in [5].

Moreover, as stated in Sec. II, in case the weight functions are node and time-independent, i.e., \(f(x_i(k))\), the weight matrix \(W(k)\) converges to a fixed known consensus matrix, i.e.,
\[
\lim_{k \to \infty} W(k) = (I + D)^{-1}(I + A).
\]
Thus, eventually, the convergence rate is independent from the function \(f(x_i(k))\) and is solely dependent only the network topology (see Fig. 4 ahead).

Naturally, in the transient phase the weight functions may influence the convergence rate. Since
\[
\text{trace}(W(k)) = \sum_{i=1}^{N} \sum_{j \in N^+} f_j(x_j(k); k) = \sum_{i=1}^{N} \lambda_i(k),
\]
where \(1 = \lambda_1(k) > \lambda_2(k) \geq \ldots \lambda_N(k)\) are the eigenvalues of \(W(k)\), or more specifically
\[
\lambda_2(k) = \sum_{i=1}^{N} \frac{f_i(x_i(k); k)}{\sum_{j \in N^+} f_j(x_j(k); k)} - 1 - \sum_{i=3}^{N} \lambda_i(k).
\]
Thus, by modifying \(f_i(k)\) we may also modify \(\lambda_2(k)\).

There exist many bounds on \(\lambda_2(k)\) for our algorithm. This bound is based on the bound from [44].

Theorem 7. The second largest eigenvalue of \(W(k)\) with weights (2) is bounded as
\[
\lambda_2(k) \leq \max\{A_1, A_2\},
\]
where
\[
A_1 = \sqrt{\frac{N - 2}{N - 1} \left( Q - \frac{Q^2}{N - 1} \right) - \frac{Q}{N - 1}},
\]
\[
A_2 = \frac{Q}{N - 1} + \sqrt{\frac{N - 2}{N - 1} \left( Q - \frac{Q^2}{N - 1} \right)},
\]
with \(Q = \sum_{i=1}^{N} \frac{f_i(x_i(k); k)}{\sum_{j \in N^+} f_j(x_j(k); k)} - 1\).

Proof. Using the bounds from [44, Theorem 21] for a matrix \(A\) and having \(\lambda_1 = 1\), i.e.,
\[
c_1 = \frac{\text{trace}(A) - 1}{N - 1} - \sqrt{\frac{N - 2}{N - 1} q(A)},
\]
\[
d_1 = \frac{\text{trace}(A) - 1}{N - 1} + \frac{N - 2}{N - 1} q(A),
\]
with \(q(A) = \text{trace} \left( \left( A - \frac{\text{trace}(A)}{N} I \right)^2 \right) - \frac{N - 1}{N - 1} \left( 1 - \frac{\text{trace}(A)}{N} \right)^2\),
then, by plugging in \(W(k)\) we find that
\[
q(W(k)) = \sum_{i=2}^{N} \lambda_i^2 - \left( \frac{\sum_{i=2}^{N} \lambda_i^2}{N - 1} \right)^2.
\]
Due to the fact\(^{10}\) that \(\text{trace}(W(k))^2 \leq \text{trace}(W(k))\) and \(\lambda_1 = 1\), it follows that
\[
q(W(k)) = \sum_{i=2}^{N} \lambda_i^2 - \left( \frac{\sum_{i=2}^{N} \lambda_i^2}{N - 1} \right)^2 \leq \sum_{i=2}^{N} \lambda_i - \left( \frac{\sum_{i=2}^{N} \lambda_i^2}{N - 1} \right)^2.
\]
Plugging in the equality \(\sum_{i=2}^{N} \lambda_i^2 = \text{trace}(W(k)) - 1 = \sum_{i=1}^{N} f_j(x_j(k); k) - 1\) we obtain the bounds.

By proper selection of weight functions we may thus influence the convergence rate (especially in the transient phase) of the algorithm. Although the bound provided here may be very loose [44], it is easy to compute in case of our algorithm. We must note here that, in general, the second largest eigenvalue \(\lambda_2(k)\) may not be the best convergence

\(^{10}\)Since \(\text{trace}(W(k))^2 = \sum_{i=1}^{N} \left( \sum_{j \in N^+} f_j(x_j(k); k) \sum_{j' \in N^+} \sum_{j'' \in N^+} f_{j'}(x_{j'}(k); k) f_{j''}(x_{j''}(k); k) \right)\), then by factorizing we find that for \(f_i(k) \geq 0\), \(\sum_{j \in N^+} \sum_{j' \in N^+} f_{j'}(x_{j'}(k); k) f_{j''}(x_{j''}(k); k) \leq 1\) for all \(i\). Therefore \(\text{trace}(W(k))^2 \leq \text{trace}(W(k))\).
rate measure in case of time-varying matrices. Coefficients of ergodicity (see proof of Theorem 1) or other measures with multiplicative property\textsuperscript{11} may possibly be more appropriate and easier to analyze. However, we leave this question for future research.

VI. SIMULATIONS

We simulate random geometric networks (network with nodes communicating only with neighbors within some radius) with number of nodes $N = 20$.

In Fig. 1 we show an example of Theorem 1 for the weight functions $f_i(x_i(k)) = x_i(k)$, with initialization $x_i(0) = \{1, 2, \ldots, 20\}$, thus $\bar{x}(0) = 10.5$. We simulate the case that the two nodes are disconnected for iterations $k_0 = \{3, 4, \ldots, 40\} \cup \{45, 46, \ldots, 60\}$, i.e., $f_j(x_j(k_0)) = 0, \forall j \in \{\mathcal{N}_i^+ \cup \mathcal{N}_i^-\}$. We observe that the algorithm still reaches a consensus as expected from Theorem 1. We compare these weights with so-called Metropolis weights [3] (dash-dotted lines) whose weights require the knowledge of the node degrees in the network. We observe that in that case the convergence is slightly slower ($k = 120$ vs. $k = 100$, cf. Fig. 4), and due to the disconnected nodes, the states also do not converge to the average of the initial values ($\bar{x}(k) \approx 10.7$). Also we can see that the steady state of the consensus algorithm with weight function $f(x_i(k)) = x_i(k)$ is above the average of initial values (steady state in case of Metropolis weights) as expected by Theorem 5.

In Fig. 2 we simulate eight different weights with following functions: $f_i^{(1)}(x_i(k)) = x_i^2(k)$, $f_i^{(2)}(x_i(k)) = \tan(x_i(k))$, $f_i^{(3)}(x_i(k)) = x_i(k)$, $f_i^{(4)}(x_i(k)) = \arctan(x_i(k))$, $f_i^{(5)}(x_i(k)) = \sqrt{x_i(k)}$, $f_i^{(6)}(x_i(k)) = \exp(x)$, $f_i^{(7)}(x_i(k)) = 1$, and $f_i^{(8)}(x_i(k)) = \frac{1}{x_i(k)}$. The simulations have been performed for 100 random initializations $x_i(0) \in (0, 1)$, $i = 1, 2, \ldots, N$, for a fixed randomly selected geometric network. The depicted results are the averaged values over the initializations and nodes. We observe that in all cases the states converge to a consensus as expected.

In Tab. I and Fig. 3 we investigate the tightness of the bounds of Theorem 5 and Theorem 6. We depict the average relative error of the bounds over 1000 initialization in one random network with $N = 20$, i.e., $\bar{\varepsilon}_1 = \frac{1}{1000} \sum_{l=1}^{1000} |\hat{c}_l - \tilde{c}_l|$, where $\hat{c}$ is the upper/lower bound on the real steady state $c$. Similarly, for the relative error between the true steady states $c(x)$ from Theorem 5 and the true steady state $c^{(exp)}$ from Theorem 6, we obtain $\bar{\varepsilon}_2 = \frac{1}{1000} \sum_{l=1}^{1000} |\hat{c}_l - \tilde{c}_l^{(exp)}| = 0.144$. Thus, as expected from Eq. (19), the lower bound on steady state in case $f(x_i(k)) = x_i(k)$ (Theorem 5) by the steady

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
weight function $f(x)$ & average relative error of lower bound & average relative error of upper bound \\
\hline
$x$ & 0.242 & 0.1166 \\
$\exp(x)$ & 0.136 & 0.2797 \\
\hline
\end{tabular}
\caption{Tightness of the bounds (20).}
\end{table}
An interesting extension of our approach would be a consensus algorithm with multidimensional states (matrices). The weight functions, in this case, could be matrix functions, e.g., \( F_i(\mathbf{X}_i(k)) = \text{trace}(\mathbf{X}_i(k)) \) [11]. Further investigation of this approach is left for future research as well.
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