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Abstract—The Semantic Web is envisioned to be the next evolutionary step of the Word Wide Web. It will allow programs to access information and interact with services similar to the way people use the Internet today. The required standards have already been developed, and also large databases containing factual information have been published in the appropriate format. However, more casual, every-day information like that published by used car dealerships, resellers, and other data contained in web databases is not available yet. We believe that bringing this type of information to the Semantic Web could greatly increase its use and help bring it into people’s everyday lives. In this paper we present a model for such web databases and show how to integrate these sites into the landscape of the Semantic Web by transparently converting and forwarding queries to conventional web databases.

Keywords—Semantic Web; Semantic Annotation; Semantic Information Extraction; On-Demand Information Extraction; Information Integration;

I. INTRODUCTION

The Word Wide Web offers an immense amount of information on a plethora of topics. Even if state of the art information retrieval technology helps users to find relevant documents with astonishing precision, considering the size of the Internet, thoroughly researching a specific topic still remains a tedious task. As an example, let us consider a user, who intends to buy a car. Let us also assume that he or she is not focused on a specific model, but does prefer specific brands and is looking for a car that meets his requirements under the constraints of a given budget. An example could be a budget of 15.000€ for a Volkswagen or Kia which should have 4 doors (so the kids can get in and out more easily), either the mileage should be under 50.000 or it should be less than 4 years old, and it should have decent fuel efficiency. Besides the hard facts, the user might also be interested in other people’s experiences or recommendations and tests in car magazines. It can be assumed, that all the required information for this research task can be found on the Internet. However, it will be distributed over several sites, such as used car dealerships databases, manufacturer homepages, discussion forums, and others.

Confronted with such a task, current search engines can only provide little help. The first problem is that search engines have a hard time indexing information that is “hidden” behind search forms, such as those typically found on sites like used car dealerships. This so called “Deep Web” or “Hidden Web” is estimated to contain 500 times more information than the common web [1]. Only in 2008 employees of Google published their approach for surfacing this information and including it in their search index [2]. By first estimating the domain of the database and then submitting relevant keywords, they managed to access portions of the content, with a coverage as low as 20% in some cases. So the user cannot really use the search engine to find the thing he is actually interested in (the cars), but only to find web databases that may hold this information. One then has to navigate there and use whatever interface that site provides to access the actual data. Since each site offers a different interface, one also has to spend some time to get to know how to use the site before one can actually extract information from it. After submitting the query to several sites one has to aggregate the results in an integrated list containing the relevant facts and the page where the offer was found. This task will be referred to vertical information integration for the remainder of this paper.

The second problem a user might have is that a typical ad might not contain all the necessary facts. It might state the age, mileage and make of a car, but not the fuel efficiency or the number of doors. So the user will also have to cross-check with the manufacturer’s homepage or other sites to figure out if an offer actually meets the requirements. If the information can be found, the user can add it to the compiled list together with recommendations from car magazines and customer experiences. This task does not produce new records, but extends existing ones, so in contrast to vertical information integration, this will be referred to as horizontal information integration for this paper.

So after having done all this work – looking for sites, cross checking with other sites and compiling the final list – the user can do what he actually intended to do, which is to select the top few offers and go through them in detail to form a decision. For some similar tasks, specialized sites have emerged such as sites for finding the lowest price for a given product (e.g.
pricegrabber.com) or for finding plane tickets (e.g. checkfelix.com). However, for most topics there is no such service, and interested users will have to perform the steps listed in the example themselves.

The Semantic Web, as envisioned by Tim Berners-Lee [3], could provide the means for such tasks by default. The community has already developed most necessary standards and languages to create, populate and access the web of data, following the semantic web stack [4] roadmap. Using SPARQL, a query can be formulated manually or with tool support that returns an integrated list of exactly the facts our example user had to compile manually. However, the problem here is that even if there are billions of facts in semantic databases included in the linked data project alone [5], everyday information contained in arbitrary databases such as those of car dealerships are not available yet. It would be necessary to publish the information in the appropriate format (RDF) to allow programs to interpret the data, and as long as the extra effort doesn’t yield a return of investment, the site owners will not take the trouble. On the other hand, people will not use the Semantic Web and thereby make it investible, as long as the information they are looking for is not available. So due to this chicken and egg problem [6], mainly research projects have contributed to the Semantic Web by publishing their results or converting large databases such as Wikipedia (http://dbpedia.org).

We believe that if an efficient method can be found to bring existing information from the Deep Web to the Semantic Web, not only would it make data that is currently not really accessible by search engines more apparent and usable, it could also help bootstrap the Semantic Web. We propose to do so, not by converting the data directly to RDF, but by annotating existing web databases in a way that allows a software agent to access and use it in the same way a human user would.

II. RELATED WORK

Our proposal can be viewed from three perspectives that we want discuss separately first, before presenting our concept: semantic annotation, information extraction and information integration.

A. Semantic Annotations

Annotations have shown to be an effective way to add machine usable information to documents that are mainly intended for human use. The main idea is to link a part of a document to a concept of known semantics, giving the annotated segment the semantics of that concept. The reference to the document segment can be either done implicitly (embedded), by including the reference at the exact place in the document that should be annotated, or explicitly by referencing the segment of the document using a pointer of some sorts, e.g. the tag-path in an html document. The concept that is referred to can also be either implicit, by using a pre-defined symbol, e.g. a special tag name or attribute, or explicit, e.g. referring to a concept using some sort of pointer to an external resource.

The first commonly used semantic annotations on the World Wide Web were Microformats [7]. The basic concept is to add special class-attributes to tags in the document that contain the semantic information. The names of these classes are predefined and several vocabularies, e.g. hCard, hRecipe or hReview have been published on microformats.org. Following the definitions above, Microformats are embedded, implicit annotations, and both the publisher and consumer have to use a predefined vocabulary, which limits the information that can be published this way. If a site would choose to add proprietary terms in order to publish additional information, no one can make use of them as long as they are not added to the common vocabulary.

The W3C recommendation RDFa (Resource Description Framework – in – Annotations) is a more open annotation scheme: it is also embedded, but uses URI references instead of a pre-defined vocabulary. This way a publisher can add new concepts and reference them. If someone stumbles on such a proprietary reference, and if the publisher followed the best-practices [8], the meaning of the concept can be looked up by dereferencing the URI and either reading the description or follow links to other concepts (see also Section C).

Embedded annotations have to be included by the publisher. To allow including web sites without having to rely on contributions by their publishers, who might not be willing to participate without any foreseeable return of investment, as discussed in the introduction, external annotations should be favored. In this case, a reference to the segment of the document is needed, which can be given using a language like XPath or XPointer as was done, for example, in the Annotea project [9] (another approach will be discussed in Section B).

Besides the annotation style, the method used to create the annotations might also be relevant. It is of course possible to create annotations manually or with a tool that helps a human user to create the annotations more easily, but some publications argue that this approach is not scalable [10], and autonomous annotation is therefore necessary. Regarding this issue, we feel that the primary objective is to obtain accurate information rather than more, but possibly unreliable data. We too would prefer a fully automatic annotator and encourage work in this field, but actually, as soon as that is possible we would not need annotations nor the Semantic Web anyway – since if the page can be interpreted automatically and allow programs to use them, the Semantic Web is obsolete. Favoring precision over scalability, we currently propose to use assisted semi-automatic annotation methods that can produce reliable results. For this paper however, we will not focus on the creation of the annotations, but proceed on the assumption that it is already provided.

B. Information Extraction

In order to answer a query such as the one presented in the introduction, two possible approaches regarding the temporal aspect of the information extraction are be possible: the first is to extract all data beforehand and store it in a combined database which is then used to answer any query that may come up. This approach is similar to the way search engines work, where crawlers constantly update an index that is then used to answer queries. Examples for this approach include KnowItAll [11] or dBpedia [12]. The latter leverages statistics
about page-updates to determine topics that need to be converted. However, since this kind of information is not available on most sites, such an approach is not possible for most web databases. Other current methods for extracting data from arbitrary databases rely on submitting a multitude of queries with overlapping results that might not even by able to extract all available information while producing high traffic to the site [2]. We therefore follow the conclusion stated in [13] and propose to implement a discover-and-forward model, where a user’s query is forwarded to a site to obtain results on-demand.

From the viewpoint of information extraction, the semantic annotations that allow a program to interact with the site, i.e. forward the query and obtain the results, can be regarded a wrapper in the sense of the definition in [14]. The main task of a wrapper, equal to that of the semantic annotation, is to create a link between segments on a web page and a known concept. The main problem hereby lies in referencing the document segments. If the page is static, this is simple and can be done by using the tag-path, but in the case of web databases, the result pages may differ depending on the query and the records. Current approaches therefore try to reference the segment by describing some properties it may have. These properties will be referred to as features in this paper, and examples may include:

- Tag paths or parts of it, often evaluated using regular expressions
- Adjacency, e.g. the tag next to the label “name:”
- Data format, e.g. number sequences separated with spaces or hyphens are interpreted as phone numbers
- Visual aspects in the layout, e.g. left or right of/below/above

More complex approaches also exploit several features to create more robust solutions, e.g. [10].

C. Information Integration

The data structure of the semantic web corresponds to that of the World Wide Web: a directed graph. While the traditional web uses links pointing from one document to another, the semantic web uses triples that resemble a qualified link (i.e. it contains a semantic relevance) between a subject and an object. Since this graph can be defined solely by listing the facts that correspond to the edges of the graph, it is trivial to integrate information, since every new statement is just added as a new edge to the graph. Real conceptual integration however also requires that the URIs used to reference a certain concept must be equally used by all databases that should be integrated. Since the vocabulary is not fixed, but can be extended and defined by anyone, this will not necessarily be the case. Ontology matching aims at figuring out alignments between these concepts, and is an active research area [15]. However, since the ontologies on the Semantic Web are part of the same network (the Internet), relations between concepts can also be published as facts, which makes ontology matching obsolete. By using constructs such as “same as”, semantic bridges [16] also called RDF links [5] can be created that join different ontologies. Currently the largest project of this type is the Linked Open Data project, which according to [5] contained 4.7 billion triples in 2008 and has surely grown since.

Regarding the context of this paper, both types of information integration (vertical and horizontal) can be accomplished by leveraging this as will be shown in the next Chapter.

III. CONCEPT

In this Chapter we will introduce a model for web databases and show how the user’s query must be transformed to be compatible with the model. From that we then infer the annotations needed to allow extracting data from a site and how information from heterogeneous web databases can be integrated.

A. A Web Database Model

To create a model, we analyzed several websites in example domains of used car dealerships and realtors available in Austria and Germany. The final model is simplistic, but fits almost all the sites we encountered and is also easily extendible if needed.

As shown in Fig. 1, a web database following this model consists of a database that holds the records we are interested in, some unknown intermediate logic and three types of views: a query submission form, a result list and a result detail view. Regarding navigation, a user starts with the query form, enters parameters to get a result list which may only contain a limited amount of results, but can offer a “get more results” function, and it may also offer links to detail pages that contain additional values of a record.

The database in our model consists of exactly one table T that holds records T= {R1, R2, R3, ...}. All records are instances of the same rdf:type tR, and each record R contains exactly |R|=N distinct values R={v1, v2, v3, ...}. The semantic concept associated with a value of a given index is the same for all records and corresponds to an rdf:property pR, so that pR(R)=vR. This allows representing the same information as a row in the table and also as an RDF graph, where each R can be defined as a blank node that is an instance of type tR and each value contributes a triple to the RDF graph in the form R pR vR as shown in Fig. 2. It should be noted that each record is resembled by a separate graph and no relations between the records exist in this model.
The query page $P_Q$ consists of a set of fields for query parameters $P_Q = \{q_1, q_2, q_3, \ldots \}$, and is associated with a logical operation that imposes restrictions on the records that are returned. For our model, we will consider only conjunctions of binary operators of the form $f_q(p,q)$ that compare a property or an instance to a value given as an operand in a field on the query page. As a practical restriction we will assume that if $q$ is an empty value, $f_q(p,q)$ returns true and does not restrict the results. This behavior also reflects our experiences with the investigated databases. Returning to the initial example, these operations include filters like $\text{mileage < 50000}$ to be expressed as $\text{lessThan(mileage,50000)}$ or $\text{doors=4}$ as $\text{equal(door s,4)}$. The result $T_R$ of a query is the restricted set of records after applying the conjunction of all available filters to each record $T_i(Q) = \{T, f_q(p_i(R_i),q_i) \land f_q(p_2(R_i),q_2) \land f_q(p_3(R_i),q_3) \land \ldots \}$. The result list presents some values $v_i$ from any of these records, whereas the detail view contains only values of one specific record. Fig. 3 shows these relationships between the values in the database and the views.

**B. Query Transformation**

As stated in Chapter II, we propose to use a discover-and-forward model: the initial input is a user’s query that is then forwarded to the sites. SPARQL is the designated query language of the Semantic Web, so the input query will be formulated in this language. For this paper we will only discuss how to integrate $\text{SELECT}$ style queries: these consist of patterns that must be matched by the resulting data and an optional additional logical filter. A set of patterns corresponds to a conjunctive condition, and the keyword $\text{UNION}$ allows to create disjunctions of such sets. Since the web database model only allows conjunctive queries, each set must be queried separately and then joined in the end, which corresponds to vertical integration. The optional keyword $\text{FILTER}$ allows posing further constraints on the results, thereby restricting the solution by providing a conditional expression consisting of conjunctions or disjunctions of logical operations. This filter could also be applied after extracting all the data that matches the pattern, but if the query interface supports these expressions, they should be submitted as part of the query, so only relevant records are accessed. Since the expression given as the filter can be an arbitrary combination of conjunctions and disjunctions, and our model for web databases only supports conjunctive queries, the expression has to be transformed into its disjunctive normal form, and then split into an equivalent union of sub queries which then only contain conjunctions in their filter expressions.

The query interface in our model also only allows binary operations, with one operand being a value of the record and the second operand being a value that can be provided in the interface. If we examine the filter-section first, SPARQL supports unary, binary, and one trinary operator. The unary operators such as $\text{isBlank(A)}$ or $\text{isLiteral(A)}$ can simply be represented as binary operators with a second irrelevant operand. The only trinary operator is $\text{REGEX(STRING,PATTERN,FLAGS)}$. This function could be represented as a binary function by concatenating the parameters $\text{PATTERN}$ and $\text{FLAGS}$ into one parameter. However, since the parameter $\text{FLAGS}$ is optional, and since none of the sites we came across actually allowed to submit regular expressions, the only practical application will be a regular expression for filters of the form property-contains-substring, so the flag will be omitted. Regarding the operands, the model of the query page only supports operations where one operand is a value of the record, and the second one is a given as a parameter on the page. Therefore only operands of the query can be used that follow this pattern, i.e. operations that contain one variable and one constant. Additionally, the variable that is used has to be associated with a property, i.e. there must be a statement of the form object-property-variable in the pattern part of the query. All others have to be omitted for the extraction process and can only be evaluated afterwards.

To convert the patterns to conjunctions of binary operators, we first make the following observations: the data model described in Section A is resembled by a separate graph for each record, and each graph contains exactly one entity, represented as a blank node, and properties containing literal values are assigned to that entity. Since the pattern in the graph must match the pattern in the query, only queries that follow the same pattern will return any results. Query patterns in SPARQL are a list of subject-predicate-object triples, where the subject and predicate must be either a variable or URI, and the object can be a variable, URI or literal value. Since the records are represented as blank nodes and cannot be referenced in the query, only query patterns of the form variable-predicate-object are relevant. If the query contains patterns with a fixed reference as a subject, the query process must be aborted.

As a second observation, since each record is represented as a separate graph, and since the query only evaluates conditions
record by record, the whole pattern set can only be matched against a single record. And since there is only one entity involved, as already noted in the previous abstract, all variables used as a subject must reference the same entity and can be replaced with the same variable representing the record.

The result is a query that consists only of statements of the form recordvariable-predicate-object. If the predicate or object are variables, then the statement cannot be included in the filter and only be evaluated after the information extraction process is completed. The only type of statement relevant for the extraction process is therefore a statement of the form recordvariable-property-literal. And these can be represented with a binary equality operator.

After this transformation, the original query Q is represented as a disjunction of sub queries Q = (Q1 ∨ Q2 ∨ Q3 ∨ ...), each of which only contains conjunctions, either derived from the patterns or the filter as described above QSI = f1(p1,c1) ∧ f2(p2,c2) ∧ f3(p3,c3) ∧ ... . Fig. 4 shows the SPARQL version of the main part of the query used in the introductory example, and the resulting representation. To include possibly omitted parts of the query, it is suggested to collect the results in an intermediate file or database, and execute the original query after the extraction process has been completed.

C. Annotations

To allow a program to interact with the web database, we propose to use annotations as they have been defined in Chapter II, and we propose to use external annotations rather than embedded ones, so the sites themselves do not have to be changed. As defined in Chapter II, an annotation links a document segment with a semantic concept. Since the annotations are external, a set of concepts that allow interacting with the site and extracting the data is needed, and also a solution that allows referencing applicable document segments. We propose to base these references on features, i.e. an element is identified because it has a certain combination of features, which can include a tag path, some adjacent value or a specific attribute. Annotations of this form can be expressed very naturally as rules: if a document segment has a distinctive set of features, then assert a certain annotation. The annotation itself would then consist of an URI for the property and one for the concept as shown in Fig. 5.

The list of features can include those already referenced in Chapter II, e.g. tag-path, adjacency, etc., but should be extendible, since we believe that only practical experimentation will show which features perform best. A two-stage extraction process – one that identifies the features, and a second that applies the annotation rules – could be an approach that allows adding new discoverable features over time, while still keeping existing annotation rules working.

The annotations necessary for the extraction process correspond to the elements of the model. We propose the following concepts as an upper ontology that allows implementing a concrete annotation vocabulary compatible to the web database model:

- The class PageElement is used to represent an individual element on a page that can be annotated.
- The property hasFeature allows assigning features to an element. Examples for sub properties could include ReferencePath or isAdjacentTo.
- The property executeFunctionWith is used to define an event that triggers a certain function, e.g. “click”. Sub properties could be submitQueryWith or getNextWith.
- restrictsProperty is the base-property for defining restrictions that the value of associated PageElement imposes, such as lessThan or equalTo. The property it restricts is given as the object.
- The property containsProperty allows assigning the value of the PageElement to a concept given as the object.
- The property belongsToRecord allows assigning a PageElement to a record.

An example for annotation rules and how they apply to a specific page is shown in Fig. 5. Our previous proposal for an annotation vocabulary [17] can be seen as an application of this more abstract upper ontology.

D. Information Integration

Since our model, and also most real life web databases, do not support disjunctive queries, it is necessary to aggregate the results of the various sub queries. This can of course also be done when submitting the query to different sites to vertically integrate the results. However, to conceptually integrate the data, it is necessary that the concepts associated with the values in the individual databases and in the query are used in a consistent way. So if r1 is the concept associated with the values with index x in the first web database, and r2 is the concept associated with the values with index y in the second
In this paper we presented a model for web databases that is simple, but still applies to many existing real world implementations. We devised a method for transforming SPARQL queries, so they can be forwarded to query interfaces that correspond to this model and suggested to use external rule-based semantic annotations that allow a program to interact with these sites. The annotations require a method for referencing document segments in order to link them to concepts that are then used to promote the extraction process. We presented both a corresponding upper ontology that allows developing compatible annotation vocabularies, as well as a feature based referencing mechanism to achieve that.

Coming back to our initial example, the methods proposed in this paper allow a user to create a SPARQL query manually or with tool support that can be used to retrieve the required data as if it were already available on the Semantic Web. We also showed how the proper use of annotations and readily available semantic constructs such as semantic links and keys allow integrating heterogeneous databases. The result presented to the user can therefore include information from several car dealerships, facts from manufacturer’s sites and possibly also customer feedback.

IV. CONCLUSION

In this paper we presented a model for web databases that is simple, but still applies to many existing real world implementations. We devised a method for transforming SPARQL queries, so they can be forwarded to query interfaces that correspond to this model and suggested to use external rule-based semantic annotations that allow a program to interact with these sites. The annotations require a method for referencing document segments in order to link them to concepts that are then used to promote the extraction process. We presented both a corresponding upper ontology that allows developing compatible annotation vocabularies, as well as a feature based referencing mechanism to achieve that.
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