Abstract—A novel multi-terminal source coding problem motivated by biclustering applications is investigated. In this setting, two separate encoders observe two dependent memoryless processes $X^n$ and $Z^n$, respectively. The encoders’ goal is to find rate-limited functions $f(X^n)$ and $g(Z^n)$ that maximize asymptotically the mutual information $I(f(X^n);g(Z^n)) \geq n\mu$. We derive non-trivial inner and outer bounds on the optimal characterization of the achievable rates for this problem. Applications also arise in the context of distributed hypothesis testing against independence under communication constraints.

I. INTRODUCTION

The recent decades witnessed a rapid proliferation of data available in digital form in a myriad of repositories such as internet fora, blogs, web applications, news, emails, and the significant social media bandwagon. A significant part of this information is unstructured and it is thus hard to find the relevant information. This results in a growing need for a fundamental understanding and efficient methods for analyzing data and discovering relevant knowledge from it in the form of structured information while reducing the entropy of data.

When specifying certain hidden (unobserved) features of interest, the problem then consists of extracting those relevant characteristics from data sets, while ignoring other, irrelevant features. Formulating this idea in terms of lossy source compression \cite{1}, we can assess the value of a coding scheme based on its rate and the information it provides about specific unobserved features.

A. Information Bottleneck

The Information Bottleneck (IB) method \cite{2} has been successfully applied to machine learning and communications problems (e.g., \cite{3, 4}). It can be understood as an alternative to lossy source coding that quantifies fidelity in terms of mutual information with a relevance variable \cite{5} instead of a distortion measure. The idea is to identify relevant information from a vector $X^n$ of observed samples as being the information that these samples provides about another hidden signal $Z^n$, e.g., the information that a posting in an Internet forum provides about the posters opinion regarding a particular topic might be considered relevant.

The IB method tries to find a (lossy) description $f(X^n)$ subject to complexity requirements while preserving the maximum possible information (measure of relevance) about the unobserved quantity $Z^n$. More precisely, the statistician designs $U = f(X^n)$ to simultaneously satisfy the constraints:

$$I(U;Z^n) \geq n\mu \text{ subject to } I(U;X^n) \leq nR$$

which provide asymptotic tradeoffs between statistical rates of relevance $\mu$ and complexity $R$.

Although the IB method was originally introduced from purely conceptual statistical considerations without a proof of optimality, it also poses an information-theoretic problem as was shown in \cite{6}. An equivalent definition of this problem, as will be shown in Section V, is based on noisy lossy source coding \cite{7} via the logarithmic loss distortion \cite{8}.

B. Distributed Biclustering

Applying a function $f$ to the process $X^n$, as done in the IB method, can be interpreted as a clustering of the possible outcomes of the experiment $X^n$. The goal then is to make the clustering as coarse as possible (minimizing complexity), while on the other hand maximizing the information that the cluster index provides regarding $Z^n$ (maximizing relevance). The two variables $X^n$ and $Z^n$ play inherently different roles in this problem. However, a more general and symmetric formulation can be derived by simultaneously clustering $Z^n$. This principle is called biclustering (or co-clustering). It seems \cite{9} Section 3.2.4 that the concept was first explicitly considered in \cite{10}, although not by that name. Given an $N \times M$ data matrix $A = (a_{nm})$, the goal of a biclustering algorithm \cite{11} is to find partitions $B_k \subseteq \{1 : N\}$ and $C_l \subseteq \{1 : M\}$, $k = \{1 : K\}$, $l = \{1 : L\}$ such that all the “biclusters” $(a_{nm})_{n \in B_k, m \in C_l}$ are homogeneous in some specific sense. The criteria of “homogeneity” depends on the application. This method received renewed attention when Cheng and Church \cite{12} applied biclustering to gene expression data. Several biclustering algorithms have since been developed in this field (e.g., see \cite{13} and references therein).
Dhillon et al. [14] adopted an information-theoretic approach that is similar to the IB framework. They used mutual information to characterize the quality of biclustering. For the special case, where $A$ represents the joint probability distribution of two discrete random variables $X$ and $Z$, i.e., $a_{nm} = P(X = n, Z = m)$, the goal is to find functions $f : [1 : N] \rightarrow [1 : K]$ and $g : [1 : M] \rightarrow [1 : L]$ that maximize $I(f(X); g(Z))$ for given $K$ and $L$. In much the same way as the setup defined by the multi-letter constrains in [1] we show that biclustering fits into an information-theoretic framework.

\[ X^n \xrightarrow{Enc. 1 \ (rate \ R_1)} f(X^n) \]
\[ Z^n \xrightarrow{Enc. 2 \ (rate \ R_2)} g(Z^n) \]

Fig. 1: Biclustering of two memoryless sources

C. Related Work and Contribution

In [15], Witsenhausen and Wyner investigated lower bounds for conditional entropy when simultaneously requiring another conditional entropy to fall below a threshold. Their work was a generalization of an earlier result [16] and also related to [17]–[20]. As a matter of fact, the conditional entropy bound [15] turns out to be an equivalent formulation of the multi-letter constrains in [1] and hence, the results in [15] provide a single-letter characterization of the IB method [2], [6]. A similar observation also holds from the characterization of the image of sets via noisy channels [21].

In this paper, we introduce and study the distributed biclustering problem from a formal information-theoretic perspective. Given distributed, dependent but memoryless samples $X^n$ and $Z^n$ observed at different encoders, the aim is to extract a description from each sample, such that the descriptions are maximally informative about each other. Each encoder tries to find a (lossy) description of its observation subject to complexity requirements (coding rate), such that the mutual information between the two descriptions is maximized. The goal is to characterize the optimal tradeoff between the rates of relevance and of complexity. As one can see in the schematic in Figure 1, no decoding takes place, but the rate-limited descriptions $f(X^n)$ and $g(Z^n)$ are compared directly.

This problem seems to have a formidable mathematical complexity. It appears to be closely related to hypothesis testing against independence with multiterminal data compression [22], which is not yet solved in general [23]. The solved case of full side-information [24] corresponds to the special case of the IB method.

We first provide an outer and an inner bound on the achievable region. In general there is a gap between the two bounds. The outer bound follows from standard information-theoretic manipulations, while the inner bound uses methods from [22].

**Notation and Conventions**

We denote random quantities and realizations by capital, sans-serif and lowercase letters, respectively. Random variables are assumed to be supported on finite sets. Bold type is used for vectors of length $n$ and calligraphic type for sets. We use the same letter for the random variable and for its support set, e.g., the random variable $X$ takes values in $\mathcal{X}$. For convenience we will use $[1 : N]$ to denote the set $\{1, 2, \ldots, N\}$. We use $\mathbb{A}$ to denote the topological closure of a set $A$ and $\mathcal{A}$ for the complement of a set (or event). The convex hull of a set is written as $\text{conv}(A)$. Given a random variable $X$, we write $p_X$ for its pmf. We use the notation of [25, Chapter 2] for information-theoretic quantities. However, all logarithms in this paper are base $e$ and therefore all information-theoretic quantities are measured in nats. The symbol $h_b(p) \triangleq -p \log (1-p) \log (1-p)$ is used for the binary entropy function and $a \circ b \triangleq a(1-b)+(1-a)b$ is the binary convolution operation. The notation $X \Rightarrow Y \Rightarrow Z$ indicates that $X$, $Y$, and $Z$ form a Markov chain in this order. When generating codebooks we will assume that the codebook size is an integer to keep the notation simple.

We will use the notion of robust typicality [26], also used in [22], which our results are heavily based upon. For a random variable $X$ and $\delta \geq 0$, define the typical set as the set of random variables $\mathcal{T}_{X^{n|\delta}} \triangleq \{X|x \in \mathcal{X} : |p_X(x)-p_{\mathcal{T}}(x)| \leq \delta p_X(x)\}$. For $n \in \mathbb{N}$ let the set of typical sequences be $\mathcal{T}_{X^{n|\delta}} \triangleq \{\hat{x} \in \mathcal{X}^n | X \in \mathcal{T}_{X^{n|\delta}}\}$ where $X$ is the type variable corresponding to $\hat{x}$ [27, Definition 2.1].

**II. Problem Statement and Results**

In this section, we present the biclustering problem as a distributed source coding problem and provide bounds for its achievable region.

Let $X$ and $Z$ be two random variables with joint distribution $p_{X,Z}(x,z)$, taking values in the finite sets $\mathcal{X}$ and $\mathcal{Z}$, respectively. The random $n$-vectors $(X,Z)$ consist of i.i.d. copies of $(X,Z)$. An $(n, R_1, R_2)$ code $(f,g)$ consists of two functions $f : \mathcal{X}^n \rightarrow M_1$, and $g : \mathcal{Z}^n \rightarrow M_2$ where $M_k$ is an arbitrary finite set with $\log |M_k| \leq nR_k$ for each $k \in \{1, 2\}$.

**Definition 1** (Relevance). For an $(n, R_1, R_2)$-code $(f,g)$, we define the co-information of $f$ and $g$ as

\[
\text{co-in}(f,g) \triangleq \frac{1}{n}I(f(X);g(Z)) .
\]

**Definition 2** (Rate region). A point $(\mu, R_1, R_2)$ of real values is said to be achievable if there exists an $(n, R_1, R_2)$ code $(f,g)$ for some $n \in \mathbb{N}$ such that

\[
\text{co-in}(f,g) \geq \mu .
\]
Furthermore, let $\mathcal{R}$ be the set of all achievable points.

Our goal is to bound the achievable region $\overline{\mathcal{R}}$.

**Definition 3.** Define $\mathcal{R}^o$ as the set of all points $(\mu, R_1, R_2)$ such that

\[
R_1 \geq I(U; X)
\]

\[
R_2 \geq I(V; Z)
\]

\[
\mu \leq I(U; X) + I(V; Z) - I(UV; XZ)
\]

for some random variables $U$ and $V$ such that $U \leftrightarrow X \rightarrow Z \leftarrow V$.

**Theorem 4 (Outer bound).** $\mathcal{R} \subseteq \mathcal{R}^o$.

**Proof:** See Appendix A.

In order to show an achievability for the biclustering problem, we employ the techniques derived in [22] by using a duality between this problem and the characterization of optimal error exponents for hypothesis testing problems. Essentially, we will need the proof of [22] Theorem 6, which itself is based on [22] Lemma 8. These two results are extensions of [22] Theorem 2 and [22] Lemma 4 and the proofs follow very closely. However, since these results were stated without proof and they are employed in a different context here, we will provide the proofs for completeness sake. The more technical parts are deferred to the appendix.

**Definition 5.** The region $\mathcal{R}^i$ is defined as the set of points $(\mu, R_1, R_2)$ such that

\[
R_1 \geq I(U; X)
\]

\[
R_2 \geq I(V; Z)
\]

\[
\mu \leq I(U; V)
\]

for some random variables $U, V$, such that $U \leftrightarrow X \rightarrow Z \leftarrow V$.

Note that in the definition of $\mathcal{R}^o$, we can rewrite [22] as $\mu \leq I(U; V) - I(U; V|XZ)$. Thus, [22] would reduce to [5] provided that the minimization distributes satisfies $U \leftrightarrow X \rightarrow Z \leftarrow V$.

**Theorem 6 (Inner bound).** $\mathcal{R}^i \subseteq \overline{\mathcal{R}}$.

**Remark 1.** It seems impossible to bound the mutual information between two encodings using the standard tools of typicality coding and the Markov lemma [23]. This is due to the fact that mutual information relates only to the distribution of the encodings and not their values. Typicality coding provides statements about the values resulting from the decoding (i.e., typicality with high probability), but doesn’t provide information about the distribution of the encoding.

Before proving Theorem 6 we need the following lemma, which is a slightly adapted version of [22] Lemma 8.

**Lemma 7 (22 Lemma 8).** Let $\epsilon > 0$ and $U \leftrightarrow X \rightarrow Z \leftarrow V$. Then, we can choose some suitably small $\delta > 0$ and suitably large $n, M_1, M_2 \in \mathbb{N}$ with

\[
\exp \left( n(I(U; X)) \right) < M_1 \leq \exp \left( n(I(U; X) + \epsilon) \right)
\]

\[
\exp \left( n(I(V; Z)) \right) < M_2 \leq \exp \left( n(I(V; Z) + \epsilon) \right)
\]

such that the following properties hold: We can find $u_1, u_2, \ldots, u_{M_1} \in T_{[0, \delta]}$, $v_1, v_2, \ldots, v_{M_2} \in T_{[0, \delta]}$, pairwise disjoint sets $C_1, C_2, \ldots, C_{M_1}$ and pairwise disjoint sets $D_1, D_2, \ldots, D_{M_2}$, such that $C_i \subseteq T_{[0, \delta]}(u_i)$ and $D_j \subseteq T_{[0, \delta]}(v_j)$ with the properties that

\[
M_1, M_2 \sum_{i,j=1}^{M_1, M_2} I_{T_{[0, \delta]}}(u_i, v_j) \cdot P\{\{X, Z\} \in C_i \times D_j\} \geq 1 - \epsilon
\]

and

\[
M_1, M_2 \sum_{i,j=1}^{M_1, M_2} I_{T_{[0, \delta]}}(u_i, v_j) \leq \exp \left( n(I(UV; XZ) + \epsilon) \right).
\]

**Proof of Theorem 6.** Select $U$ and $V$ such that $U \leftrightarrow X \rightarrow Z \leftarrow V$ and [3] to [5] hold. Fix $\epsilon > 0$, let $M_1$ and $M_2$ satisfy [6] and [7] and let $u_1, u_2, \ldots, u_{M_1} \in T_{[0, \delta]}$, $v_1, v_2, \ldots, v_{M_2} \in T_{[0, \delta]}$, and $D_1, D_2, \ldots, D_{M_2}$ be those given in Lemma 7 for a suitably small $\delta > 0$ and $n$ large enough. Define the sets $C \triangleq \bigcup_{i=1}^{M_1} C_i$ and $D \triangleq \bigcup_{j=1}^{M_2} D_j$. Then define the code $(f, g)$ as

\[
f(x) \triangleq \begin{cases} i & x \in C_i \\ 0 & x \notin C_i \end{cases}, \quad g(z) \triangleq \begin{cases} j & z \in D_j \\ 0 & z \notin D_j \end{cases}
\]

This is an $(n, I(U; X) + \epsilon, I(V; Z) + \epsilon)$ code for any constant $c > 1$ if $n$ is large enough. We now need to analyze co-in(f,g). Let $X$ and $Z$ be random variables distributed according to $P_{\mathbf{x}}(x, z) = P_{\mathbf{x}}(x)p_{\mathbf{z}}(z)$, i.e., with the same marginals as $X$ and $Z$, but independent. Defining $W_1 \triangleq f(X)$, $W_2 \triangleq g(Z)$, $W_1 \triangleq f(X)$, $W_2 \triangleq g(Z)$ and $F \triangleq \{(i, j) : (u_i, v_j) \in T_{[0, \delta]}\}$, we have

\[
\exp \left( nI(V; Z) \right) < M_2 \leq \exp \left( nI(UV; XZ) + \epsilon \right)
\]

\[
\exp \left( nI(U; X) \right) < M_1 \leq \exp \left( nI(U; X) + \epsilon \right)
\]

\[
\exp \left( nI(UV; XZ) \right) < M \leq \exp \left( nI(UV; XZ) + \epsilon \right)
\]

\[
\exp \left( nI(U; X) \right) < M_1 \leq \exp \left( nI(U; X) + \epsilon \right)
\]

\[
\exp \left( nI(V; Z) \right) < M_2 \leq \exp \left( nI(V; Z) + \epsilon \right)
\]

\[
\exp \left( nI(UV; XZ) \right) < M \leq \exp \left( nI(UV; XZ) + \epsilon \right)
\]
where (a) follows from the log sum inequality \[ \log(2) = K(12) \leq W(U) \] then

\[
\sum_{(U, X, Z, V) \in \mathcal{L}(U, X, Z, V)} \max_{(U, X, Z, V) \in \mathcal{L}(U, X, Z, V)} \exp(-n(k(U, X, Z, V) - \varepsilon)) \]

Combining (10) and (14) we showed for \( n \) large enough

\[
\co-in(f; g) \geq -\log(2) - \frac{1 - \varepsilon}{n} \log P\{(W_1, W_2) \in F\}
\]

\[
\geq -\varepsilon + (1 - \varepsilon) \cdot \min_{(U, X, Z, V) \in \mathcal{L}(U, X, Z, V)} k(U, X, Z, V) - C\varepsilon
\]

for some constant \( C \). As \( k(U, X, Z, V) \) is continuous as a function of \( p_{U, X, Z, V} \) and (15) holds for arbitrary small \( \delta \) if \( n \) is large enough, we obtain

\[
\co-in(f; g) \geq \min_{(U, X, Z, V) \in \mathcal{L}(U, X, Z, V)} k(U, X, Z, V) - C'\varepsilon
\]

for some constant \( C' \). Observe that for \((U, X, Z, V) \in \mathcal{L}(U, X, Z, V)\), basic manipulations yield

\[
k(U, X, Z, V) = D_{KL}(\hat{U}XZV\|UXZV)
\]

where \( \hat{U} \) and \( \hat{V} \) are random variables uniquely determined by the requirements \( \hat{U} \oplus X \rightarrow Z \rightarrow \hat{V}, p_{\hat{U}, X} = p_{X, U}, \) and \( p_{Z, Z} = p_{Z, V} \). Observing that \( D_{KL}(\hat{U}XZV\|UXZV) = I(\hat{X}; \hat{Z}) + I(\hat{Z}; \hat{U}) \), we showed that, for \((\mu, R_1, R_2) \in \mathcal{R} \) with \( \mu = \min_{(U, X, Z, V) \in \mathcal{L}(U, X, Z, V)} I(\hat{X}; \hat{Z}) - C\varepsilon, R_1 = I(X; U) + \varepsilon, \) and \( R_2 = I(Z; V) + \varepsilon \). To complete the proof we only need to show the equality

\[
I(U; V) = \min_{\hat{U}, \hat{X}, \hat{Z}, \hat{V} \in \mathcal{L}(U, X, Z, V)} I(\hat{X}; \hat{Z}) .
\]

The direction “\( \leq \)" is clear as \( I(\hat{X}; \hat{Z}) \leq I(\hat{U}, \hat{V}) \) for \((U, X, Z, V) \in \mathcal{L}(U, X, Z, V)\) and for \((\hat{U}, \hat{X}, \hat{Z}, \hat{V}) \in \mathcal{L}(U, X, Z, V)\) we have \( p_{\hat{U}, \hat{V}} = p_{U, V} \). To see the other direction, define \((U, X, Z, V) \) to be distributed according to \( p_{U, X, Z, V}(u, x, z, v) = p_{U, V}(u, v)p_{X|U}(x|u)p_{Z|V}(z|v) \).

Apparantly \((U, X, Z, V) \in \mathcal{L}(U, X, Z, V)\) and \( I(\hat{X}; \hat{Z}) = I(U; V) \).

\[ \text{Remark 2.} \] Perhaps unsurprisingly, common information helps in maximizing the achievable region. As a simple consequence of Theorem 4, we have for any achievable point \((\mu, R_1, R_2)\) that \( \mu \leq \min(R_1, R_2) \). Now let \( Y = \phi_1(X) = \phi_2(Z) \) (a.s.) be a common part of \( X \) and \( Z \). Choosing \( U = V = Y \) in Definition 6, we see from Theorem 6 that \( (H(Y), H(Y), H(Y)) \) is achievable.
Using time-sharing with the trivially achievable point (0,0,0) we see that the inner bound is tight when μ ≤ H(Y).

The inner bound \( R^i \) can be further improved by convexification. Moreover, we introduce cardinality bounds to make it computable.

**Proposition 9.** Let \( R' \) be the set of points \( (\mu, R_1, R_2) \) such that

\[
\begin{align*}
R_1 & \geq I(X; U) \\
R_2 & \geq I(Z; V) \\
\mu & \leq I(U; V)
\end{align*}
\]

where \( U, V, \) and \( Q \) are random variables, such that

\[
p_{U,V,Q,X,Z} = \prod_{i=0}^{p} p_{U_i} p_{V_i} p_{Q_i} p_{X_i} p_{Z_i}
\]

and \( |U| \leq |X|, |V| \leq |Z|, \) and \( |Q| \leq 3. \) We then have \( R' = \text{conv}(R') \subseteq \bar{R}. \)

**Proof:** See Appendix [C]

III. **An Application Example: Doubly Symmetric Binary Source**

In this section let \( (X, Z) \) be a doubly symmetric binary source [30, Example 10.1] with parameter \( p, \) i.e., \( X \sim \mathcal{B}(\frac{1}{2}) \) is a Bernoulli random variable with parameter \( \frac{1}{2}, Z \sim \mathcal{B}(p) \) and \( Z = X \oplus N. \) \( R' \) as defined in Proposition 9 is the convex hull of all points \( (\mu, R_1, R_2) \) such that there exist two stochastic binary (not necessarily symmetric) channels \( X \to U \) and \( Z \to V \) with

\[
\begin{align*}
R_1 & \geq I(X; U) \\
R_2 & \geq I(Z; V) \\
\mu & \leq I(U; V)
\end{align*}
\]

Let the region \( R_b \) be the set of all points \( (\mu, R_1, R_2) \) such that there exist parameters \( 0 \leq \alpha, \beta \leq \frac{1}{2} \) with

\[
\begin{align*}
R_1 & \geq \log 2 - h_2(\alpha) \\
R_2 & \geq \log 2 - h_2(\beta) \\
\mu & \leq \log 2 - h_2(\alpha * p * \beta)
\end{align*}
\]

We obtain \( R_b \) from \( R' \) by forcing the channels to be BSCs and therefore have \( R_b \subseteq R'. \) Based on numerical evaluation we conjecture the following result, which implies \( \text{conv}(R_b) = \bar{R}'. \)

**Conjecture 10.** Given two stochastic binary channels \( X \to U \) and \( Z \to V, \) there exist parameters \( 0 \leq \alpha, \beta \leq \frac{1}{2} \) with

\[
\begin{align*}
I(X; U) & \geq \log 2 - h_2(\alpha) \\
I(Z; V) & \geq \log 2 - h_2(\beta) \\
I(U; V) & \leq \log 2 - h_2(\alpha * p * \beta)
\end{align*}
\]

To illustrate the tradeoff between complexity \( (R_1, R_2) \) and relevance \( (\mu), \) the upper boundary of \( R_b \) is depicted in Figure 2 for \( p = \frac{1}{4}. \)

IV. **Noisy Lossy Source Coding and Information Bottleneck**

The biclustering problem introduced in Section III can be solved exactly in terms of a single-letter characterization in the special case when one rate is “large”. If \( R_2 \geq \log |Z|, \) Encoder 2 can transmit \( Z \) directly, which clearly maximizes \( I(f(X); g(Z)) = I(f(X); Z). \) The problem then reduces to the IB, with the following two-dimensional achievable region.

**Definition 11.** A point \( (\mu, R) \) is IB-achievable, if for some \( n \in \mathbb{N}, \) there exists an encoding function \( f: \mathcal{X}^n \to \mathcal{M} \) with \( \log |\mathcal{M}| \leq nR \) such that

\[
\text{co-in}(f; \text{id}_{\mathcal{Z}^n}) = \frac{1}{n} I(f(X); Z) \geq \mu,
\]

where \( \text{id}_{\mathcal{Z}^n} \) is the identity function on \( \mathcal{Z}^n. \) Denote the set of all IB-achievable points \( \mathcal{R}_{IB}. \)

As mentioned before, we can obtain \( \mathcal{R}_{IB} \) as a special case from \( \mathcal{R} \) because \( (\mu, R) \in \mathcal{R}_{IB} \) if and only if \( (\mu, R, \log |Z|) \in \mathcal{R}. \)

**Remark 3.** As the inner bound \( \text{conv}(R^i) \) (the) and the outer bound \( \mathcal{R}^o \) coincide for large \( R_2, \) we have that \( (\mu, R) \in \mathcal{R}_{IB} \) if and only if there exist random variables \( Q \) and \( U \) such that

\[
\begin{align*}
I(U; X | Q) & \leq R \\
I(U; Z | Q) & \geq \mu
\end{align*}
\]

We will now formulate a noisy lossy source coding problem [7] with a distortion constraint, which turns out to be equivalent to Definition 11 when choosing logarithmic loss distortion [8, Section II].

**Definition 12.** (Noisy lossy source coding). Given random variables \( (X, Z) \) and for each \( n \in \mathbb{N}, \) a reconstruction alphabet \( \mathcal{Z}_n \) with a distortion function \( d: \mathcal{Z}_n \times \mathcal{Z}^n \to \mathbb{R}_+, \) a point \( (\rho, R) \) is achievable if for some \( n \in \mathbb{N}, \) there exists an encoding function \( f: \mathcal{X}^n \to \mathcal{M} \) and a decoding function \( g: \mathcal{M} \to \mathcal{Z}_n \) such that \( \log |\mathcal{M}| \leq nR \) and...
E[d(g(f(X)), Z)] ≤ ρ. Denote the set of all d-achievable points R_d.

Choose the reconstruction alphabet as \( \mathcal{Z}_n = \mathcal{P}(Z^n) \), the set of all pmf's on \( Z^n \) and the logarithmic loss distortion \[8\] Section II] \( d_{LL} \), defined as

\[
d_{LL} : \mathcal{P}(Z^n) \times Z^n \to \mathbb{R}_+ ,
\]

\[
(p, z) \mapsto -\frac{1}{n} \log p(z).
\]

We next argue that \( R_{IB} \) and \( R_{d_{LL}} \) are equivalent.

**Lemma 13.** A point \((µ, R)\) is in \( R_{IB} \) if and only if \((H(Z) - µ, R) \in R_{d_{LL}} \).

In order to show Lemma 13 we need the following result from \[8\].

**Lemma 14** ([8, Lemma 1]). For any encoding function \( f \) and decoding function \( g \),

\[
E[d_{LL}(g(f(X)), Z)] \geq \frac{1}{n} H(Z|f(X)),
\]

with equality iff \( g(m) = P\{Z = f(X) = m\} \).

**Proof of Lemma 13.** To show the first part assume \((H(Z) - µ, R) \in R_{d_{LL}} \). We obtain \( f \) and \( g \) as given in Definition 12. With Lemma 14 we have

\[
\frac{1}{n} I(Z; f(X)) = H(Z) - \frac{1}{n} H(Z|f(X))
\]

\[
\geq H(Z) - E[d_{LL}(g(f(X)), Z)]
\]

\[
\geq µ.
\]

This shows \((µ, R) \in R_{IB} \).

For the second part assume \((µ, R) \in R_{IB} \) and obtain an encoding function \( f \) such that (16) holds. Choosing \( g \) to obtain equality in (17) we obtain from Lemma 14

\[
E[d_{LL}(g(f(X)), Z)] = \frac{1}{n} H(Z|f(X))
\]

\[
= H(Z) - \frac{1}{n} I(Z; f(X))
\]

\[
\geq H(Z) - \frac{1}{n} I(Z; f(X)) \quad \text{(16)}
\]

Therefore, we could have \((H(Z) - µ, R) \in R_{d_{LL}} \).

Thus, we could have also obtained the statement in Remark 3 by applying Dobrushin's result \[7\] to logarithmic loss distortion.

**V. SUMMARY AND DISCUSSION**

The bi-clustering problem was introduced as a multi-terminal source coding problem. We provided and outer and an inner bound on the achievable region. In general these bounds do not meet. However, in case one rate is “large”, we obtain a tight bound. This case was also shown to be equivalent to a rate-distortion problem. Furthermore we provided a closed form expression of an inner bound for a binary example.

While the inner bound seems sufficient, the outer bound appears to be severely lacking. Obtaining a good upper bound for the mutual information between two arbitrary encodings solely based on their rates is a difficult task. Standard information-theoretic manipulations appear incapable of handling this dependence well. However, we conjecture that the key for solving this problem lies in improving the outer bound.

**APPENDIX**

**A. Proof of Theorem 4**

For \((µ, R_1, R_2) \in R \), let \((f, g)\) be an \((n, R_1, R_2)\) code for some \( n \in \mathbb{N} \) such that co-in\((f; g) \geq µ \). We define the random variables \( U_l \uparrow (X^{l−1}, f(X)) \) and \( V_l \uparrow (Z^{l−1}, g(Z)) \) and obtain

\[
nR_1 \geq I(f(X)) = I(f(X); X)
\]

\[
= \sum_{l=1}^n I(X_l; f(X)|X^{l−1})
\]

and accordingly

\[
nR_2 \geq \sum_{l=1}^n I(Z_l; V_l).
\]

We also have

\[
nµ \leq I(f(X); g(Z))
\]

\[
= I(f(X); X) - I(f(X); X|g(Z))
\]

\[
= I(f(X); X) + I(g(Z); Z) - I(f(X); X|g(Z)) - I(g(Z); Z)
\]

\[
= I(f(X); X) + I(g(Z); Z) - I(f(X); Z) - I(f(X); X|g(Z)) - I(g(Z); Z)
\]

\[
= \sum_{l=1}^n \left[ I(U_l; X_l) + I(V_l; Z_l) - I(U_lV_l; X_lZ_l) \right].
\]

Now a standard time-sharing argument shows \( R \subseteq R^* \).

**B. Proof of Lemma 7**

Fix \( ε' > 0 \) and \( n \in \mathbb{N} \). For \( n \) sufficiently large we find \( M_1, M_2 \in \mathbb{N} \) satisfying (6) and (7). We can thus apply [31] Lemma 3.4] with \( \{1, 2\} \to \Sigma, U \to U_1, V \to U_2, X \to X_1, Z \to X_2, \{1\} \to \Psi, \) and \( \{1, 2\} \to \Sigma_1 \). Denote the codebooks \( C_0 \uparrow (U_l)_{l=1:M_1} \) and \( C_V \uparrow (V_j)_{j=1:M_2} \), which are drawn independently uniform from \( U^\frac{n}{\delta} \) and from \( V^{\frac{n}{\delta}}, \) respectively, where \( \delta > 0 \) is suitably small. Denoting the resulting randomized coding functions as \( U^* = f(X, C_0) \) and \( V^* = g(Z, C_V) \), we have

\[
P_e \uparrow P\left\{ (U^*, X, Z, V^*) \notin T^{n}_{\{XZV\}} \right\} \leq ε'.
\]

if \( n \) is chosen large enough.
We next analyze the random quantity $L \triangleq \sum_{i,j=1}^{M_1,M_2} T_{[\mathbf{u}_i,\mathbf{v}_j]}^n(\mathbf{U}_i,\mathbf{V}_j)$. For $n$ large enough, we have

$$E[L] = \sum_{i,j=1}^{M_1,M_2} E[T_{[\mathbf{u}_i,\mathbf{v}_j]}^n(\mathbf{U}_i,\mathbf{V}_j)]$$

$$= \sum_{i,j=1}^{M_1,M_2} \left| T_{[\mathbf{u}_i,\mathbf{v}_j]}^n \right| e^{n(H(\mathbf{U})+H(\mathbf{V})-\varepsilon_2(\delta))}$$

$$\leq M_1M_2 e^{-n(H(\mathbf{U})+H(\mathbf{V})-\varepsilon_2(\delta))}$$

$$\leq M_1M_2 e^{-n(H(\mathbf{U})-\varepsilon_3(\delta))}$$

(18)

(19)

where $\varepsilon_1(\delta), \varepsilon_2(\delta), \varepsilon_3(\delta) \to 0$ as $\delta \to 0$. Here follows from the properties of typical sets [30 Section 2.4]. If $\delta$ is suitably small, we can choose $\varepsilon_1, \varepsilon_2 < \varepsilon$ such that $\varepsilon_1 + \varepsilon_2 + \varepsilon_3(\delta) < \varepsilon$. Requiring $M_1 \leq e^{n(H(\mathbf{U})+\varepsilon_1)}$ and $M_2 \leq e^{n(H(\mathbf{V})+\varepsilon_2)}$, we have from (19)

$$E[L] \leq \exp\left(n(I(\mathbf{U};\mathbf{X})+\varepsilon_1+\varepsilon_2+\varepsilon_3(\delta))\right)$$

and know from Markov’s inequality for $n$ large enough

$$P\{L \geq \exp\left(n(I(\mathbf{U};\mathbf{X})+\varepsilon)\right)\} \leq \exp\left(n(\varepsilon_1+\varepsilon_2+\varepsilon_3(\delta)-\varepsilon)\right)$$

$$\leq \varepsilon'.$$

Define the error events $E_1 = \{(\mathbf{U}^*,\mathbf{X},\mathbf{Z},\mathbf{V}^*) \not\in T_{[\mathbf{u}_i,\mathbf{v}_j]}^n\}$ and $E_2 = \{L > \exp\left(n(I(\mathbf{U};\mathbf{X})+\varepsilon)\right)\}$. From Markov’s inequality we know

$$P\{E_1|C_u,C_v\} \geq \sqrt{e'} \leq \sqrt{e'}$$

$$P\{E_2|C_u,C_v\} \geq \sqrt{e'} \leq \sqrt{e'}.$$

Choosing $\varepsilon' = \varepsilon^2$, by the union bound we have that our random coding scheme with probability at least $1 - 2\varepsilon$ yields a code $C_u = (u_i)_{i=1:M_1}$, $C_v = (v_j)_{j=1:M_2}$ and deterministic encoding functions $f: \mathcal{X}^n \to C_u$, $g: \mathcal{Z}^n \to C_v$, such that

$$P\{E_1|C_u,C_v\} \leq \varepsilon$$

(20)

and

$$\sum_{i,j=1}^{M_1,M_2} I_{[\mathbf{u}_i,\mathbf{v}_j]}(\mathbf{u}_i,\mathbf{v}_j) \leq \exp\left(n(I(\mathbf{U};\mathbf{V})+\varepsilon)\right).$$

(21)

Pick any such code and define $C_i = f^{-1}\{\{u_i\}\} \cap T_{[\mathbf{u}_i]}^n(\mathbf{u}_i)$ if $u_i \neq u'_{i'}$ for all $i' < i$ and $C_i = \emptyset$ otherwise. $D_2$ is defined accordingly. The conditions (8) and (9) now follow directly from (20) and (21).

C. Proof of Proposition 2

As $\mathcal{R}$ is convex by definition, we only need to show $\mathcal{R}' = \text{conv}(\mathcal{R}')$. The cardinality bound $|\mathcal{Q}| \leq 3$ follows directly from the strengthened Carathéodory theorem [32 Theorem 18(ii)] as $\text{conv}(\mathcal{R}')$ is the convex hull of a connected set in $\mathbb{R}^3$.

One can use the convex cover method [30 Appendix C] directly to show the weaker bounds $|\mathcal{U}| \leq |\mathcal{X}| + 1$ and $|\mathcal{V}| \leq |\mathcal{Z}| + 1$, also given by Han [22 Corollary 6]. By only dealing with the extreme points of the achievable region on the upper concave envelope [33] we are able to improve the cardinality bounds on the auxiliaries. We will only show the cardinality bound $|\mathcal{U}| \leq |\mathcal{X}|$ as the bound for $|\mathcal{V}|$ follows analogously.

Define the continuous function $F_p(\mathbf{u},\mathbf{v})$ that maps a pmf onto the vector $(I(\mathbf{X};\mathbf{U}),I(\mathbf{Z};\mathbf{V}),I(\mathbf{U};\mathbf{V}))$. Defining the compact, connected set of pmfs $\mathcal{P} \triangleq \{p_{\mathbf{U},\mathbf{Z},\mathbf{V}}: p_{\mathbf{U},\mathbf{X},\mathbf{Z},\mathbf{V}} = p_{\mathbf{U},\mathbf{X},\mathbf{Z},\mathbf{V}}. \mathcal{U} = \{0,\ldots,|\mathcal{X}|\}, \mathcal{V} = \{0,\ldots,|\mathcal{Z}|\}\}$, we obtain the compact, connected region $\mathcal{S} \triangleq F(\mathcal{P}) \subseteq \mathbb{R}^3$. As $\mathcal{S}$ is compact, its convex hull $\text{conv}(\mathcal{S})$ is compact and can be represented as an intersection of halfspaces in the following manner. For $\lambda = (\lambda_1,\lambda_2,\lambda_3) \in \mathbb{R}^3$ define $V(\lambda) \triangleq \max_{x \in S} \lambda \cdot x$. Then $\text{conv}(\mathcal{S}) = \lambda \cdot x \leq V(\lambda)$ which proves $\text{conv}(\mathcal{S}') = \text{conv}(\mathcal{S})$. Let $\lambda' \not\in \lambda \cdot \{x\} \subset \lambda \cdot \{x\}$ where $x \in \lambda'$. Let $\mathcal{S}' \triangleq F(\mathcal{P}')$, with the same reasoning we obtain $\text{conv}(\mathcal{S}') = \max_{x \in S'} \lambda \cdot x \leq V(\lambda')$. Let $\lambda' \not\in \lambda \cdot \{x\}$ where $x \in \lambda'$. Let $\mathcal{S}' \triangleq F(\mathcal{P}')$, with the same reasoning we obtain $\text{conv}(\mathcal{S}') = \max_{x \in S'} \lambda \cdot x \leq V(\lambda')$. Let $\lambda' \not\in \lambda \cdot \{x\}$ where $x \in \lambda'$.

From Markov’s inequality we know

$$P\{E_1|C_u,C_v\} \geq \sqrt{e'}$$

$$P\{E_2|C_u,C_v\} \geq \sqrt{e'} \leq \sqrt{e'}.$$

Choosing $\varepsilon' = \varepsilon^2$, by the union bound we have that our random coding scheme with probability at least $1 - 2\varepsilon$ yields a code $C_u = (u_i)_{i=1:M_1}$, $C_v = (v_j)_{j=1:M_2}$ and deterministic encoding functions $f: \mathcal{X}^n \to C_u$, $g: \mathcal{Z}^n \to C_v$, such that

$$P\{E_1|C_u,C_v\} \leq \varepsilon$$

(20)

and

$$\sum_{i,j=1}^{M_1,M_2} I_{[\mathbf{u}_i,\mathbf{v}_j]}(\mathbf{u}_i,\mathbf{v}_j) \leq \exp\left(n(I(\mathbf{U};\mathbf{V})+\varepsilon)\right).$$

(21)

Pick any such code and define $C_i = f^{-1}\{\{u_i\}\} \cap T_{[\mathbf{u}_i]}^n(\mathbf{u}_i)$ if $u_i \neq u'_{i'}$ for all $i' < i$ and $C_i = \emptyset$ otherwise. $D_2$ is defined accordingly. The conditions (8) and (9) now follow directly from (20) and (21).
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