Scalable Multitarget Tracking Using Multiple Sensors: A Belief Propagation Approach

Florian Meyer*, Paolo Braca†, Peter Willett‡, and Franz Hlawatsch*

*Institute of Telecommunications, Vienna University of Technology, 1040 Vienna, Austria ({fmeyer,fhlawats}@nt.tuwien.ac.at)
†NATO STO Centre for Maritime Research and Experimentation, La Spezia 19126, Italy (paolo.braca@cmre.nato.int)
‡Department of ECE, University of Connecticut, Storrs, CT 06269, USA (willett@engr.uconn.edu)

Abstract—We propose a method for multisensor-multitarget tracking with excellent scalability in the number of targets (which is assumed known), the number of sensors, and the number of measurements per sensor. Our method employs belief propagation based on a “detailed” factor graph that involves both target-related and measurement-related association variables. Using this approach, an increase in the number of targets, sensors, or measurements leads to additional variable nodes in the factor graph but not to higher dimensions of the messages. We observed very low runtimes of the proposed method; e.g., our MATLAB simulation of a scenario of 30 targets and 10 sensors without gating required less than one second per time step. The performance of the proposed method in terms of mean optimal subpattern assignment (OSPA) error compares well with that of state-of-the-art methods whose complexity scales exponentially with the number of targets. In particular, we observed that our method can outperform the sequential multisensor joint probabilistic data association filter (JPDAF) and performs similar to the Monte Carlo JPDAF.
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I. INTRODUCTION

Multitarget tracking aims to estimate the states (positions, velocities, and possibly further parameters) of moving objects (targets) over time, based on measurements provided by remote sensing devices such as radar, sonar, or cameras [1]. This is complicated by a data association uncertainty (i.e., unknown association between measurements and targets) [1] and the fact that the number of targets is usually unknown [2]. “Classic” methods for multitarget tracking assume that the number of targets is known and estimate the target states jointly with the association variables. Two examples are the joint probabilistic data association filter (JPDAF) [1] and the multiple hypothesis density tracker (MHT) [3]. Extensions of these methods to multiple sensors include [4]–[7].

More recent methods are based on finite set statistics (FISST) [2], [8] and jointly estimate the number of targets and the target states without explicitly estimating the association variables. In particular, the probability hypothesis density (PHD) filter [2] is asymptotically efficient in the number of sensors [9], but the complexity of calculating the multisensor PHD is exponential in the number of sensors [8]. Approximations of the multisensor PHD are used in [10], [11]. Several multisensor-multitarget tracking methods, both classic and FISST-based, have been successfully applied to real-world data (e.g., [12], [13]). Unfortunately, most multisensor-multitarget tracking methods suffer from a poor scalability in the number of targets and number of sensors.

Here, we propose a multisensor method for multitarget tracking with excellent scalability in the number of targets, number of sensors, and number of measurements per sensor. This advantage is achieved by combining the classic approach—under the assumption of a known number of targets—with belief propagation (BP) message passing [14]–[16]. We formulate a joint estimation problem involving the target states and association variables for all times, targets, and sensors. Following [17], [18], our formulation of the data association uncertainty involves both target-oriented and measurement-oriented association vectors. The problem is then described by a factor graph and solved using loopy BP, thereby exploiting independencies of variables for a drastic reduction of computational complexity. The “beliefs” obtained with loopy BP are only approximations of the true marginal posterior probability density functions (pdfs). However, these approximations are very accurate in many applications [14]–[16].

Message passing algorithms have been previously employed for data association (without multitarget tracking or with multitarget tracking outside the message passing scheme). In [19], the Viterbi algorithm is used to estimate the association variables. In [17], [18], loopy BP is used to obtain approximations of the marginal association probabilities for a single time step and a single sensor. In [20], again for a single time step and a single sensor, exact marginal association probabilities are calculated based on a tree representation of the possible associations variables; this exploits the conditional independence of certain target subsets after measurement gating. In [21], BP is used to obtain approximate association probabilities at a single time step for multiple sensors with overlapping regions of interest. This method scales poorly in the number of targets because at any given sensor, all target states are modeled as a joint state, and similarly for all association variables.

In [22], a BP algorithm has been previously proposed for multisensor-multitarget tracking (including data association). All target states and association variables at one time step are modeled as a joint state. Hence, the factor graph is tree-structured and BP message passing is exact but, again, this...
comes at the cost of poor scalability in the number of targets.

The BP-based multisensor-multitarget tracking method presented in this paper is different from [22] in that it is based on the BP formulation of data association introduced in [17] and a “detailed” factor graph in which every target state and association variable is modeled as an individual node. Because the factor graph involves only low-dimensional variables, the resulting BP algorithm does not perform any high-dimensional operations. As a consequence, the complexity of our method scales only quadratically in the number of targets and linearly in the number of sensors (assuming a fixed number of message passing iterations). Simulation results in a scenario with intersecting targets confirm that our method exhibits excellent scalability while, at the same time, its performance in terms of mean optimal subpattern assignment (OSPA) error compares well with that of state-of-the-art methods whose complexity is exponential in the number of targets. In particular, it can outperform the sequential multisensor JPDAF [6], [7] and performs similar to the Monte Carlo JPDAF (MC-JPDAF).

This paper is organized as follows. In Section II, we describe the system model and state the multisensor-multitarget tracking problem. To prepare the ground for our derivation of the proposed algorithm, a new BP interpretation of the JPDAF is given in Section III, and an efficient BP-based data-association scheme [17], [18], [23] is reviewed in Section IV. Section V presents the proposed BP algorithm for multisensor-multitarget tracking. Finally, simulation results in a scenario with intersecting targets are reported in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We first describe the system model and formulate the multisensor-multitarget tracking problem. We also state our assumptions, which are identical to those underlying standard algorithms for tracking a known number of targets in the presence of data association uncertainty [1], [3]–[7].

A. Target States and Target Dynamics

We consider $K$ targets $k \in \{1, \ldots, K\}$ with time-varying states. The state $x_{n,k}$ of target $k$ at time $n$ consists of the target’s position and possibly further parameters. The joint target state at time $n$ is denoted as $x_n \triangleq [x_{n,1}^T \ldots x_{n,K}^T]^T$. The target states are assumed to evolve independently according to Markovian dynamic models [1], [4]. Thus, the joint state-transition function at time $n$ factors as

$$f(x_n | x_{n-1}) = \prod_{k=1}^K f(x_{n,k} | x_{n-1,k}).$$

B. Sensor Measurements

The target states are sensed by $S$ sensors $s \in \{1, \ldots, S\}$. At time $n$, sensor $s$ produces $M_{n}^{(s)}$ “thresholded” measurements $z_{n,m}^{(s)}$, $m \in \{1, \ldots, M_{n}^{(s)}\}$. These measurements are the result of a detection process performed, e.g., by a radar or sonar device. We will also use the stacked measurement vectors $z_n^{(s)} \triangleq [z_{n,1}^{(s)} \ldots z_{n,M_{n}^{(s)}}^{(s)}]^T$ and $z_n \triangleq [z_{n,1}^{(1)} \ldots z_{n,M_{n}^{(1)}}^{(1)}]^T$. The measurements are subject to a data association uncertainty, i.e., it is not known which measurement $z_{n,m}^{(s)}$ originated from which target $k$, and it is also possible that a measurement $z_{n,m}^{(s)}$ did not originate from any target (false alarm, clutter) or that a target did not give rise to any measurement of sensor $s$ (missed detection). We assume that at any time $n$, each target can generate at most one measurement at sensor $s$, and each measurement at sensor $s$ can be generated by at most one target [1], [4]. The probability that a target is detected by sensor $s$ is denoted by $P_{d}^{(s)}$. The possible associations at sensor $s$ and time $n$ are described by the $K$-dimensional random vector $a_n^{(s)} = [a_{n,1}^{(s)} \ldots a_{n,K}^{(s)}]^T$, whose $k$th entry is defined as

$$a_{n,k}^{(s)} = \begin{cases} m \in \{1, \ldots, M_{n}^{(s)}\}, & \text{at time } n, \text{ target } k \text{ generates measurement } m \text{ at sensor } s \text{ at time } n, \text{ target } k \text{ is not sensed by sensor } s. \\ 0, & \text{otherwise}. \end{cases}$$

We also define $a_n^{(s)} \triangleq [a_{1}^{(1)T} \ldots a_{S}^{(S)T}]^T$. The number of false alarms at sensor $s$ is modeled by a Poisson distribution with mean value $\mu^{(s)}$; however, the proposed method can be easily generalized to an arbitrary distribution. The distribution of each false alarm measurement at sensor $s$ is described by the pdf $f_{FA}\left(z_{n,m}^{(s)} | x_n, a_n^{(s)}\right)$.

The dependence of the measurement vector $z_n$ on the state vector $x_n$ and the association vector $a_n$ is described by the global likelihood function $f(z_n | x_n, a_n)$. Under commonly used assumptions about the statistics of the measurements [1], [4], the global likelihood function factors as

$$f(z_n | x_n, a_n) = \prod_{s=1}^S \prod_{m=1}^{M_{n}^{(s)}} f_{FA}(z_{n,m}^{(s)} | x_n, a_n) \prod_{k \in K_{a_n}^{(s)}} f_{FA}(z_{n,m}^{(s)} | x_n, a_n),$$

with $K_{a_n}^{(s)} \triangleq \{k \in \{1, \ldots, K\} : a_{n,k}^{(s)} \neq 0\}$. For observed (and, thus, fixed) $z_n$, this can be written as

$$f(z_n | x_n, a_n) \propto \prod_{s=1}^S \prod_{k=1}^K g(x_n, k, a_{n,k}^{(s)}, z_n^{(s)}),$$

where $\propto$ denotes equality up to a normalization factor and

$$g(x_n, k, a_{n,k}^{(s)}, z_n^{(s)}) = \begin{cases} f(z_n^{(s)} | x_n, k) & a_{n,k}^{(s)} = m \in \{1, \ldots, M_{n}^{(s)}\}, \\ 0 & a_{n,k}^{(s)} = 0. \end{cases}$$

C. Prior Distributions

We assume that for each target state $x_{0,k}$ at time $n = 0$, an informative initial prior pdf $f(x_{0,k})$ is available. Furthermore, the prior probability mass function of the association vector $a_n^{(s)}$ is modeled as [1]
\begin{equation}
p(a^{(s)}_{n}) \propto \psi(a^{(s)}_{n}) \prod_{k=1}^{K} \varphi(a_{n,k}^{(s)}). \tag{3}
\end{equation}

Here, \( \psi(a^{(s)}_{n}) \) expresses the exclusion assumptions stated in Section II-B, i.e., the fact that each target can generate at most one measurement at sensor \( s \) and each measurement at sensor \( s \) can be generated by at most one target [1], [4]:

\begin{equation}
\psi(a^{(s)}_{n}) = \begin{cases} 
0, & \exists k, k' \in \{1, \ldots, K\} \text{ s.t. } a_{k,n}^{(s)} = a_{k',n}^{(s)} \\
1, & \text{otherwise}.
\end{cases} \tag{4}
\end{equation}

The remaining factors in (3) are given by

\begin{equation}
\varphi(a_{n,k}^{(s)}) = \begin{cases} 
\frac{p(a_{n,k}^{(s)})}{\mu_{n,k}^{(s)}}, & a_{n,k}^{(s)} \in \{1, \ldots, M_{n}^{(s)}\} \\
(1 - I_{d}^{(s)}), & a_{n,k}^{(s)} = 0.
\end{cases} \tag{5}
\end{equation}

### D. Measurement-oriented Association Vectors

Following [17], [18], we also introduce measurement-oriented association vectors \( b_{n}^{(s)} = \left[ b_{n,1}^{(s)} \cdots b_{n,M_{n}^{(s)}}^{(s)} \right]^{T} \) with

\begin{equation}
b_{n,m}^{(s)} \triangleq \begin{cases} 
k \in \{1, \ldots, K\}, & \text{at time } n, \text{ measurement } m \text{ at sensor } s \text{ is generated by target } k \\
0, & \text{at time } n, \text{ measurement } m \text{ at sensor } s \text{ is not generated by a target.}
\end{cases} \tag{6}
\end{equation}

We also define \( b_{n} = \left[ b_{n}^{(1)^{T}} \cdots b_{n}^{(S)^{T}} \right]^{T} \). Note that \( b_{n}^{(s)} \) can be constructed from \( a_{n}^{(s)} \) and vice versa. However, using \( b_{n}^{(s)} \), the exclusion indicator function \( \psi(a_{n}^{(s)}) \) in (4) can be formally replaced by the function \( \psi(a_{n}^{(s)}, b_{n}^{(s)}) \), which can be written as the following product [17], [18], [23]:

\begin{equation}
\psi(a_{n}^{(s)}, b_{n}^{(s)}) = \prod_{k=1}^{K} \prod_{m=1}^{M_{n}^{(s)}} \Psi(a_{n,k}^{(s)}, b_{n,m}^{(s)}), \tag{7}
\end{equation}

with

\begin{equation}
\Psi(a_{n,k}^{(s)}, b_{n,m}^{(s)}) = \begin{cases} 
0, & a_{n,m}^{(s)} = m, b_{n,m}^{(s)} \neq k \\
\text{or } b_{n,m}^{(s)} = k, a_{n,m}^{(s)} \neq m \\
1, & \text{otherwise}.
\end{cases} \tag{8}
\end{equation}

Equations (5) and (6) are equivalent to the exclusion relation (4). The factorization (5) will play an important role in the development of our BP algorithm in Sections IV and V.

### E. Problem Formulation

The problem addressed in this paper is Bayesian estimation of the states \( x_{n,k}, k \in \{1, \ldots, K\} \) from all the past and present measurements of all the sensors \( s \in \{1, \ldots, S\} \), i.e., from the total measurement vector \( z \triangleq \left[ z_{1}^{T} \cdots z_{n}^{T} \right]^{T} \). More specifically, we will develop an approximate calculation of the minimum mean-square error (MMSE) estimator [24]

\begin{equation}
\hat{x}_{n,k}^{\text{MMSE}} \triangleq \int x_{n,k} f(x_{n,k} \mid z) \, dx_{n,k}. \tag{9}
\end{equation}

This calculation will be based on an approximate calculation of the marginal posterior pdfs \( f(x_{n,k} \mid z) \) involved in (7) by means of an efficient BP message passing algorithm.
sages can be computed. These different computation orders may also lead to different beliefs. Here, we fix the order by sending messages only forward in time \cite{25}. This results in a noniterative BP scheme, and furthermore is equivalent to assuming that the target states are mutually independent conditional on the past measurements, as is done in the derivation of the JPDAF \cite{1}. Then, using the standard BP in a noniterative BP scheme, and furthermore is equivalent by sending messages only forward in time \cite{25}. This results may also lead to different beliefs. Here, we fix the order of all target states \(x_{n,k}, k \in K = \{1, \ldots, K\}\) at time \(n\) are obtained by performing the following steps for each \(k \in K\):

1) **Prediction:**

\[
\alpha_{\to}(x_{n,k}) = \int f(x_{n,k}|x_{n-1,k}) \tilde{f}(x_{n-1,k}) \, dx_{n-1,k}. \tag{9}
\]

2) **Measurement evaluation:**

\[
\beta_{\to}(a_{n,k}) = \int g(x_{n,k}, a_{n,k}; z_n) \alpha_{\to}(x_{n,k}) \, dx_{n,k}. \tag{10}
\]

3) **Data association:**

\[
\eta_{\to}(a_{n,k}) = \sum_{a_{n,k'}} p(a_{n}) \prod_{k' \in K \setminus \{k\}} \beta_{\to}(a_{n,k'}). \tag{11}
\]

4) **Measurement update:**

\[
\gamma_{\to}(x_{n,k}) = \sum_{a_{n,k}} g(x_{n,k}, a_{n,k}; z_n) \eta_{\to}(a_{n,k}). \tag{12}
\]

5) **Calculation of target belief:**

\[
\tilde{f}(x_{n,k}) \propto \alpha_{\to}(x_{n,k}) \gamma_{\to}(x_{n,k}). \tag{13}
\]

Here, the notation \(\sum_{a_{n,k}}\) used in (11) indicates summation over all \(a_{n,k'}\) with \(k' \in K \setminus \{k\}\). The messages and beliefs in (9)–(13) are visualized in Fig. 1.

Under the assumption of linear and Gaussian measurement and dynamic models, which was used in the original formulation of the JPDAF, closed-form expressions of prediction (9) and measurement evaluation (10) can be found \cite{1}. In addition, the JPDAF uses a Gaussian approximation for the belief \(\tilde{f}(x_{n,k})\) in (13). In the nonlinear/non-Gaussian case, closed-form expressions do not exist but Monte Carlo computations of (9), (10), and (13) can be obtained. However, in either case, a problem is the summation \(\sum_{a_{n,k}}\) in the data association step (11), whose complexity is exponential in the number of targets \(K\). This problem will be addressed next.

**IV. EFFICIENT BP ALGORITHM FOR DATA ASSOCIATION**

In this section, we review the efficient BP-based data association technique proposed in \cite{17, 18, 23}. This technique is based on (5) and (6), i.e., on the formulation of the exclusion indicator function in terms of both the target-oriented association variables \(a_{n,k}^{(a)}\) and the measurement-oriented association variables \(a_{n,k}^{(b)}\). As in the previous section, we consider only a single sensor and suppress the sensor index \(s\). The case of multiple sensors will be considered in Section V.

Because there is a one-to-one relation between \(a_n\) and \(b_n\), the prior probability mass function of \(a_n, p(a_n)\), can be formally replaced by \(p(a_n, b_n)\). Expression (3) then becomes

\[
p(a_n, b_n) \propto \psi(a_n, b_n) \prod_{k=1}^{K} \varphi(a_{n,k}) = \prod_{k=1}^{K} \psi(a_n, b_n) \prod_{m=1}^{M_n} \varphi(a_{n,k}, b_{n,m}), \tag{14}
\]

where (5) was used in the last step. Similarly, the joint posterior pdf \(f(x, a|z)\) can be replaced by \(f(x, a|b|z)\). (Note that \(p(a_n) = \sum_{b_n} p(a_n, b_n)\) and \(f(x, a|z) = \sum_{b} f(x, a, b|z)\). As a consequence, in the factorization of \(f(x, a|z)\) in (8), the factors \(p(a_n)\) are replaced by the equivalent factors \(p(a_n, b_n)\), which in turn factorize as given by (14). Thus, (8) becomes

\[
f(x, a, b|z) \propto \left( \prod_{k'=1}^{K} f(x_{n,k'}) \right) \prod_{n'=1}^{n} \prod_{k=1}^{K} \varphi(a_{n',k}, x_{n',k}; z_{n'}) \times \tilde{f}(x_{n,k}|x_{n-1,k}) \prod_{m=1}^{M_n} \Psi(a_{n,k}, b_{n,m}). \tag{15}
\]

This factorization is represented graphically by a modification of the factor graph of Fig. 1 in which the element depicted in the left part of Fig. 2 (consisting of the variable node \(a_n\) and the function node \(p(a_n)\)) is replaced as shown in the right part of Fig. 2.

By performing loopy BP on this modified factor graph, the data association operation in (11) is replaced by an iterative scheme \cite{17, 18, 23} which, at message passing iteration \(p \in \{1, \ldots, P\}\), calculates

\[
\rho_{m \to k}^{(p)}(a_{n,k}) = \sum_{b_{n,m}} p(a_{n,k}, b_{n,m}) \prod_{k' \in K \setminus \{k\}} \zeta_{k' \to m}^{(p-1)}(b_{n,m}) \tag{16}
\]

and

\[
\zeta_{k \to m}^{(p)}(b_{n,m}) = \sum_{a_{n,k}} \beta_{\to}(a_{n,k}) \varphi(a_{n,k}) \Psi(a_{n,k}, b_{n,m}) \times \prod_{m' \in M_n \setminus \{m\}} \mu_{m' \to k}^{(p)}(a_{n,k}). \tag{17}
\]
for all $k \in K$ and all $m \in \mathcal{M}_n \triangleq \{1, \ldots, M_n\}$. This scheme is
initially by
\begin{equation}
\xi_{k \rightarrow m}^{(0)}(b_{n,m}) = \sum_{a_{n,k}} \beta_{k \rightarrow m}(a_{n,k}) \phi(a_{n,k}) \Psi(a_{n,k}, b_{n,m}).
\end{equation}

An efficient implementation of (16) and (17) can be found in [18], [23]. After $P$ iterations, an approximation of the “data association message” $\hat{\eta}_{\rightarrow m}(a_{n,k})$ in (11) is obtained as
\begin{equation}
\hat{\eta}_{\rightarrow m}(a_{n,k}) = \varphi(a_{n,k}) \prod_{m \in \mathcal{M}_n} \nu_{m \rightarrow k}^{(P)}(a_{n,k}).
\end{equation}

While iterative loopy BP is not guaranteed to converge in general, convergence of the iterative scheme in (16)–(18) has been proven in [18], [23]. Therefore, instead of performing a fixed number $P$ of iterations, a convergence-related stopping criterion can be used. The complexity of the iterative scheme in (16), (17) (with $P$ fixed) scales as $O(KM_n)$ [18]. Thus, the main limitation of the original formulation of the JPDAF (and of its BP message passing reformulation in Section III)—the exponential scaling of complexity with respect to $K$—has been mitigated significantly.

V. THE PROPOSED BP-BASED MULTISENSOR-MULTITARGET TRACKING ALGORITHM

We now develop the proposed BP-based multisensor-multitarget tracking algorithm by extending the scheme described in Sections III and IV to multiple sensors. As in Section II, we assume that there are $S$ sensors $s \in \{1, \ldots, S\}$.

A. Factor Graph

Our goal is to compute the marginal posterior pdfs $f(x_{n,k}|z)$ occurring in (7). These pdfs are marginals of the joint posterior pdf $f(x,a,b|z)$, which involves all the time steps, all the target states, all the target-oriented and measurement-oriented association variables, and all the measurements of all the sensors. Using Bayes’ rule and common independence assumptions [1], [4], the joint posterior pdf can be expressed up to an irrelevant factor as
\begin{equation}
f(x,a,b|z) \propto f(z|x,a,b) f(x,a,b)
\end{equation}
\begin{equation}
= f(z|x,a,b) f(x,a,b)
\end{equation}
\begin{equation}
= f(x_n) \prod_{n'=1}^{n} f(z_{n'}|x_{n'}, a_{n'}) f(x_{n'}|x_{n'-1}) \times p(a_{n'}, b_{n'})
\end{equation}
\begin{equation}
\propto \left( \prod_{k=1}^{K} f(x_{0,k}) \right) \prod_{n=1}^{n} \prod_{k=1}^{K} f(x_{n',k}|x_{n'-1,k})
\end{equation}
\begin{equation}
\times \sum_{s=1}^{S} \varphi(a_{n',k}) g(x_{n',k}, a_{n',k}, z_{n'})
\end{equation}
\begin{equation}
\times \prod_{m=1}^{M'} \Psi(a_{n',k}, b_{n',m}),
\end{equation}
where (1), (2), and (14) have been used. The factor graph corresponding to this factorization is shown for one time step in Fig. 3. Note the relations to Figs. 1 and 2.

B. BP Message Passing Algorithm

To obtain an approximation of the marginal posterior pdfs $f(x_{n,k}|z)$, we propose to run the following iterative BP message passing algorithm on the factor graph in Fig. 3. The algorithm consists of an outer iteration loop for fusing the information from different sensors (obtained using (10) and (12)) and an inner iteration loop for iterative data association using (16), (17), and (19). At time $n$, first the prediction step (9) is performed for all targets $k \in K$,
\begin{equation}
\alpha_{\rightarrow m}(x_{n,k}) = \int f(x_{n,k}|x_{n-1,k}) \tilde{f}(Q)(x_{n-1,k}) \, dx_{n-1,k},
\end{equation}
where $\tilde{f}(Q)(x_{n-1,k})$ is the final result of the outer iteration loop at the previous time $n-1$. Then, the outer BP message passing iteration loop is executed. Specifically, in outer iteration $q \in \{1, \ldots, Q\}$, the following steps are performed for all targets $k \in K$ and all sensors $s \in S \triangleq \{1, \ldots, S\}$ in parallel:

1) Measurement evaluation (cf. (10)):
\begin{equation}
\beta_{s}^{(q)}(a_{n,k}) = \int g(x_{n,k}, a_{n,k}^{(s)}, z_{n}^{(s)}) \alpha_{\rightarrow m}(x_{n,k}) \, dx_{n,k}.
\end{equation}

2) Iterative data association (cf. (19)):
\begin{equation}
\hat{\eta}_{\rightarrow m}(a_{n,k}) = \varphi(a_{n,k}) \prod_{m \in \mathcal{M}_n^{(s)}} \nu_{m \rightarrow k}^{(q,P)}(a_{n,k}),
\end{equation}
where $\nu_{m \rightarrow k}^{(q,P)}(a_{n,k})$ is the result of the inner BP message passing iteration loop. Specifically, in inner iteration $p \in \{1, \ldots, P\}$, the following steps are performed for all measurements $m \in \mathcal{M}_n^{(s)}$ (cf. (16), (17)):
\begin{equation}
\nu_{m \rightarrow k}^{(q,P)}(a_{n,k}) = \sum_{b_{n,m}} \Psi(a_{n,k}, b_{n,m}) \prod_{k' \in K \setminus \{k\}} c_{k' \rightarrow m}^{(q,P-1)}(b_{n,m}).
\end{equation}
and
\[
\zeta_{k \to m}(b_{n,m}^s) = \sum_{a_{n,k}^s} \beta_{k}^{(q)}(a_{n,k}^s) \varphi(a_{n,k}^s) \Psi(a_{n,k}^s, b_{n,m}^s) \prod_{m' \in M_k \setminus \{m\}} \lambda_{m' \to k}^{(q,p)}(\epsilon_{n,k}^s),
\] (25)

This inner iteration loop is initialized by (cf. (18))
\[
\zeta_{k \to m}(b_{n,m}^s) = \sum_{a_{n,k}^s} \beta_{k}^{(q)}(a_{n,k}^s) \varphi(a_{n,k}^s) \Psi(a_{n,k}^s, b_{n,m}^s).
\]

3) Measurement update (cf. (12)):
\[
\gamma_{k}^{(q)}(x_{n,k}) = \sum_{a_{n,k}^s} g(x_{n,k}, a_{n,k}^s, z_n^s) \tilde{y}_{k}^{(q)}(a_{n,k}^s). \quad (26)
\]

4) Extrinsic information:
\[
\kappa_{s \to x}^{(q)}(x_{n,k}) = \alpha \to (x_{n,k}) \prod_{s' \in S \setminus \{s\}} \gamma_{s'}^{(q)}(x_{n,k}). \quad (27)
\]

Note that (27) need not be calculated at the last iteration \( q = Q \). The outer iteration loop is initialized by
\[
\kappa_{s \to x}^{(0)}(x_{n,k}) = \alpha \to (x_{n,k}),
\]
which was calculated in the prediction step (21). After termination of the outer iteration loop (\( q = Q \)), the beliefs \( \tilde{j}^{(Q)}(x_{n,k}) \) approximating the marginal posterior pdfs \( f(x_{n,k} | z) \) are finally obtained up to a normalization as (cf. (13))
\[
\tilde{j}^{(Q)}(x_{n,k}) \propto \alpha \to (x_{n,k}) \prod_{s \in S} \gamma_{s}^{(Q)}(x_{n,k}). \quad (28)
\]

C. Discussion

The inner “data association” iteration loop (23)–(25) involves solely messages related to discrete random variables. Since it is based on loopy BP [14], [16], it does not perform an exact calculation of the marginalization (11). However, its high accuracy has been demonstrated numerically [17], [18] (see also Section VI), and furthermore its convergence has been proven [18], [23]. The outer “sensor fusion” iteration loop involves messages related to discrete or continuous random variables. Because one complete inner iteration loop has to be executed for every outer iteration, a small number \( Q \) of outer iterations is desirable. In the first outer iteration \( q = 1 \), each sensor uses only the predicted information about the target states to perform local data association. This simple fusion strategy is equivalent to that employed by the parallel multisensor JPDAF [7] and the multisensor MC-JPDAF [4]. In all subsequent outer iterations \( q = 2, \ldots, Q \), the local data association performed at each sensor also uses information about the target states that is provided by the measurements of all the other sensors (see (27)).

The main advantage of the proposed algorithm is its scaling characteristic. For fixed numbers \( P \) and \( Q \) of inner and outer iterations, the computational complexity of calculating the (approximate) marginal posterior pdfs of all the target states is linear in the number of sensors \( S \) (see (27) and (28)). Furthermore, the complexity of the operations (22)–(26) performed for each sensor \( s \in S \) scales as \( O(KM_n^{(s)}) \), where \( M_n^{(s)} \) increases linearly with \( K \) and with the number of false alarms. This means that the overall complexity of our algorithm scales linearly in the number of sensors and quadratically in the number of targets. This is a consequence of the “detailed” factorization (20) in terms of both target-related and measurement-related association variables. Using this factorization, an increase in the number of targets, sensors, or measurements leads to additional variable nodes in the factor graph (see Fig. 3) but not to a higher dimension of the messages passed between the nodes.

VI. SIMULATION RESULTS

We compare the performance of our method with that of two state-of-the-art methods for multisensor-multitarget tracking, and we study how the runtime of our method depends on the number of sensors and on the number of targets.

A. Simulation Setup

The target states consist of the targets’ two-dimensional (2D) position and 2D velocity, i.e., \( x_{n,k} = [x_{1,n,k} \ x_{2,n,k} \ \dot{x}_{1,n,k} \ \dot{x}_{2,n,k}]^T \). The region of interest (ROI) is \([-3000, 3000] \times [-3000, 3000] \). All targets move according to the constant-velocity motion model, i.e.,
\[
x_{n,k} = A x_{n-1,k} + W u_{n,k},
\]
where the matrices \( A \in \mathbb{R}^{4 \times 4} \) and \( W \in \mathbb{R}^{4 \times 2} \) are chosen as in [26] and \( u_{n,k} \sim N(0, \sigma_u^2 I_2) \) is an independent and identically distributed (iid) 2D Gaussian random vector with component variance \( \sigma_u^2 = 0.1 \). To show the benefits of the proposed method and of the use of multiple sensors, we simulated a challenging scenario where all the target trajectories intersect at the ROI center. To obtain this behavior, the targets start at positions (at time \( n = 0 \)) that are uniformly placed on a circle of radius 1000, and then move with an initial speed of 20 toward the ROI center. Example trajectories for \( K = 10 \) targets are shown in Fig. 4. We note that the case of intersecting targets is not only difficult in terms of performance but also a worst case in terms of computational complexity, because
gating has no effect at the time points where the targets intersect.

The target-generated measurements \( z_{n,m}^{(s)} \) are distributed according to an additive-Gaussian model. That is, for \( b_{n,m}^{(s)} = k \neq 0 \), we have

\[
    z_{n,m}^{(s)} = [x_{1,n,k} \ x_{2,n,k}]^T + v_{n,m}^{(s)},
\]

where \( v_{n,m}^{(s)} \sim \mathcal{N}(0, \sigma_v^2 I_2) \) is iid 2D Gaussian measurement noise with component standard deviation \( \sigma_v = 75 \). The false alarm pdf \( f_{FA}(z_{n,m}^{(s)}) \) (for \( b_{n,m}^{(s)} = 0 \)) is uniform on the ROI, and the mean number of false alarms is \( \mu^{(s)} = \mu = 50 \) unless noted otherwise. The detection probability is chosen as \( P_d^{(s)} = P_d = 0.3 \). Unless noted otherwise, each sensor performs gating with gate threshold 9.2 [1].

In the proposed BP scheme, we use a particle-based implementation (similar to [4]) of the integrations in (21) and (22) of the message multiplications in (27) and (28). The numbers of inner and outer iterations are \( P = 20 \) and \( Q = 1 \), respectively. At time step \( n \), the result of this particle-based BP scheme are \( K \) sets of \( J \) particles and weights \( \{ (x_{n,k}^{(j)}, u_{n,k}^{(j)}) \}_{j=1}^J, k \in \{1, \ldots, K \} \) representing the beliefs \( \tilde{f}(x_{n,k}) \) of the targets \( k \). From these particles and weights, approximations of the MMSE estimates in (7) are obtained as

\[
    \hat{x}_{n,k} = \sum_{j=1}^J u_{n,k}^{(j)} x_{n,k}^{(j)}.
\]

We simulated 100 time steps and performed 100 simulation runs.

**B. Performance Comparison**

For a scenario with \( K = 5 \) targets and \( S = 10 \) sensors, we compare the proposed particle-based algorithm with the sequential multisensor JPDAF [6], [7] (which is based on a Gaussian approximation) and with the multisensor MC-JPDAF [4] (which is particle-based). Note that both reference methods are infeasible for more than about \( K = 7 \) intersecting targets due to their exponential scaling behavior. Both particle-based algorithms use \( J = 10,000 \) particles. The algorithms are initialized with the initial prior pdf \( f(x_{0,k}) = \mathcal{N} (\mu_{0,k}, C_{0,k}) \). Here, \( C_{0,k} = \text{diag} \{ 150^2, 150^2, 0.1^2, 0.1^2 \} \) represents the uncertainty in knowing \( x_{0,k} \) and \( \mu_{0,k} \) is a random hyperparameter that is sampled for each simulation run from \( \mathcal{N}(x_{0,k}, C_{0,k}) \), where \( x_{0,k} \) is the true initial state used for generating the target trajectories. The performance of the three methods is evaluated in terms of the OSPA metric [27], whose calculation is based on the Euclidean distance. Fig. 5 shows the mean OSPA error (MOSPA) of the methods versus time \( n \). The increase of the MOSPA around time \( n = 55 \) is due to the fact that, at approximately \( n = 50 \), all targets intersect at the ROI center. It can be seen that the proposed method consistently outperforms the sequential multisensor JPDAF. Furthermore, it performs similar to the multisensor MC-JPDAF, with only a slight performance loss around the intersection time. Thus, the good scaling properties of our method come at the cost of only a very small reduction of tracking performance relative to the multisensor MC-JPDAF, whose complexity is exponential in the number of intersecting targets.

**C. Scalability**

Finally, we investigate how the runtime of a MATLAB implementation of our algorithm on a single core of an Intel Xeon X5650 CPU scales with the number of sensors \( S \) and the number of targets \( K \). We also study the dependence of the MOSPA on \( S \). To ensure that the initial prior pdfs of the targets are well separated even for \( K = 30 \), we now use smaller initial position variances, i.e., we set \( C_{0,k} = \text{diag} \{ 10^2, 10^2, 0.1^2, 0.1^2 \} \). Both the runtimes and the OSPA errors are averaged over 100 time steps and 100 simulation runs. The number of particles is now only \( J = 1000 \).

For \( K = 5 \) intersecting targets, Fig. 6 shows the runtime per time step \( n \) and the MOSPA versus \( S \in \{2, 4, \ldots, 20\} \). These results confirm the linear scaling of the runtime with \( S \) and demonstrate the improvement in tracking performance that results from using more sensors.

For \( S = 10 \) sensors, Fig. 7 shows the runtime per time step \( n \) versus \( K \in \{2, 4, \ldots, 30\} \). To reduce the simulation time, the mean number of false alarms is now chosen as

\[ 1 \text{In the scenarios simulated in this paper, we did not observe any performance benefits for } Q > 1. \text{ However, this may be different when the sensor characteristics vary across the sensors.} \]


