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Abstract

We propose a time-varying Wiener filter for nonstationary signal estimation that is robust in a
minimax sense. This robust Wiener filter optimizes worst-case performance within novel “\( p \)-point”
uncertainty classes of nonstationary random processes. Furthermore, it features constant performance
within these uncertainty classes and requires less detailed prior knowledge than the ordinary time-
varying Wiener filter. We also propose a time-frequency formulation that is intuitively appealing since
signal subspaces are replaced by time-frequency regions, and an efficient on-line implementation using
local cosine bases. Our theory is illustrated by numerical simulations and a real-data example.

1 Introduction

The estimation of signals corrupted by noise (or other disturbances) is important in many applications.
If the signal and noise processes are nonstationary, the linear signal estimator that is optimal with
respect to a mean-square error criterion is a time-varying filter (termed \textit{time-varying Wiener filter} in
the following). The design of this time-varying Wiener filter uses the second-order statistics of the
nonstationary processes involved which, however, are rarely exactly known in practice. Unfortunately,
errors in estimating or modeling the second-order statistics can result in severe performance degradation.

In this paper, we propose a \textit{minimax robust} time-varying Wiener filter that is advantageous in two
respects. First, it is more practical since the prior knowledge required for its design is less detailed.
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Second, it is less sensitive to deviations from the nominal operating conditions—in fact, it maintains constant performance for all second-order statistics within prescribed uncertainty classes. Our results extend minimax robust time-invariant Wiener filters for stationary processes [1, 2] to the nonstationary case. For simplicity, we restrict ourselves to a nonstationary version of the so-called \textit{p-point uncertainty model}, although other uncertainty models can be used as well (see [3] for a generalized formulation).

The paper is organized as follows. Based on a novel \textit{p-point uncertainty model} for nonstationary random processes introduced in Section 2, the minimax robust time-varying Wiener filter is derived in Section 3. Section 4 presents intuitively appealing time-frequency formulations of both the uncertainty model and the corresponding robust Wiener filter, and Section 5 proposes an efficient causal implementation using local cosine bases. Finally, numerical simulations and a real-data (speech enhancement) example are provided in Section 6.

We shall first review some necessary background on ordinary time-varying Wiener filters. We consider the problem of estimating a signal $s(t)$ from a noisy observation $r(t) = s(t) + n(t)$. We assume that both signal $s(t)$ and noise $n(t)$ are nonstationary, zero-mean, real or circularly complex random processes with respective correlation operators\textsuperscript{1} $R_s$ and $R_n$. Furthermore, we assume that signal and noise are mutually uncorrelated and have finite mean energy, i.e., $\bar{E}_s = \mathbb{E}\{\|s\|^2\} < \infty$ and $\bar{E}_n = \mathbb{E}\{\|n\|^2\} < \infty$ (this implies that the correlation operators $R_s$ and $R_n$ are trace-class (nuclear) [4, 5]). A signal estimate $\hat{s}(t)$ is obtained by applying a linear, generally time-varying system $H$ to the observation $r(t)$, i.e.,

$$\hat{s}(t) = (Hr)(t) = \int_{-\infty}^{\infty} h(t, t') r(t') dt',$$

where $h(t, t')$ denotes the impulse response (kernel) of $H$. The ordinary Wiener filter, denoted $H_W$, is the system $H$ that minimizes the mean-square error (MSE) defined as\textsuperscript{2}

$$e(H; R_s, R_n) \triangleq \mathbb{E}\{\|\hat{s} - s\|^2\} = \int_{-\infty}^{\infty} \mathbb{E}\{[\hat{s}(t) - s(t)]^2\} dt.$$

It is well known [6–8] that, in the absence of causality constraints,\textsuperscript{3}

$$H_W \triangleq \arg \min_H e(H; R_s, R_n) = R_s(R_s + R_n)^{-1}. \quad (1)$$

The minimal MSE achieved by the Wiener filter $H_W$ is given by

$$e_{\text{min}}(R_s, R_n) \triangleq e(H_W; R_s, R_n) = \text{Tr}\{R_s(R_s + R_n)^{-1}R_n\}, \quad (2)$$

\textsuperscript{1}The correlation operator $R_x$ of a (generally nonstationary) random process $x(t)$ is the positive (semi-)definite linear operator whose kernel equals the correlation $r_x(t, t') = \mathbb{E}\{x(t)x'(t')\}$. In a discrete-time setting, $R_x$ would be a matrix.

\textsuperscript{2}While minimization of $e(H; R_s, R_n)$ is equivalent to minimization of the “instantaneous MSE” $\mathbb{E}\{[\hat{s}(t) - s(t)]^2\}$, it results in a more symmetric formulation and solution of the minimax problem (see Section 3).

\textsuperscript{3}If $R_s + R_n$ is not invertible, the inverse $(R_s + R_n)^{-1}$ has to be replaced by the pseudo-inverse $(R_s + R_n)^{\dagger}$ [8].
where $\text{Tr}\{\cdot\}$ denotes the trace [4, 5]. Note that the design of the time-varying Wiener filter requires complete knowledge of the correlations $R_s$ and $R_n$. Errors in estimating or modeling $R_s$ and $R_n$ will result in deviations of the actual correlations $R_s$ and $R_n$ from the nominal correlations (hereafter denoted by $R_s^0$ and $R_n^0$) for which the Wiener filter $H_W^0 = R_s^0(R_s^0 + R_n^0)^{-1}$ was designed. Unfortunately, such deviations may cause the filter’s performance to degrade significantly.

2 Nonstationary p-Point Uncertainty Model

In order to model the designer’s uncertainty about the actual correlations, we next propose an uncertainty model for nonstationary random processes [9, 10]. This uncertainty model generalizes the so-called $p$-point uncertainty model for stationary processes considered in [1, 2] to the nonstationary case. An approximate time-frequency reformulation of this model will be presented in Section 4.

The novel “nonstationary” $p$-point uncertainty model is based on a partition of the space $L_2(\mathbb{R})$ of square-integrable functions into $N$ mutually orthogonal subspaces $\mathcal{X}_i$ with $i = 1, \ldots, N$:

$$\mathcal{X}_1 \oplus \mathcal{X}_2 \oplus \cdots \oplus \mathcal{X}_N = L_2(\mathbb{R}) \quad \text{and} \quad \mathcal{X}_i \perp \mathcal{X}_j \quad \text{for} \quad i \neq j.$$  

Here, the symbol $\oplus$ denotes the direct sum of subspaces. Consequently, the orthogonal projection operators\(^4\) $P_i$ on the subspaces $\mathcal{X}_i$ form a resolution of the identity,

$$\sum_{i=1}^{N} P_i = I \quad \text{and} \quad P_i P_j = 0 \quad \text{for} \quad i \neq j.$$  

The mean energy of a (finite-energy) random process $x(t)$ in a subspace $\mathcal{X}_i$ is given by

$$E[\|P_i x\|^2] = \text{Tr}\{P_i R_x P_i\} = \text{Tr}\{P_i R_x\}.$$  

We now define the $p$-point uncertainty class $\mathcal{U}$ as the set of all correlations $R_x$ with prescribed mean subspace energies $x_i \geq 0$,

$$\mathcal{U} \triangleq \{R_x: \text{Tr}\{P_i R_x\} = x_i, \quad i = 1, \ldots, N\}. \quad (3)$$  

Hence, $\mathcal{U}$ is characterized by the space partition $\{\mathcal{X}_i\}_{i=1,\ldots,N}$ (equivalently, $\{P_i\}_{i=1,\ldots,N}$) and the subspace energies $x_i$. Note that for any $R_x \in \mathcal{U}$, we obtain with $I = \sum_{i=1}^{N} P_i$

$$\bar{E}_x = \text{Tr}\{R_x\} = \text{Tr}\left\{\sum_{i=1}^{N} P_i R_x\right\} = \sum_{i=1}^{N} \text{Tr}\{P_i R_x\} = \sum_{i=1}^{N} x_i.$$  

This shows that the mean energies of all processes $x(t)$ (i.e., correlations $R_x$) belonging to $\mathcal{U}$ are equal.

\(^4\)We recall that orthogonal projection operators are idempotent, $P^2 = P$, and self-adjoint, $P^* = P$ [4, 5].
The p-point uncertainty model corresponds to a prior knowledge that consists of the mean subspace energies \( x_i \) relative to a given space partition \( \{ \mathcal{X}_i \}_{i=1,...,N} \). In general, this prior knowledge is far less detailed than the full-blown correlation \( \mathbf{R}_x \). It is equivalent to \( \mathbf{R}_x \) (and, thus, there is no uncertainty) in the extreme case where the \( \mathcal{X}_i \) are one-dimensional spaces, each of which is spanned by one of the eigenfunctions of \( \mathbf{R}_x \); the subspace energies \( x_i \) are then equal to the eigenvalues of \( \mathbf{R}_x \). The opposite extreme case is \( N = 1 \), i.e., \( \mathcal{X}_1 = L_2(\mathbb{R}) \); here, only the total mean energy \( \bar{E}_x \) is determined, corresponding to a minimal amount of prior knowledge and a maximally wide uncertainty class \( \mathcal{U} \).

If a nominal correlation \( \mathbf{R}_x^0 \) is available, the mean subspace energies can be determined as \( x_i \triangleq \text{Tr}\{ \mathbf{P}_i \mathbf{R}_x^0 \} \). In most practical situations, however, the prior knowledge must be estimated. Here, the p-point model (3) proves useful since estimation of the \( N \) numbers \( x_i \) is much simpler and statistically more stable than estimation of the complete correlation \( \mathbf{R}_x \). In particular, the subspace energy estimator \( \hat{x}_i = \langle \mathbf{P}_i \mathbf{x}, \mathbf{x} \rangle \) is unbiased and its relative variance can be shown to be approximately inversely proportional to the dimension of the corresponding subspace [10, 11], i.e., \( \text{var}(\hat{x}_i)/x_i^2 \sim 1/\dim(\mathcal{X}_i) \). Hence, a cruder space partition (i.e., larger subspace dimensions) yields smaller estimation variance.

The convex combination \( \mathbf{R}_\alpha = (1-\alpha) \mathbf{R}_1 + \alpha \mathbf{R}_2 \) of two correlations \( \mathbf{R}_1 \in \mathcal{U}, \mathbf{R}_2 \in \mathcal{U} \) is again in \( \mathcal{U} \):

\[
\text{Tr}\{ \mathbf{P}_i \mathbf{R}_\alpha \} = (1-\alpha) \text{Tr}\{ \mathbf{P}_i \mathbf{R}_1 \} + \alpha \text{Tr}\{ \mathbf{P}_i \mathbf{R}_2 \} = (1-\alpha) x_i + \alpha x_i = x_i .
\]

Thus, the p-point uncertainty class \( \mathcal{U} \) is a convex set. This will be important in what follows.

### 3 Robust Time-Varying Wiener Filter

Let us return to our estimation problem defined in Section 1. Rather than assuming that \( \mathbf{R}_s \) and \( \mathbf{R}_n \) are completely known, we hereafter assume that \( \mathbf{R}_s \) and \( \mathbf{R}_n \) belong to p-point uncertainty classes

\[
\mathcal{S} \triangleq \{ \mathbf{R}_s : \text{Tr}\{ \mathbf{P}_i \mathbf{R}_s \} = s_i, \quad i = 1,...,N \}, \quad (4a)
\]

\[
\mathcal{N} \triangleq \{ \mathbf{R}_n : \text{Tr}\{ \mathbf{P}_i \mathbf{R}_n \} = n_i, \quad i = 1,...,N \}, \quad (4b)
\]

respectively, with a prescribed space partition \( \{ \mathcal{X}_i \}_{i=1,...,N} \) (identical for \( \mathcal{S} \) and \( \mathcal{N} \)) and prescribed mean subspace energies \( s_i \geq 0 \) and \( n_i \geq 0 \). In general, there will not exist a single system \( \mathbf{H} \) that uniformly minimizes the MSE \( e(\mathbf{H}; \mathbf{R}_s, \mathbf{R}_n) \) for all correlations \( \mathbf{R}_s \in \mathcal{S}, \mathbf{R}_n \in \mathcal{N} \) simultaneously. Hence, we shall adopt a minimax approach and look for the system \( \mathbf{H} \) that has optimal worst-case performance within the uncertainty classes \( \mathcal{S} \) and \( \mathcal{N} \). We thus define the robust time-varying Wiener filter \( \mathbf{H}_R \) as [3, 9, 10]

\[
\mathbf{H}_R \triangleq \arg \min_{\mathbf{H}} e_{\max}(\mathbf{H}), \quad \text{with } e_{\max}(\mathbf{H}) \triangleq \max_{\mathbf{R}_s \in \mathcal{S}} \max_{\mathbf{R}_n \in \mathcal{N}} e(\mathbf{H}; \mathbf{R}_s, \mathbf{R}_n) . \quad (5)
\]

---

[5] While no causality constraint is imposed in this definition, we will show in Section 5 that causality of \( \mathbf{H}_R \) can be obtained by appropriate choice of the subspace partition \( \{ \mathcal{X}_i \}_{i=1,...,N} \).
Initially, this optimization problem is difficult to solve since in general no explicit expression for \( e_{\text{max}}(H) \) is available. However, an important simplification is possible since—as we will show in a moment—minimization with respect to \( H \) and maximization with respect to \( R_s, R_n \) can be interchanged, i.e.,

\[
\min_H \max_{R_s \in \mathcal{S}, R_n \in \mathcal{N}} e(H; R_s, R_n) = \min_{R_s \in \mathcal{S}, R_n \in \mathcal{N}} e(H; R_s, R_n) = \max_{R_s \in \mathcal{S}, R_n \in \mathcal{N}} e_{\text{min}}(R_s, R_n),
\]

(6)

with an explicit expression for \( e_{\text{min}}(R_s, R_n) \) given by (2). But \( e_{\text{min}}(R_s, R_n) \) is achieved by the ordinary Wiener filter \( H_W = R_s(R_s + R_n)^{-1} \) in (1). Hence, (6) implies that \( H_R \) equals the ordinary Wiener filter

\[
H_{W}^L \triangleq R_s^L (R_s^L + R_n^L)^{-1}
\]

obtained for those correlations \( R_s^L, R_n^L \) that are least favorable in the sense that they lead to the maximal \( e_{\text{min}}(R_s, R_n) \) among all \( R_s \in \mathcal{S} \) and \( R_n \in \mathcal{N} \), i.e.,

\[
(R_s^L, R_n^L) = \arg \max_{R_s \in \mathcal{S}, R_n \in \mathcal{N}} e_{\text{min}}(R_s, R_n).
\]

(7)

Note that \( R_s^L \) and \( R_n^L \) correspond to those processes within \( \mathcal{S} \) and \( \mathcal{N} \), respectively that are hardest to separate in a mean-square sense.

We have thus shown that \( H_R = H_{W}^L = R_s^L (R_s^L + R_n^L)^{-1} \) and the original minimax problem (5) has been reduced to the maximization problem (7). This maximization problem is convex since \( e_{\text{min}}(R_s, R_n) \) is convex in \( R_s, R_n \) [10] and the uncertainty classes \( \mathcal{S}, \mathcal{N} \) were shown in Section 2 to be convex as well.

Before proceeding with our derivation of \( H_R = H_{W}^L \), we shall comment on the pivotal relation (6). It can be shown [12] that (6) is valid if and only if there exist a filter \( H_L \) and correlations \( R_s^L, R_n^L \) forming a saddle point of \( e(H; R_s, R_n) \) in the sense that

\[
e(H_L; R_s, R_n) \leq e(H_L; R_s^L, R_n^L) \leq e(H; R_s^L, R_n^L) \quad \text{for all } H \text{ and for all } R_s \in \mathcal{S}, R_n \in \mathcal{N}.
\]

(8)

If \( H_L \) is chosen as \( H_L = H_{W}^L = R_s^L (R_s^L + R_n^L)^{-1} \), i.e., as the ordinary Wiener filter for the correlations \( R_s^L, R_n^L \), the right-hand inequality in (8) is trivially true (since \( H_{W}^L \) minimizes \( e(H; R_s^L, R_n^L) \)), and it only remains to find correlation operators \( R_s^L, R_n^L \) satisfying the left-hand inequality in (8):

\[
e(H_{W}^L; R_s, R_n) \leq e(H_{W}^L; R_s^L, R_n^L) = e_{\text{min}}(R_s^L, R_n^L).
\]

(9)

This inequality means that the filter \( H_{W}^L \) performs worst for those correlations \( R_s^L, R_n^L \) for which it was designed, i.e., deviations within \( \mathcal{S}, \mathcal{N} \) of the true correlations \( R_s, R_n \) from \( R_s^L, R_n^L \) cannot increase the MSE. Using the convexity of the sets \( \mathcal{S}, \mathcal{N} \) of the true correlations \( R_s, R_n \) from \( R_s^L, R_n^L \) cannot increase the MSE. Using the convexity of the sets \( \mathcal{S}, \mathcal{N} \), it can be shown [3, 10] that (9) is satisfied if and only if \( R_s^L, R_n^L \) are chosen as the least favorable correlations defined in (7). Hence, we have found \( H_L \) and \( R_s^L, R_n^L \) satisfying the saddle-point inequalities (8), and therefore (6) is valid.

Finally, based on the intermediate result \( H_R = H_{W}^L = R_s^L (R_s^L + R_n^L)^{-1} \) with \( R_s^L, R_n^L \) defined in (7), the following simple explicit expressions for \( H_R \) and \( e(H_R; R_s, R_n) \) [9, 10] are proved in the Appendix.
Theorem 1. For the p-point uncertainty classes $\mathcal{S}$ and $\mathcal{N}$ in (4), the robust time-varying Wiener filter $H_R$ as defined in (5) is given by

$$H_R = \sum_{i=1}^{N} \frac{s_i}{s_i + n_i} P_i,$$

and the MSE achieved by $H_R$ for any $R_s \in \mathcal{S}, R_n \in \mathcal{N}$ is given by

$$e(H_R; R_s, R_n) = \sum_{i=1}^{N} \frac{s_i n_i}{s_i + n_i}.$$

We see that $H_R$ simply forms a weighted sum of the orthogonal projections of the input signal onto the subspaces $X_i$. Thus, it treats all signal components lying in a given subspace $X_i$ alike and it does not exploit cross-correlations between process components in different subspaces $X_i$. Remarkably, the MSE achieved by $H_R$ does not depend on the actual correlation operators $R_s$ and $R_n$ as long as these lie in $\mathcal{S}$ and $\mathcal{N}$, respectively. Hence, $H_R$ achieves constant performance within the uncertainty classes. Whereas the ordinary Wiener filter $H_W$ need not even be a normal operator, the robust Wiener filter $H_R$ is always self-adjoint and nonnegative definite. Furthermore, its operator norm can be shown to be

$$\|H_R\|_O \triangleq \sup_{\|x\|=1} \|H_R x\| = \max_i \left\{ \frac{s_i}{s_i + n_i} \right\} \leq 1.$$

If $N = 1$, i.e., only $E_s$ and $E_n$ are known, $H_R = \frac{E_s}{E_s + E_n} I$ which corresponds to a simple gain factor.

4 Time-Frequency Formulation

The minimax robust nonstationary Wiener filter derived above is formulated in terms of operators and signal subspaces, which is rather abstract. Therefore, we shall next develop an approximate but intuitively appealing time-frequency (TF) formulation of the p-point uncertainty classes $\mathcal{S}$, $\mathcal{N}$ and the robust time-varying Wiener filter $H_R$ [9, 10]. This TF formulation uses the Weyl symbol of a linear time-varying system $H$ [13–15],

$$L_H(t, f) \triangleq \int_{-\infty}^{\infty} h \left( t + \frac{\tau}{2}, t - \frac{\tau}{2} \right) e^{-j2\pi f \tau} d\tau$$

(here, $t$ and $f$ denote time and frequency, respectively), and the Wigner-Ville spectrum (WVS) of a nonstationary random process $x(t)$ [16–19],

$$\overline{W_x}(t, f) \triangleq L_{R_x}(t, f) = \int_{-\infty}^{\infty} r_x \left( t + \frac{\tau}{2}, t - \frac{\tau}{2} \right) e^{-j2\pi f \tau} d\tau.$$

Note that the WVS is in one-to-one correspondence with the correlation $R_x$ and thus it constitutes a complete description of the second-order statistics of $x(t)$. Using the relation [13, 14]

$$\text{Tr}\{P_i R_x\} = \langle L_{P_i}, \overline{W_x} \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} L_{P_i}(t, f) \overline{W_x}(t, f) dt df,$$
the uncertainty classes $\mathcal{S}$ and $\mathcal{N}$ in (4) can be reformulated as $\{\mathbf{W}_s(t, f) : \langle L_{\mathbf{P}_i}, \mathbf{W}_s \rangle = s_i, \ i = 1, \ldots, N\}$ and $\{\mathbf{W}_n(t, f) : \langle L_{\mathbf{P}_i}, \mathbf{W}_n \rangle = n_i, \ i = 1, \ldots, N\}$, respectively. To a non-sophisticated [20] subspace $\mathcal{X}_i$, one can associate a TF region $\mathcal{R}_i$ such that $L_{\mathbf{P}_i}(t, f) \approx I_{\mathcal{R}_i}(t, f)$, where $I_{\mathcal{R}_i}(t, f)$ is the indicator function of $\mathcal{R}_i$ [20, 21], and hence there is

$$
\langle L_{\mathbf{P}_i}, \mathbf{W}_x \rangle \approx \langle I_{\mathcal{R}_i}, \mathbf{W}_x \rangle = \int_{\mathcal{R}_i} \mathbf{W}_x(t, f) \, dt \, df .
$$

The TF regions $\mathcal{R}_i$ associated to the subspaces $\mathcal{X}_i$ can be chosen to form a partition of the TF plane,

$$
\mathcal{R}_1 \cup \mathcal{R}_2 \cup \cdots \cup \mathcal{R}_N = \mathbb{R}^2 \quad \text{and} \quad \mathcal{R}_i \cap \mathcal{R}_j = \emptyset \quad \text{for} \quad i \neq j .
$$

The TF partition $\{\mathcal{R}_i\}_{i=1, \ldots, N}$ is the TF counterpart of the space partition $\{\mathcal{X}_i\}_{i=1, \ldots, N}$. Using this TF partition, approximate TF counterparts of the $p$-point uncertainty classes $\mathcal{S}$ and $\mathcal{N}$ can be defined as\(^6\)

$$
\tilde{\mathcal{S}} \triangleq \left\{ \mathbf{W}_s(t, f) : \int_{\mathcal{R}_i} \mathbf{W}_s(t, f) \, dt \, df = \tilde{s}_i, \ i = 1, \ldots, N \right\} ,
$$

$$
\tilde{\mathcal{N}} \triangleq \left\{ \mathbf{W}_n(t, f) : \int_{\mathcal{R}_i} \mathbf{W}_n(t, f) \, dt \, df = \tilde{n}_i, \ i = 1, \ldots, N \right\} .
$$

The “TF uncertainty classes” $\tilde{\mathcal{S}}, \tilde{\mathcal{N}}$ comprise all nonstationary processes $s(t)$, $n(t)$ (i.e., WVS $\mathbf{W}_s(t, f)$, $\mathbf{W}_n(t, f)$) having prescribed mean energies $\tilde{s}_i$, $\tilde{n}_i$ in given TF regions $\mathcal{R}_i$. This is more intuitive than the definition of the original uncertainty classes $\mathcal{S}$ and $\mathcal{N}$ in terms of subspace energies. Note that $\sum_{i=1}^N \tilde{s}_i = \int_0^\infty \int_0^\infty \mathbf{W}_s(t, f) \, dt \, df = \tilde{E}_s$ and similarly $\sum_{i=1}^N \tilde{n}_i = \tilde{E}_n$. If nominal WVS $\overline{\mathbf{W}}_s^0(t, f)$, $\overline{\mathbf{W}}_n^0(t, f)$ are given, we can set $\hat{s}_i \triangleq \iint_{\mathcal{R}_i} \overline{\mathbf{W}}_s^0(t, f) \, dt \, df$ and $\hat{n}_i \triangleq \iint_{\mathcal{R}_i} \overline{\mathbf{W}}_n^0(t, f) \, dt \, df$. If at the same time the subspace energies $s_i$ and $n_i$ are defined as $s_i \triangleq \text{Tr} \{ \mathbf{P}_i \mathbf{R}_s^0 \}$ and $n_i \triangleq \text{Tr} \{ \mathbf{P}_i \mathbf{R}_n^0 \}$ (cf. Section 2), then we can expect that $\hat{s}_i \approx s_i$ and $\hat{n}_i \approx n_i$ (this will be verified empirically in Section 6). If no nominal second-order statistics are available, the “mean regional energies” $\tilde{s}_i$, $\tilde{n}_i$ have to be estimated from realizations of $s(t)$, $n(t)$. An unbiased estimator of $\tilde{s}_i$ is $\hat{s}_i = \iint_{\mathcal{R}_i} \mathbf{W}_s(t, f) \, dt \, df$ (where $\mathbf{W}_s(t, f)$ is the Wigner distribution [17, 22, 23] of a realization $s(t)$) and similarly for $\hat{n}_i$. We note that estimation of the numbers $\hat{s}_i$, $\hat{n}_i$ is much simpler and more stable than estimation of the complete WVS or correlations.

Next, we present an approximation to the Weyl symbol $L_{\mathbf{H}_R}(t, f)$ of the robust time-varying Wiener filter $\mathbf{H}_R$ in (10). We use the linearity of the Weyl symbol and the approximations $L_{\mathbf{P}_i}(t, f) \approx I_{\mathcal{R}_i}(t, f)$, $s_i \approx \tilde{s}_i$, and $n_i \approx \tilde{n}_i$ to obtain

$$
L_{\mathbf{H}_R}(t, f) = \sum_{i=1}^N \frac{s_i}{s_i + n_i} L_{\mathbf{P}_i}(t, f) \approx \sum_{i=1}^N \frac{\tilde{s}_i}{\hat{s}_i + \hat{n}_i} I_{\mathcal{R}_i}(t, f) . \tag{11}
$$

This shows that the Weyl symbol of the robust Wiener filter $\mathbf{H}_R$ is approximately a piecewise constant function, where the weight within a region $\mathcal{R}_i$ is given by $\tilde{s}_i/(\tilde{s}_i + \tilde{n}_i)$. The approximation in (11)

\(^6\)Subsequently, the tilde $\tilde{\ }$ is used to denote TF formulations or TF approximations.
motivates the definition of a robust TF Wiener filter $\tilde{H}_R$ as

$$L_{\tilde{H}_R}(t, f) = \sum_{i=1}^{N} \frac{\tilde{s}_i - \tilde{n}_i}{\tilde{s}_i + \tilde{n}_i} I_{R_i}(t, f).$$

Since $L_{\tilde{H}_R}(t, f) \approx L_{H_R}(t, f)$ according to (11), $\tilde{H}_R$ can be expected to perform similarly as $H_R$. Note that $L_{\tilde{H}_R}(t, f)$ is piecewise constant, expressing an equal TF weighting (cf. [15]) of all process components lying in the same TF region $R_i$. The robust TF Wiener filter $\tilde{H}_R$ can be written as

$$\tilde{H}_R = \sum_{i=1}^{N} \frac{\tilde{s}_i - \tilde{n}_i}{\tilde{s}_i + \tilde{n}_i} \tilde{P}_i,$$

with the impulse response $\tilde{p}_i(t, t')$ of $\tilde{P}_i$ given by the inverse Weyl transform [13, 14] of $I_{R_i}(t, f)$,

$$\tilde{p}_i(t, t') = \int_{-\infty}^{\infty} I_{R_i} \left( \frac{t + t'}{2}, f \right) e^{j2\pi f(t-t')} df.$$

The inverse Weyl transform can be efficiently computed using FFT methods. The systems $\tilde{P}_i$ are self-adjoint and orthogonal ($\text{Tr}\{\tilde{P}_i\tilde{P}_j\} = 0$ for $i \neq j$), and their sum equals $I$. However, while $\tilde{P}_i$ approximates $P_i$ it is not exactly an orthogonal projection operator [20, 21]. We note that the robust TF Wiener filter $\tilde{H}_R$ is related to perfect-reconstruction TF filterbanks as discussed in [20].

The prior knowledge necessary for designing the robust TF Wiener filter $\tilde{H}_R$ is given by the $\tilde{s}_i$ and $\tilde{n}_i$, i.e., the mean energies of $s(t)$ and $n(t)$ in the TF regions $R_i$. This is more intuitive and physically relevant than the mean energies in subspaces. Also, the task of choosing a space partition $\{X_i\}_{i=1}^{N}$ has been replaced by the simpler and more intuitive task of choosing a partition $\{R_i\}_{i=1}^{N}$ of the TF plane. This TF partition may have a regular structure (see Section 5), or the $R_i$ may correspond to individual components of the processes $s(t), n(t)$ if the TF localization of such components is known.

We finally note that since $H_R$ is minimax robust for the uncertainty classes $S$, $N$, and since furthermore $\tilde{H}_R \approx H_R$ and $\tilde{S}, \tilde{N}$ are approximately equivalent to $S, N$, the filter $\tilde{H}_R$ is approximately minimax robust for the TF uncertainty classes $\tilde{S}, \tilde{N}$ (cf. [3, 10]).

### 5 Regular Time-Frequency Tilings and On-Line Implementation

The robust Wiener filter $H_R$ often allows an efficient and causal implementation if the space partition $\{X_i\}_{i=1}^{N}$ corresponds to a TF partition $\{R_i\}_{i=1}^{N}$ with a regular structure. As an important example, we shall here discuss a uniform rectangular tiling of the TF plane. Consider rectangular TF regions $R_{k,l} = [kT, kT + T] \times [lF, lF + F]$ ($k,l \in \mathbb{Z}$) of duration $T$ and bandwidth $F$. We assume that the TF regions $R_{k,l}$ have area $TF = M$ with $M \in \mathbb{N}$. Combining positive and corresponding negative frequencies, we then define the disjoint TF regions constituting our TF partition as $R_{k,l} = R_{k,l}^+ \cup R_{k,-l-1}^+$ with $k \in \mathbb{Z}$ and $l = 0, 1, \ldots$. Note that the $R_{k,l}$ are indexed by the double index $k,l$ and that $N = \infty$. 
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The TF regions $\mathcal{R}_{k,l}$ can be associated to orthogonal signal subspaces $\mathcal{X}_{k,l}$ that are spanned by the orthonormal local cosine basis functions\footnote{For simplicity, $T$ and $F$ are assumed fixed even though the general format of a local cosine basis would allow $T$ and $F$ to be time-varying\cite{24,25}. We note that an alternative to local cosine bases is given by Wilson bases\cite{26,27}.} \cite{24,25}

$$x_{k,l}^{(m)}(t) = w(t - kT) \sqrt{\frac{2}{T}} \cos \left( \frac{2(lM + m) - 1}{2T} \pi (t - kT) \right), \quad m = 1, 2, \ldots, M,$$

(12)

where $w(t)$ is a suitable window function \cite{24,25}. The $M$-dimensional subspaces $\mathcal{X}_{k,l}$ form an orthogonal partition of the real space $L_2(\mathbb{R})$. Note that this implies a restriction to real-valued signals.

According to (10), the robust Wiener filter based on our space partition $\{\mathcal{X}_{k,l}\}_{k \in \mathbb{Z}, l = 0, 1, \ldots}$ is given by

$$\mathbf{H}_R = \sum_{k = -\infty}^{\infty} \sum_{l = 0}^{\infty} h_{k,l} \mathbf{P}_{k,l} \quad \text{with} \quad h_{k,l} = \frac{s_{k,l}}{s_{k,l} + n_{k,l}},$$

where the $s_{k,l}$ and $n_{k,l}$ are the subspace energies that define the uncertainty classes. The kernels of the projection operators $\mathbf{P}_{k,l}$ are $p_{k,l}(t, t') = \sum_{m=1}^{M} x_{k,l}^{(m)}(t) x_{k,l}^{(m)}(t')$. Consequently, the signal estimate obtained at the output of $\mathbf{H}_R$ can be written as

$$\hat{s}(t) = (\mathbf{H}_R r)(t) = \sum_{k = -\infty}^{\infty} \sum_{l = 0}^{\infty} h_{k,l} \left[ \sum_{m=1}^{M} c_{k,l}^{(m)} x_{k,l}^{(m)}(t) \right] \quad \text{with} \quad c_{k,l}^{(m)} = \langle r, x_{k,l}^{(m)} \rangle = \int_{-\infty}^{\infty} r(t) x_{k,l}^{(m)}(t) \, dt.$$

Note that $M$ orthogonal components $c_{k,l}^{(m)} x_{k,l}^{(m)}(t)$ are summed and the entire sum is then multiplied by the weights $h_{k,l}$. The overall filtering procedure can be split into four stages:

1. **Signal analysis**: Calculation of the expansion coefficients $c_{k,l}^{(m)} = \langle r, x_{k,l}^{(m)} \rangle$ of $r(t)$.

2. **Projection**: Calculation of the orthogonal projections of $r(t)$ onto the subspaces $\mathcal{X}_{k,l}$ as $(\mathbf{P}_{k,l} r)(t) = \sum_{m=1}^{M} c_{k,l}^{(m)} x_{k,l}^{(m)}(t)$.

3. **Weighting**: Multiplication of the signals $(\mathbf{P}_{k,l} r)(t)$ by the weights $h_{k,l} = s_{k,l}/(s_{k,l} + n_{k,l})$.

4. **Signal synthesis**: Superposition of all $h_{k,l} (\mathbf{P}_{k,l} r)(t)$ yields the output signal $\hat{s}(t) = (\mathbf{H}_R r)(t) = \sum_{k = -\infty}^{\infty} \sum_{l = 0}^{\infty} h_{k,l} (\mathbf{P}_{k,l} r)(t)$.

The above choice of the orthogonal subspaces $\mathcal{X}_{k,l}$ allows for an on-line implementation that is causal with a delay that is determined by the window $w(t)$ in (12). In a discrete-time framework, the underlying orthogonal basis expansion corresponds to a paraunitary cosine-modulated filterbank that can be efficiently implemented using discrete cosine transforms\cite{28}.
This leads to a practical adaptive version of the robust Wiener filter $\mathbf{H}_R$ that can be used even if no or very little prior knowledge about the statistics of $s(t)$ and $n(t)$ is available. A problem with such an adaptive filter is that, in general, the signal statistics $s_{k,l}$ and the noise statistics $n_{k,l}$ cannot be estimated individually since only the overall observation $r(t) = s(t) + n(t)$ is available. However, in some cases this problem can be circumvented. We first note that the optimal weights can be written as

$$h_{k,l} = 1 - \frac{n_{k,l}}{r_{k,l}} \quad \text{with} \quad r_{k,l} = s_{k,l} + n_{k,l}.$$  

Furthermore, there is $r_{k,l} = E\{\|\mathbf{P}_{k,l} r\|^2\} = \sum_{m=1}^M E\{\langle r, x^{(m)}_{k,l} \rangle^2\} = \sum_{m=1}^M E\{ (c_{k,l}^{(m)})^2 \},$ so that an unbiased estimator of $r_{k,l}$ is given by

$$\hat{r}_{k,l} = \sum_{m=1}^M (c_{k,l}^{(m)})^2.$$  

Suppose now that the following two facts are known:

- The mean subspace noise energy $n_{k,l}$ at any given time index $k$ does not depend on the frequency index $l$, i.e., $n_{k,l} = n_k$. This will be true if $n(t)$ is (nonstationary) white; however, whiteness is not necessary since the power distribution of $n(t)$ within a given subspace $\mathcal{X}_{k,l}$ need not be constant.

- For each time index $k$, there exists at least one “noise-only” subspace, i.e., $s_{k,l'} = 0$ for some $l'$. Then, the mean noise energy $n_k$ at time $k$ can be estimated in the noise-only subspace as $\hat{n}_k = \hat{r}_{k,l'} = \sum_{m=1}^M (c_{k,l'}^{(m)})^2,$ and estimates of the optimal filter weights $\hat{h}_{k,l} = 1 - \frac{n_{k,l}}{r_{k,l}}$ are given by

$$\hat{h}_{k,l} = 1 - \frac{\hat{n}_k}{\hat{r}_{k,l}} \quad \text{with} \quad \hat{r}_{k,l} = \sum_{m=1}^M (c_{k,l}^{(m)})^2.$$  

A similar estimation strategy exists if the mean subspace noise energy $n_{k,l}$ does not depend on the time index $k$, i.e., $n_{k,l} = n_l$. In particular, this will be true if $n(t)$ is stationary.

The robust Wiener filter discussed above was based on a uniform rectangular tiling of the TF plane. Other tilings can be obtained by grouping the local cosine basis functions in a different manner and/or by allowing $T$ and $F$ to be time-varying. Furthermore, analogous efficient implementations and adaptive versions of $\mathbf{H}_R$ using orthonormal bases or paraunitary filterbanks can be developed for the TF tilings corresponding to wavelet transforms and wavelet packet transforms [29]. We finally note that previously proposed subband-based speech enhancement schemes [30, 31] can be viewed as special cases for $M = 1.$

6 Simulation Results

We now illustrate our results through numerical simulations. In our first example, we designed nominal correlations $\mathbf{R}_u^0$ and $\mathbf{R}_e^0$ using the TF synthesis procedure described in [32]. The corresponding nominal
Figure 1: *TF representations of nominal signal and noise statistics and of various Wiener filters:* (a) Nominal WVS of $s(t)$, $\overline{W}_s(t,f)$, (b) nominal WVS of $n(t)$, $\overline{W}_n(t,f)$, (c) Weyl symbol of Wiener filter $\mathbf{H}_W^0$, (d) Weyl symbol of robust Wiener filter $\mathbf{H}_R$, and (e) Weyl symbol of robust TF Wiener filter $\mathbf{\tilde{H}}_R$.

WVS $\overline{W}_s^0(t,f)$ and $\overline{W}_n^0(t,f)$ are shown in Fig. 1(a),(b), and the Weyl symbol of the ordinary Wiener filter $\mathbf{H}_W^0 = \mathbf{R}_s^0(\mathbf{R}_s^0 + \mathbf{R}_n^0)^{-1}$ designed from the nominal correlations is shown in Fig. 1(c). We then constructed TF uncertainty classes $\tilde{S}, \tilde{N}$ with $N = 4$ by partitioning the TF plane into four rectangular TF regions $\mathcal{R}_i$ and calculating the mean regional energies as $\tilde{s}_i \triangleq \int_{\mathcal{R}_i} \overline{W}_s^0(t,f) \, dt \, df$ and $\tilde{n}_i \triangleq \int_{\mathcal{R}_i} \overline{W}_n^0(t,f) \, dt \, df$ ($i = 1, \ldots, 4$). The weights of the robust TF Wiener filter $\mathbf{\tilde{H}}_R$ were formed as $\tilde{h}_i = \tilde{s}_i / (\tilde{s}_i + \tilde{n}_i)$. Furthermore, we constructed uncertainty classes $\mathcal{S}, \mathcal{N}$ based on an orthogonal space partition $\{X_i\}_{i=1}^4$ that was derived from the TF regions $\mathcal{R}_i$ by means of TF subspace synthesis [20]. The mean subspace energies were calculated as $s_i = \text{Tr}\{\mathbf{P}_i \mathbf{R}_s^0\}$ and $n_i = \text{Tr}\{\mathbf{P}_i \mathbf{R}_n^0\}$ ($i = 1, \ldots, 4$), and the weights of the robust Wiener filter $\mathbf{H}_R$ were formed as $h_i = s_i / (s_i + n_i)$. The relative errors $|\tilde{s}_i - s_i| / s_i$, $|\tilde{n}_i - n_i| / n_i$, and $|\tilde{h}_i - h_i| / h_i$ were all below 0.022, which shows that the TF approximations are quite good. The Weyl symbols of the robust Wiener filter $\mathbf{H}_R$ and the robust TF Wiener filter $\mathbf{\tilde{H}}_R$ are shown in Figs. 1(d) and (e), respectively. The rectangular TF tilings underlying the uncertainty classes is clearly visible.

Fig. 2 compares the performance (output SNR $\bar{E}_o / \epsilon(\mathbf{H}; \mathbf{R}_s, \mathbf{R}_n)$ vs. input SNR $\bar{E}_i / \bar{E}_n$) of the ordinary Wiener filter $\mathbf{H}_W^0 = \mathbf{R}_s^0(\mathbf{R}_s^0 + \mathbf{R}_n^0)^{-1}$, the robust Wiener filter $\mathbf{H}_R$, the robust TF Wiener

---

*The input SNR was varied by scaling $\mathbf{R}_s$.\(^8\)
filter \( \hat{H}_R \), and a trivial filter \( H_T \) that suppresses (passes) all signals in the case of negative (positive) SNR. For all input SNRs, the output SNR obtained with \( \hat{H}_R \) was observed to be within 0.07 dB of that obtained with \( H_R \), thereby confirming the quality of the TF approximation (11). It is seen that at nominal operating conditions \( H^0_W \) performs only slightly better than \( H_R \) or \( \hat{H}_R \) but at its worst-case operating conditions \( H^0_W \) performs much worse than \( H_R \) or \( \hat{H}_R \) or even \( H_T \). Hence, in this example, the robust Wiener filters \( H_R \) and \( \hat{H}_R \) achieve a drastic performance improvement over \( H^0_W \) at the worst-case operating conditions for \( H^0_W \) with only a slight performance loss at nominal operating conditions.

Fig. 3 compares the performance of the nominal TF Wiener filter\(^9 \) \( \hat{H}^0_W \) and the robust TF Wiener filter \( \hat{H}_R \) for different TF uncertainty models (derived from the same nominal WVS as above) corresponding to regular rectangular TF tilings with \( N = K^2 \) rectangles \( R_i \). Here, \( K \) is the number of time intervals which is equal to the number of frequency bands. The three plots in Fig. 3 show the output SNR versus the number \( N \) of TF rectangles for three different input SNRs. As \( N \) is increased, the prior knowledge becomes more detailed and thus the uncertainty is reduced. Hence, as \( N \) is increased, the worst-case performance of \( \hat{H}^0_W \) ('\( \times \)') tends to improve while the nominal performance of \( \hat{H}^0_W \) ('\( \circ \)') remains constant; furthermore, the performance of \( H_R \) ('+') approaches the nominal performance of \( \hat{H}^0_W \). Again, the performance of \( \hat{H}_R \) is much better than the worst-case performance of \( \hat{H}^0_W \) and only slightly poorer than the nominal performance of \( \hat{H}^0_W \).

\(^9\) The nominal TF Wiener filter \( H^0_W \) is defined by \( L_{\hat{H}^0_W}(t, f) = \hat{W}^0_W(t, f)/[\hat{W}^0_W(t, f) + \hat{W}^0_n(t, f)] \) [8].
Figure 3: Output SNR of ordinary TF Wiener filter \( \tilde{H}_W^0 \) and robust TF Wiener filter \( \tilde{H}_R \) versus number \( N \) of TF rectangles, for three different input SNRs. (o \( \ldots \tilde{H}_W^0 \) at nominal operating conditions; \( \times \ldots \tilde{H}_W^0 \) at worst-case operating conditions; + \( \ldots \tilde{H}_R \) at any operating conditions within \( \tilde{S}, \tilde{N} \).)

The previous simulation examples did not consider estimation of the mean subspace energies \( s_i \) and \( n_i \). Therefore, our final simulation example demonstrates the application of the adaptive robust Wiener filter using a local cosine basis (see Section 5) to speech enhancement. A segment of speech uttered by a female speaker was corrupted by additive white Gaussian noise. The signal was 3 seconds long and was sampled at 11025 Hz. The input SNR was 3.18 dB. The filter coefficients \( h_{k,l} \) were estimated as explained in Section 5, with prior knowledge of the noise level only. We first used a TF tiling with \( T = 23.2 \text{ms} \) and \( F = 43.1 \text{Hz} \) so that \( M = TF = 1 \), i.e., each subspace \( \mathcal{X}_{k,l} \) consisted of a single local cosine basis function. (This is similar to current subband speech enhancement schemes [30, 31].) The SNR improvement achieved with this filter was 3.72 dB. Next, we used the same \( T = 23.2 \text{ms} \) but \( F = 1379.3 \text{Hz} \), which corresponds to an increased subspace dimension of \( M = TF = 32 \). Here, the SNR improvement was 7.72 Hz, i.e., 4 dB better than for \( M = 1 \). We conclude that by trading TF filtering resolution for improved statistical stability of estimation, the adaptive robust Wiener filter is able to achieve noticeable performance gains.

7 Conclusion

Motivated by the sensitivity of ordinary time-varying Wiener filters to deviations from nominal operating conditions, we introduced a \( p \)-point uncertainty model for nonstationary random processes and a minimax robust time-varying Wiener filter with constant performance within the uncertainty classes. We also developed intuitively appealing time-frequency formulations of the \( p \)-point uncertainty model and the robust Wiener filter. Finally, we discussed an efficient causal implementation of the robust Wiener filter that allows on-line filtering as well as on-line estimation of the prior knowledge required.
Appendix: Proof of Theorem 1

According to Section 3, $H_R$ equals the ordinary Wiener filter $H_W = R_s^{-1}$ obtained for least favorable correlations $R_s^L, R_n^L$ that satisfy the inequality (9). Let us consider the operators

$$R_s^L \triangleq \sum_{i=1}^{N} R_{s,i}, \quad R_n^L \triangleq \sum_{i=1}^{N} R_{n,i},$$

where $R_{s,i}$ and $R_{n,i}$ ($i = 1, \ldots, N$) are positive semidefinite operators with domain and range $[4, 5]$ equal to $\mathcal{X}_i$ and satisfying

$$n_i R_{s,i} = s_i R_{n,i}.$$ \hspace{1cm} (13)

$R_s^L$ and $R_n^L$ are positive (semi-)definite and thus valid correlation operators, and furthermore the $R_{s,i}$, $R_{n,i}$ can always be normalized such that $R_s^L \in \mathcal{S}$, $R_n^L \in \mathcal{N}$. We now show that $R_s^L$, $R_n^L$ indeed satisfy (9). The ordinary Wiener filter for $R_s^L$, $R_n^L$ is given by

$$H_W^L = R_s^L (R_s^L + R_n^L)^{-1} = \sum_{i=1}^{N} R_{s,i} \left[ \sum_{j=1}^{N} (R_{s,j} + R_{n,j}) \right]^{-1}.$$ 

Using the fact that the domain and range of $R_{s,i}$, $R_{n,i}$ equal $\mathcal{X}_i$, and denoting the pseudo-inverse $[4, 5]$ of $R_{s,i} + R_{n,i}$ by $(R_{s,i} + R_{n,i})^\#$, we obtain further

$$H_W^L = \sum_{i=1}^{N} R_{s,i} \sum_{j=1}^{N} (R_{s,j} + R_{n,j})^\# = \sum_{i=1}^{N} R_{s,i} (R_{s,i} + R_{n,i})^\#, $$

where the last identity holds since $R_{s,i} (R_{s,i} + R_{n,i})^\# = 0$ for $i \neq j$. With (13) we finally obtain

$$H_W^L = \sum_{i=1}^{N} R_{s,i} \left[ (1 + n_i) R_{s,i} \right]^\# = \sum_{i=1}^{N} \frac{s_i}{s_i + n_i} R_{s,i} R_{s,i}^\# = \sum_{i=1}^{N} \frac{s_i}{s_i + n_i} P_i.$$ \hspace{1cm} (14)

Using $I - H_W^L = \sum_{i=1}^{N} \frac{n_i}{s_i + n_i} P_i$, the MSE obtained when applying $H_W^L$ to processes with correlations $R_s \in \mathcal{S}$, $R_n \in \mathcal{N}$ can be developed as

$$e(H_W^L; R_s, R_n) = E\{\|H_W^L r - s\|^2\} = E\{\|H_W^L s + H_W^L n - s\|^2\} = E\{\| (I - H_W^L) s \|^2 \} + E\{\|H_W^L n\|^2\}$$

$$= \text{Tr}\left\{ (I - H_W^L)^2 R_s \right\} + \text{Tr}\left\{ (H_W^L)^2 R_n \right\}$$

$$= \text{Tr}\left\{ \left[ \sum_{i=1}^{N} \frac{n_i}{s_i + n_i} P_i \right]^2 R_s \right\} + \text{Tr}\left\{ \left[ \sum_{i=1}^{N} \frac{s_i}{s_i + n_i} P_i \right]^2 R_n \right\}$$

$$= \sum_{i=1}^{N} \left( \frac{n_i}{s_i + n_i} \right)^2 \text{Tr}\{P_i R_s\} + \sum_{i=1}^{N} \left( \frac{s_i}{s_i + n_i} \right)^2 \text{Tr}\{P_i R_n\}$$

$$= \sum_{i=1}^{N} \frac{n_i^2 s_i + s_i^2 n_i}{(s_i + n_i)^2} = \sum_{i=1}^{N} \frac{s_i n_i}{s_i + n_i},$$

which is identical for all $R_s \in \mathcal{S}$, $R_n \in \mathcal{N}$. Hence, inequality (9) is satisfied (with equality), and thus the Wiener filter $H_W^L$ in (14) equals the robust Wiener filter $H_R$. 
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