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Abstract. Since the introduction of adaptive equalizers in digital communication systems by Lucky [1], much progress has been made. Due to their particular constraints many new and different concepts in the wireless domain have been proposed. The wireless channel is typically time and frequency dispersive, making it difficult to use standard equalizer techniques. Also, due to its time varying nature, long transmission bursts may get corrupted and require a continuous tracking operation. Thus, transmission is often performed in short bursts, allowing only a limited amount of training data. Furthermore, quite recently, advantages of the multiple-input multiple-output character of wireless channels have been recognized. This chapter presents an overview of equalization techniques in use and emphasizes the particularities of wireless applications.

1.1 Introduction

Consider the following simplified problem: a linear channel, characterized by a time-discrete FIR filter function with $L_C$ coefficients

$$C(q^{-1}) = \sum_{l=0}^{L_C-1} c_l q^{-l}, \quad (1.1)$$

where $q^{-1}$ denotes the delay operator\textsuperscript{1} and $c_l \in \mathcal{C}$ the coefficients. It is fed by transmitted symbols $s(k) \in \mathcal{A}$ from a finite alphabet\textsuperscript{2} $\mathcal{A} \in \mathcal{C}$. The received

---

\textsuperscript{1} Note that the operator style is utilized with shift operator $q^{-1}$ throughout the chapter since it does not require the existence of a $z$-transform and thus can also be applied to noise sequences. Note also that the description of signals and systems is purely discrete-time assuming that equivalent discrete-time counterparts to continuous-time signals and systems exist.

\textsuperscript{2} The transmitted signal $s(k)$ is assumed to be normalized such that $E[|s(k)|^2] = 1$. 

sequence $r(k) \in \mathcal{C}$ is given by the convolution of the transmitted symbols $s(k)$ with the channel filter and additive noise $v(k)$:

$$r(k) = C(q^{-1})[s(k)] + v(k) = \sum_{l=0}^{L_C-1} c_l s(k-l) + v(k). \tag{1.2}$$

Clearly, the coefficients of the channel do not only provide a means for transmitting the symbols, but also cause a linear distortion due to the time-dispersive nature of the wireless channel, called inter-symbol-interference (ISI). For the moment, its frequency-dispersive character is neglected and will be considered later. If a situation can be established in which only one coefficient exists, the decoding process can be simplified. Thus, the question arises whether there exists a linear filter that can guarantee the re-establishment of

$$F_D(q^{-1})C(q^{-1}) = g_D q^{-D} \tag{1.3}$$

with a finite delay $D$ and $g_D \neq 0$. Following such an approach, the additive noise is neglected and a filter $F_D(q^{-1})$ of length $L_F$ is desired. Such a criterion is called zero-forcing (ZF) since it forces all coefficients but one of the resulting filter to zero. The remaining coefficient $g_D$ can be set to one due to the linear nature of the equalization filter $F_D(q^{-1})$ and will no longer be used explicitly in the context of ZF. So far, the noise component has been neglected. However, it impacts the decision by the filtered value $F_D(q^{-1})[v(k)]$, which can result in a noise enhancement. Therefore, it appears a better approach to take the noise into account when searching for the optimal filter $F_D(q^{-1})$, which can be obtained by minimizing the so called mean square error (MSE), i.e.,

$$\text{MSE} \triangleq E \left[ |q^{-D} s(k) - F_D(q^{-1}) r(k)|^2 \right]. \tag{1.4}$$

Minimizing (1.4) leads to the minimum mean square error (MMSE). Neither solution, (1.3) or (1.4) is straightforward to obtain. Depending on the equalizer structure and its length, different solutions may occur. The following Sect. 1.2 discusses criteria for optimal equalizer performance. For a time-invariant channel it is sufficient to compute the equalizer solution just once at the initialization phase of a transmission. Algorithms for this case will be addressed in Sect. 1.3 including fractionally spaced equalizers, multiple-input multiple-output (MIMO) channel equalizers and decision feedback structures. Adaptive algorithms based either on estimating the channel and noise variance or without explicitly knowing its impulse response can achieve the initial training of such structures. The most famous least-mean-square (LMS) algorithm is introduced for ZF and MMSE solutions and its implications are discussed in Sect. 1.4. With some modification such adaptive filters also perform well for time-variant channels as long as the rate of change is relatively slow and training is performed periodically.
Other techniques are presented in Sect. 1.6 that try to find the most likely transmitted sequence by a so-called maximum likelihood (ML) technique. This requires a-priori knowledge of the channel impulse response and thus Sect. 1.5 gives an overview of estimation techniques for time-variant channels and in MIMO settings. Finally, Sect. 1.7 presents a short overview of blind techniques as they are being applied today in wireless communications.

1.2 Criteria for Equalization

In data communications systems and in particular in wireless transmission the best criterion to compare the equalizer performance is either the resulting bit-error-rate (BER) or symbol-error-rate (SER). Unfortunately, such measures are usually not available and other performance metrics need to be utilized instead.

Next to the signal to interference plus noise ratio (SINR) at the equalizer output, the MMSE measure already mentioned in the previous section is the most common measure and will be considered first. Substituting (1.2) into the definition of the MSE (1.4) yields for the equalizer output

\[
\text{MMSE} = \min_{F_D(q^{-1})} \left[ E \left[ \left| \left\{ q^{-D} - F_D(q^{-1})C(q^{-1}) \right\} s(k) \right|^2 \right] + E \left[ \left| F_D(q^{-1})v(k) \right|^2 \right] \right].
\]

The first part presents the remaining ISI while the second is the additive noise. Without equalization the SINR at the detector is given by

\[
\text{SINR} = \frac{|c_D|^2}{\sum_{i=0,i\neq D}^{L_C-1} |c_i|^2 + \sigma_v^2},
\]

where the index \(0 \leq D < L_C\) indicates the channel coefficient on which the signal is detected (typically the strongest one). Clearly, there is signal energy in the term \(\sum_{i=0,i\neq D}^{L_C-1} |c_i|^2\) but without additional means it cannot be used as such and appears as a disturbance to the signal. Define the convolution of the channel and a finite length filter function by a new polynomial \(G(q^{-1}) = F_D(q^{-1})C(q^{-1})\) with the coefficients \(g_i; \ i = 0, ..., L_C + L_F - 2 = 0, ..., L_G - 1\). The impact of ISI after equalization can be described by either of the two following measures (note that \(0 \leq D < L_G\) and in general \(g_D \neq 1\))

\[
\text{ISI} = \frac{\sum_{i=0}^{L_G-1} |g_i|^2}{|g_D|^2} - 1,
\]

\[
\text{PD} = \frac{\sum_{i=0}^{L_G-1} |g_i|}{|g_D|} - 1.
\]
The second metric is called peak distortion (PD) measure. The convolution of channel and equalizer filter results in a new SINR$_{eq}$

$$\text{SINR}_{eq} = \frac{|g_D|^2}{\sum_{i=0,i\neq D}^{L_D-1} |g_i|^2 + \sigma_v^2 \sum_{i=0}^{L_F-1} |f_i|^2} \times \frac{1}{\text{ISI} + \frac{\sigma_v^2}{|g_D|^2} \sum_{i=0}^{L_F-1} |f_i|^2} \quad (1.9)$$

The problem is to find equalizer filter values $\{f_i\}$ such that (1.9) is maximized.

Both criteria, MSE and SINR are related by

$$\text{MSE} = \frac{|g_D|^2}{\text{SINR}_{eq}} + |1-g_D|^2, \quad (1.10)$$

which simply becomes MSE$_{ZF} = 1/$SNR$_{eq}$ in the ZF case. As mentioned before, the BER measure is the best criterion, however, it is very difficult to obtain. In the simple case of binary signaling (BPSK) or quadrature phase shift keying (QPSK) with Gray coding over an AWGN channel with constant gain $c_D$ and delay $D$, the BER can be determined by evaluating the expression

$$\text{BER}_{\text{AWGN,B/QPSK}} = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{|c_D|^2}{2\sigma_v^2}} \right). \quad (1.11)$$

For other modulation schemes at least an upper bound of the form

$$\text{BER}_{\text{AWGN}} \leq K \text{erfc} \left( \sqrt{\delta \text{SNR}} \right) \quad (1.12)$$

exists [2], where $K$ and $\delta$ are constants depending on the modulation scheme. SNR stands for signal to noise ratio, i.e., the SINR without interference. Once ISI is present, the BER measure can be modified to

$$\text{BER}_{\text{ISI}} = \frac{1}{2} \sum_{i=1}^{I} p_i(s_i) \text{erfc} \left( \sqrt{\frac{|c_D + c_{\text{ISI}}(s_i)|^2}{2\sigma_v^2}} \right), \quad (1.13)$$

where for all $I = P^{L_C-1}$ possibilities with probability $p_i(s_i)$ signal corruption is caused by $c_{\text{ISI}}(s_i)$. The vectors $s_i$ contain all possible combinations of $I$ transmitted symbols. The formula is for QAM transmission with equidistant symbols and is only correct as long as the ISI is small enough ($\max |c_{\text{ISI}}(s_i)| < |c_D|$). For example, with BPSK the values $c_D + c_{\text{ISI}}(s_i)$ must remain positive and for QPSK they must remain in the first quarter of the complex plane. The value of $P$ is 2 for BPSK and 4 for QPSK and can be very large, depending on the size of the symbol alphabet. Clearly, with a large number of coefficients the complexity of such an expression becomes very high. Applying a linear equalizer, the BER reads

$$\text{BER}_{\text{ISI,eq}} = \frac{1}{2} \sum_{i=1}^{I} p_i(s_i) \text{erfc} \left( \sqrt{\frac{|g_D + g_{\text{ISI}}(s_i)|^2}{2\sigma_v^2 \sum_{i=0}^{L_F-1} |f_i|^2}} \right). \quad (1.14)$$
Optimizing such an expression is quite difficult. Approximations can be obtained for small ISI, i.e., \( \max |g_{\text{ISI}}(s_i)| \ll |g_D| \). Then the corruption resulting from ISI can be regarded as a Gaussian process and can be added to the noise term:

\[
\text{BER}_{\text{ISI,eq}} \approx \frac{1}{2} \text{erfc} \left( \sqrt{2 \frac{\sum_{L=0}^{L-1} |f_i|^2 + \text{ISI}}{\sigma_v^2 \sum_{i=0}^{L-1} |f_i|^2}} \right) = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{\text{SNR}_{\text{eq}}}{2}} \right).
\]

(1.15)

In the case of small \( PD < 1 \) another option for approximation is to derive an upper bound by the worst case

\[
\text{BER}_{\text{ISI}} \leq \frac{1}{2} \text{erfc} \left( \sqrt{\frac{|g_D - |g_D| PD|^2}{2 \sigma_v^2 \sum_{i=0}^{L-1} |f_i|^2}} \right),
\]

(1.16)

with the above defined peak distortion measure (1.8). Note that (perfect) ZF solutions always result in simpler expressions of the form (1.11) with \( g_D = 1 \) and \( g_{\text{ISI}} = 0 \), while MMSE will result in the much more complicated expression (1.13) with the need to use approximate results. The \( \text{erfc}(\cdot) \) links the BER to the \( \text{SNR}_{\text{eq}} \) obtained from the ideal ZF solution and the BER to the \( \text{SNR}_{\text{eq}} \) from the MMSE solution. However, in general it remains open which criterion leads to smaller BER\(^3\). Note also that there exist unbiased MMSE solutions as well. In this case \( g_D = 1 \), simply obtained by dividing the MMSE solution by \( g_D \). In [4] it is argued that unbiased MMSE solutions give lower BER than standard MMSE.

### 1.3 Channel Equalization

Channel equalization tries to restore the transmission signal \( s(k) \) by means of linear or non-linear filtering. Such an approach seems straightforward and abundant literature is available, see for example [3], [4], [5], [6] to name a few. An overview of such techniques will be given in the following section where a trade-off has been made between a detailed description and sufficient information for wireless applications. Channel equalization as described in this section is not specific to wireless systems and can also be (and has successfully been) applied to other fields where time-invariant channels are common.

\(^3\) For a non ISI channel, as it appears, for example, in OFDM (also called DMT) and PAM transmission, it can be shown that minimizing BER is equivalent to the ZF solution, i.e., \( f_D = 1/c_D \).
1.3.1 Infinite Filter Length Solutions for Single Channels

It is quite educational to assume the equalizer filter solution to be of infinite length. Minimizing only the ISI part in (1.6), the ZF criterion is obtained, leading to the following expression:

\[
F_{ZF,\infty}(q^{-1}) = \frac{C^*(q^{-1})}{|C(q^{-1})|^2} q^{-D} = \frac{q^{-D}}{C(q^{-1})}.
\]  
(1.17)

This solution is typically of infinite length as can be shown by a simple example. Assume the channel impulse response to be of the form

\[
C(q^{-1}) = c_0 + c_1 q^{-1}.
\]  
(1.18)

Then the ZF solution (for \(D = 0\)) requires inversion of the channel, i.e.,

\[
F_{ZF}(q^{-1}) = \frac{1}{c_0} \frac{1}{1 + \frac{c_1}{c_0} q^{-1}},
\]  
(1.19)

which is the structure of a first order recursive filter. If \(|c_1/c_0| < 1\), a causal, stable filter solution with infinite length exists. On the other hand, if \(|c_1/c_0| > 1\), a stable, anti-causal filter exists with impulse response spanning from \(-\infty\) to 0. In practice such anti-causal solution can be handled by allowing additional delays \(D > 0\) so that the part of the impulse response carrying most of its energy can be represented as a causal solution and the remaining anti-causal tail is neglected. In the following part of this section the difference of causal and anti-causal filters will not be considered and instead a general equalizer filter of double infinite length will be assumed. Substituting the general solution (1.17) into the MMSE expression above clearly zeroes the ISI part. The remaining term is controlled by the noise obtaining

\[
\text{MSE}_{ZF,\infty} = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{\sigma_v^2}{|C(e^{-j\Omega})|^2} d\Omega.
\]  
(1.20)

In contrast to the ZF solution, the MMSE solution minimizing ISI and noise simultaneously, reads

\[
F_{MMSE,\infty}(q^{-1}) = \frac{C^*(q^{-1})}{|C(q^{-1})|^2 + \sigma_v^2} q^{-D}.
\]  
(1.21)

The MMSE for this solution results in

\[
\text{MMSE}_{\text{LIN},\infty} = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{\sigma_v^2}{|C(e^{-j\Omega})|^2 + \sigma_v^2} d\Omega,
\]  
(1.22)

which is for \(\sigma_v^2 > 0\) always smaller than the MSE of the ZF solution. Note that this advantage requires exact knowledge of the noise power as indicated in (1.21). Especially in wireless applications, due to time and frequency dispersive channels, such knowledge is usually not available and it can be
very difficult and of high complexity to obtain a reliable estimate.

Example. Consider the above example of a two tap FIR filter for which $|c_0|^2 + |c_1|^2 = 1$ and $|c_1/c_0| < 1$. In case of the ZF receiver, the MSE is given by

$$\text{MSE}_{ZF,\infty} = \frac{\sigma_v^2}{\sqrt{(|c_0|^2 - |c_1|^2)^2}}$$

while for the MMSE receiver

$$\text{MMSE}_{\text{LIN},\infty} = \frac{\sigma_v^2}{\sqrt{(|c_0|^2 - |c_1|^2)^2 + \sigma_v^4 + 2\sigma_v^2}} \leq \text{MSE}_{ZF,\infty}$$

the MMSE is obtained.

### 1.3.2 Finite and Infinite Filter Length Solutions for Multiple Channels

Until here, only single channels were considered. In the near future, wireless systems are expected to use multiple antennas at the transmitter and/or receiver, resulting in so called *multiple-input multiple-output* (MIMO) systems. In this case, the received signal at antenna $n; n = 1,\ldots,N$ is a superposition of all transmitted symbols:

$$r_n(k) = \sum_{m=1}^{M} C_{nm}(q^{-1})s_m(k) + v_n(k); n = 1,\ldots,N.$$  \hfill (1.25)

Two cases are of interest: 1) the symbols at every transmit antenna are identical (single-input multiple-output system (SIMO)) and 2) they are different.

**SIMO Systems:** If the transmitted symbol is identical at all transmit antennas (but different at different times), the $M$ channels $C_{nm}(q^{-1})$ are simply combined to one new channel $C_n(q^{-1}) = \sum_m C_{nm}(q^{-1})$ and the received symbols can be written in vector form:

$$\mathbf{r}(k) = \mathbf{c}(q^{-1})[s(k)] + \mathbf{v}(k),$$  \hfill (1.26)

where $\mathbf{c}(q^{-1})$ is a column vector with $N$ entries $C_n(q^{-1}); n = 1,\ldots,N$. The linear equalizer solution is given by a vector $\mathbf{f}_D(q^{-1})$ with entries $F_n(q^{-1})$ chosen to re-establish the transmitted symbol $s(k)$ by computing $\mathbf{f}_D^H(q^{-1})\mathbf{r}(k) = \mathbf{f}_D^H(q^{-1})\mathbf{c}(q^{-1})[s(k)] + \mathbf{f}_D^H(q^{-1})\mathbf{v}(k)$. The corresponding ZF condition thus reads

$$\mathbf{f}_D^H(q^{-1})\mathbf{c}(q^{-1}) = \sum_{n=1}^{N} F_n(q^{-1})C_n(q^{-1}) = q^{-D}.$$  \hfill (1.27)
Figure 1.1. Common structure for SIMO or fractionally spaced equalizers.

Figure 1.1 depicts a scenario for $N = 2$. If the antennas are spaced sufficiently far apart ($> \lambda/4$), the noise components can be assumed to be uncorrelated. A nonlinear device denoted by $NL$ is typically used to reconstruct the symbols from a finite alphabet $A$. In the simple case of BPSK and QPSK it is called a *slicer* since it slices the two halves or four quadrants of the complex plane into two or four equal-sized pieces.

A typical example of this principle is called receive-diversity where multiple receive antennas pick up different realizations of the same $s(k)$ caused by different transmission channels $C_n(q^{-1})$ from the one transmit antenna to each of the receive antennas. In a flat fading situation (no time-dispersion) for example, the channel functions are only given by a single value $C_n(q^{-1}) = c_n^0$. The linear combination by the vector $f$ is performed best for $f_{n0} = c_n^*0$ and is called *maximal ratio combining* (MRC). A second example of such a principle is the so-called RAKE receiver typically used in CDMA systems. Here, the multiple channels may not be caused through several receive antennas but by multiple delayed transmission paths which can be separated in the receiver. After this separation the signal appears as if several receive antennas (also called virtual antennas) were present.

A very similar situation to the multi-antenna case is obtained when so-called *fractionally spaced equalizers* (FSE) are utilized. In this case, the received signal is sampled more often than the Nyquist rate requires. Note that such oversampling is performed while the signal bandwidth remains constant.

In fractionally-spaced equalizers, the received signals are sampled with, say, $N$ times higher rate. The corresponding $N$ phases of the received signal experience different channels $C_n$. The received signals thus appear as if they were transmitted through $N$ different channels very much as if $N$ receive antennas were used. One difference though, is the correlation of the received noise. While in the multiple antenna case the noise component on each receive antenna can be uncorrelated, this is not the case for the fractionally
spaced equalizer. The pulse shaping filter appearing at transmitter and receiver (in form of a matched filter) causes the noise components to be correlated for fractionally spaced equalizers. Thus, Fig. 1.1 also describes a scenario with $T/2$ spaced oversampling, where $C_1(q^{-1})$ describes the $T$-spaced part starting at time zero and $C_2(q^{-1})$ describes the part starting at time $T/2$. Note that the noise components, unlike in the multiple antenna case, are now correlated.

**Example.** Assume two channels of two coefficients each fed by the same symbols $s(k)$. The symbols are collected in a vector $s(k) = [s(k), s(k - 1)]^T$. The received vector $r(k) = [r_1(k), r_2(k)]^T$ then reads in compact matrix notation

$$r(k) = \begin{bmatrix} c_{11} & c_{12} \\ c_{21} & c_{22} \end{bmatrix} s(k) + v(k).$$  

(1.28)

The desired equalizer shall be a set of two FIR filters of length $L_F = 2$ each,

$$f^H(q^{-1}) = [f_{11} + f_{12}q^{-1}, f_{21} + f_{22}q^{-1}].$$  

(1.29)

Thus, a ZF solution is obtained (stacked Toeplitz form) for:

$$\begin{bmatrix} c_{11} & 0 & c_{21} & 0 \\ c_{12} & c_{11} & c_{22} & c_{21} \\ 0 & c_{12} & 0 & c_{22} \end{bmatrix} \begin{bmatrix} f_{11} \\ f_{12} \\ f_{21} \\ f_{22} \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}.$$  

(1.30)

Obviously, only three equations exist to determine four variables, i.e., one variable can be selected at will. For an MMSE solution, this additional freedom allows to achieve smaller MSE values while not violating the ZF solution too much. More about such finite MMSE length solutions will be said in Sect. 1.3.3. Length requirements for typical wireless channels are discussed in [5].

In general, if the reception of a symbol $s(k)$ can be written in terms of multiple polynomials caused by multiple sub-channel filters $C_n(q^{-1})$,

$$r_n(k) = C_n(q^{-1})s(k); \ n = 1, ..., N,$$

(1.31)

then a finite length ZF solution can be obtained when the sub-channels $C_n(q^{-1})$ are co-prime, i.e., they have no common zeros. They are co-prime if and only if there exists a set of polynomials $\{F_n(q^{-1})\}; \ n = 1, ..., N$ that satisfy the **Bezout identity** [7], [8], [9]:

$$\sum_{n=1}^{N} F_n(q^{-1})C_n(q^{-1}) = 1.$$  

(1.32)

Thus, although an MMSE solution is obtained by

$$F_n(q^{-1}) = \frac{C_n(q^{-1})}{\sum |C_n(q^{-1})|^2 + \sigma_v^2}$$  

(1.33)
in the case of independent and identical noise components, such an infinite length filter solution is not required and a finite length filter solution exists instead.

**Example.** Assume two channel filters with one common zero \( C_1(q^{-1}) = (1 + c_1 q^{-1})C_1(q^{-1}) \) and \( C_2(q^{-1}) = (1 + c_1 q^{-1})C_2(q^{-1}) \), where \( C_1(q^{-1}) \) and \( C_2(q^{-1}) \) are co-prime. In this case,

\[
1 = C_1(q^{-1})F_1(q^{-1}) + C_2(q^{-1})F_2(q^{-1})
\]

\[
= (1 + c_1 q^{-1}) \left[ C_1(q^{-1})F_1(q^{-1}) + C_2(q^{-1})F_2(q^{-1}) \right]
\]

cannot be satisfied.

**MIMO Systems:** If the transmitted symbols are all different, the received symbol vector can be written as

\[
r(k) = \mathbf{C} \mathbf{s}(k) + \mathbf{v}(k),
\]

where \( \mathbf{C} \) is a matrix with \( N \times M \) entries \( C_{nm}(q^{-1}) \); \( m = 1, \ldots, M, \) \( n = 1, \ldots, N \). In this case, a matrix \( \mathbf{F} \) is desired to re-establish the transmitted vector \( \mathbf{s}(k) = [s_1(k), \ldots, s_M(k)]^T \) by computing \( \mathbf{F}^H \mathbf{r}(k) = \mathbf{F}^H \mathbf{C} \mathbf{s}(k) + \mathbf{F}^H \mathbf{v}(k) \). Consider a simple case in which two symbols are transmitted (one on each transmit antenna) and three receive antennas are utilized:

\[
r(k) = \begin{bmatrix}
C_{11}(q^{-1}) & C_{12}(q^{-1}) \\
C_{21}(q^{-1}) & C_{22}(q^{-1}) \\
C_{31}(q^{-1}) & C_{32}(q^{-1})
\end{bmatrix}
\mathbf{s}(k) + \mathbf{v}(k).
\]

According to the generalized Bezout Identity [9], [10], a ZF solution exists for \( N > M \) if \( \mathbf{C} \) is of full rank for all \( q^{-1} \). Since each filter function \( C_{mn} \) can be expressed as a vector \( c_{mn} \), stacking the past \( L_C - 1 \) symbols of \( \mathbf{s}(k) \) in an even larger vector, allows for reformulating the matrix of dimension \( N \times M \) into a new matrix \( \mathbf{C} \) of higher dimension with constant entries. At the receiver a minimum norm ZF solution can be obtained (see also next section) by computing \( \mathbf{F}_{ZF} = \mathbf{C}^H \mathbf{C}^{-1} \mathbf{C}^H \) or alternatively, an MMSE solution by computing \( \mathbf{F}_{MMSE} = (\mathbf{C}^H \mathbf{C} + \sigma_v^2 \mathbf{I})^{-1} \mathbf{C}^H \). The matrix inversion of the so-obtained \( (MLC) \times (MLC) \) matrix can be numerically challenging. Better methods are obtained by so-called iterative BLAST receivers [11] also in combination with CDMA [12] or OFDM transmission [13]. An overview of ZF, MMSE, and DFE techniques for MIMO is given in [14].

### 1.3.3 Finite Filter Length Solutions for Single Channels

As mentioned before, the ideal filter length of linear equalizers for single channels is doubly infinite. Practically, the filter length is fixed by the affordable complexity. Therefore, in this section, suboptimal finite length solutions

---

4 This is also called *Vertical-Bell-labs-LAyered-Space-Time* (V-BLAST) transmission.
will be considered. To achieve this goal, the channel impulse response will be assumed to be of finite length $L_C$ and will be written in vector notation, i.e., $\mathcal{C} \in \mathbb{C}^{(L + L_C - 1) \times L}$ denotes a channel transmission matrix describing the following model (only shown for $L_C = 3$)

\[
\begin{bmatrix}
  r(L + 2) \\
  r(L + 1) \\
  r(L) \\
  r(L - 1) \\
  \vdots \\
  r(2) \\
  r(1)
\end{bmatrix} =
\begin{bmatrix}
  c_2 & 0 & 0 & 0 & \cdots & 0 \\
  c_1 & c_2 & 0 & 0 & \cdots & 0 \\
  c_0 & c_1 & c_2 & 0 & \cdots & 0 \\
  \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
  0 & \cdots & 0 & c_0 & c_1 & c_2 \\
  0 & \cdots & 0 & 0 & c_0 & c_1 \\
  0 & \cdots & 0 & 0 & 0 & c_0
\end{bmatrix}
\begin{bmatrix}
  s(L) \\
  s(L - 1) \\
  \vdots \\
  s(2) \\
  s(1)
\end{bmatrix} +
\begin{bmatrix}
  v(L + 2) \\
  v(L + 1) \\
  v(L) \\
  v(L - 1)
\end{bmatrix},
\]

(1.36)

allowing us to express the transmission of $L$ symbols $s(k)$; $k = 1, \ldots, L$:

\[
\mathbf{r} = \mathcal{C} \mathbf{s} + \mathbf{v}.
\]

(1.37)

Note that such notation includes the beginning and end of a transmission and grows with $L$. For zero-forcing, a filter vector $\mathbf{f}_D \in \mathbb{C}^{(L + L_C - 1) \times 1}$ can be found such that

\[
\mathcal{C}^H \mathbf{f}_D = \mathbf{e}_D^T,
\]

(1.38)

(where $\mathbf{e}_D = [0 \ldots 010 \ldots 0]^T$ is a unit vector of appropriate dimension whose $D$-th component is 1) i.e., the filter selects a single value $\mathbf{e}_D^T \mathbf{s}(k) = s(k - D)$. This description allows for computing the ZF and MMSE solutions:

\[
\mathbf{f}_{ZF,D} = \mathcal{C}^H (\mathcal{C}^H \mathcal{C})^{-1} \mathbf{e}_D
\]

(1.39)

\[
\mathbf{f}_{MMSE,D} = \mathcal{C}^H (\mathcal{C}^H \mathcal{C} + \sigma_v^2 \mathbf{I})^{-1} \mathbf{e}_D.
\]

(1.40)

**Example.** Consider again the example of (1.23) and (1.24) for a two tap FIR channel filter. The channel matrix reads

\[
\mathcal{C} = \begin{bmatrix}
  c_1 & 0 \\
  c_0 & c_1 \\
  0 & c_0
\end{bmatrix},
\]

(1.41)

The two ZF solutions are

\[
\mathbf{f}_1^T = \frac{[c_1 (|c_0|^2 + |c_1|^2) + c_0 |c_0|^2, -c_1^2 c_0^2]}{(|c_0|^2 + |c_1|^2)^2 - |c_0 c_1|^2},
\]

(1.42)

\[
\mathbf{f}_2^T = \frac{[-c_0^2 c_1^2, c_1 |c_1|^2, c_0 (|c_0|^2 + |c_1|^2)]}{(|c_0|^2 + |c_1|^2)^2 - |c_0 c_1|^2},
\]

(1.43)
while the two MMSE solutions read

\[
\begin{align*}
\tilde{f}_1^T &= \left[ c_1 (|c_0|^2 + |c_1|^2 + \sigma_v^2), c_0 (|c_0|^2 + \sigma_v^2), -c_1^* c_0 \right], \\
\tilde{f}_2^T &= \left[ -c_0^* c_1, c_1 (|c_1|^2 + \sigma_v^2), c_0 (|c_0|^2 + |c_1|^2 + \sigma_v^2) \right]
\end{align*}
\]

(1.44) (1.45)

While these results seem convincing, they are misleading. Clearly, the description (1.36) requires us to observe the transmission from beginning to end; in particular, the values in which not all symbols are present are of importance. If, however, for a continuous transmission, a snapshot over \(L_1 < L\) symbols is taken, say \(s^T(k) = [s(k), s(k + 1), ..., s(k + L_1 - 1)]\), the following matrix of Toeplitz structure is obtained

\[
C = \begin{bmatrix}
  c_0 & c_1 & \ldots & c_{L_C-1} & 0 & \ldots & 0 \\
  0 & c_0 & c_1 & \ldots & c_{L_C-1} & 0 & \ldots \\
  \vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots \\
  0 & \ldots & 0 & c_0 & c_1 & \ldots & c_{L_C-1}
\end{bmatrix},
\]

(1.46)

instead. Such a matrix \(C \in \mathbb{C}^{L_1 \times (L_C + L_1 - 1)}\) is not of sufficient rank to compute a linear solution by the pseudo-inverse [of dimension \((L_C + L_1 - 1) \times (L_C + L_1 - 1)\)] as was done in (1.39). For ZF, a different pseudo-inverse leading to a minimum norm solution exists while for MMSE the standard pseudo-inverse exists and with the above notation, and vectors \(e_D\) of appropriate size for each solution,

\[
\begin{align*}
\tilde{f}_{ZF,D} &= [CC^H]^{-1}Ce_D \\
\tilde{f}_{MMSE,D} &= C[C^H C + \sigma_v^2 I]^{-1}e_D.
\end{align*}
\]

(1.47) (1.48)

Extending such solutions to the MIMO case (including fractionally spaced equalizers) is straightforward\(^5\).

**Example.** For an FSE with \(T/2\) spacing including the matched filters the MMSE solution is considered. Note that in order to describe the oversampled system, the introduction of interpolation filters is required. Typically a matched filter pair \(R_p\) is used at the transmitter and receiver. So far, such filters were not shown explicitly and were incorporated in the channel impulse response. For oversampled systems, however, they play an important role and need to be considered explicitly. The received signal for each phase can be written in the form

\[
r_p(k) = R_p C_p R_p s(k) + R_p v(k); \quad p = 1, ..., P.
\]

(1.49)

\(^5\) Note that in the SIMO or FSE case the elements in \(C\) become vectors and the condition that the Toeplitz matrix \(C\) (1.46) is of full column rank is equivalent to Bezout’s Identity.
The noise is thus also filtered by such a filter. Note that the noise is present at each path, originating from identical noise sources but differently filtered: $v_p = R_p v$. The MMSE equations read

$$\begin{bmatrix}
R_1 C_1 R_1 R_1^H C_1^H R_1^H + \sigma_n^2 R_1 R_1^H \\
R_2 C_2 R_2 R_2^H C_2^H R_2^H + \sigma_n^2 R_2 R_2^H
\end{bmatrix} \begin{bmatrix}
f_1 \\
f_2
\end{bmatrix} = \begin{bmatrix}
R_1 C_1 R_1 e_D \\
R_2 C_2 R_2 e_D
\end{bmatrix}. \quad (1.50)$$

### 1.3.4 Decision Feedback Equalizers

As mentioned above and substantiated by the Bezout theorem, once several transmission paths (sub-channels) are available for the same sequence, the equalization problem can be solved by a finite length filter, whereas this is not the case for a single transmission path. There are several methods available to obtain independent paths and they do not necessarily require more than one antenna at the transmit or receiver; FSE was already mentioned in this respect. A similar method is known under the name of decision feedback equalization (DFE). Unlike the so far considered linear equalizers, the DFE also uses past estimated symbols $s(k - D - 1), ..., s(k - D - L_B)$ to detect the current symbol $s(k - D)$.

Figure 1.2 displays the DFE structure. The switch allows the operation mode to be changed from training to tracking, thus from feeding correct symbols to using estimated ones. The estimated symbols result from a nonlinear
device (NL) that maps the soft symbols \( z(k) \) onto the nearest possible symbol in the allowed \( \mathcal{A} \). During training, the feedback path \( B_D(q^{-1}) \) of length \( L_B \)

\[
B_D(q^{-1}) = \sum_{i=0}^{L_B-1} b_i q^{-i}; \ b_0 \neq 0,
\]

(1.51)
can be considered a second transmission path and thus Bezout’s theorem can be satisfied. In the training mode, the ZF condition reads

\[
F_D(q^{-1})C(q^{-1}) + q^{-D-1}B_D(q^{-1}) = q^{-D},
\]

(1.52)
while the MMSE condition is given by:

\[
\text{MMSE} = \min_{F_D, B_D} E \left[ \left| \left\{ q^{-D} - F_D(q^{-1})C(q^{-1}) - q^{-D-1}B_D(q^{-1}) \right\} s(k) \right|^2 \right] \]

\[
+ E \left[ |F_D(q^{-1})v(k)|^2 \right].
\]

(1.53)
As compared to (1.6), the equation above allows one more degree of freedom. By modifying \( B_D(q^{-1}) \) it is now possible to cancel ISI components while the noise term remains unchanged. In the tracking mode, the estimated symbols are fed back. As long as the SER is relatively small, it can still be considered as a second transmission path.

**Infinite Length Solution.** Classically the DFE solution was given by J. Salz [15]. The infinite MMSE solution requires a term \(|C(q^{-1})|^2 + \sigma_v^2\) in the denominator. Assume a monic, causal, and minimum-phase polynomial\(^6\) \( M(q^{-1}) \) selected so that \( M_0 M(q^{-1}) M^*(q) = |C(q^{-1})|^2 + \sigma_v^2 \), where \( M_0 \) is a scaling constant. For unit transmitted signal energy, the DFE solution is given by

\[
F(q^{-1}) = \frac{1}{M_0} \frac{C^*(q)}{M^*(q)},
\]

(1.54)
\[
B(q^{-1}) = 1 - M(q^{-1}).
\]

(1.55)
Obviously, the feedforward path requires an anti-causal solution while the feedback path is strictly causal. It can be shown [15], [3] that the corresponding MSE is given by

\[
\text{MMSE}_{DFE, \infty} = \frac{\sigma_v^2}{M_0} = \sigma_v^2 \exp \left( -\frac{1}{2\pi} \int_{-\pi}^{\pi} \log \left[ |C(e^{j\Omega})|^2 + \sigma_v^2 \right] d\Omega \right)
\]

(1.56)
\(^6\) Monic polynomials are of the form \( m_0 = 1 \), causal ones have only terms for non-negative delays and minimum-phase is equivalent to having zeroes only inside the unit circle.
and that the so obtained MMSE never exceeds the MMSE for a linear equalizer solution\textsuperscript{7}. A comprehensive overview for DFE solutions is given in [3].

**Finite Length Solution.** Figure 1.3 depicts a possible channel impulse response. Assume $D = 0$, i.e., it is set to the first value of the impulse response. In this case by proper choice of $B_D(q^{-1})$ all following values can be cancelled. For the BER of a BPSK (QPSK) system,

$$\text{BER} = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{|c_0 f_0|^2}{2 \sum |f_i|^2 \sigma_i^2}} \right)$$

(1.57)

is obtained. Since the noise term is minimal for $f_i = 0$, $i \neq 0$, it can be recognized that the influence of $f_0$ is cancelled and thus the quality of the BER is only dependent on the first channel term $c_0$. For wireless channels this will be in general a small term and thus only poor BER performance can be achieved. If $D$ is increased much better values can be obtained. This does not need to come at the expense of additional ISI resulting form the pre-cursor position. In [16], it is shown that a ZF solution is obtained if

$$L_F + L_B \geq \max \{L_F + L_C - 1, D + L_B - 1\}.$$  

(1.58)

However, it remains difficult to find the optimal selection of $D$ since it is dependent on the actual channel $C(q^{-1})$.

Since minimizing BER remains problematic, a better starting point for optimization is again the ZF and the MMSE criterion. In the finite filter\textsuperscript{7} also a second solution exists with a stable and causal feedforward filter but with anti-causal feedback filter.

\textbf{Fig. 1.3.} Possible channel impulse response magnitude and selected cursor position $D$. 

\begin{center}
\includegraphics[width=0.5\textwidth]{channel_response.png}
\end{center}
length case, the impact of the channel and the feedback part can be combined into one matrix

\[
\tilde{C} = \begin{bmatrix}
c_0 & c_1 & \ldots & c_{L-1} & 0 & \ldots & 0 \\
0 & c_0 & c_1 & \ldots & c_{L-1} & 0 & \ldots \\
0 & 0 & c_0 & c_1 & \ldots & c_{L-1} & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & c_0 & c_1 & \ldots & c_{L-1} \\
0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\
0 & \ldots & 0 & 0 & 1 & 0 & \ldots \\
0 & \ldots & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix} = \begin{bmatrix} C \\ I_D \end{bmatrix},
\]  

(1.59)

where a new matrix

\[
I_D \triangleq \begin{bmatrix}
0 & 0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\
\end{bmatrix}
\]

(1.60)

has been introduced which is a shifted identity matrix with a delay of \(D\) steps (here \(D = 3\) has been shown). The task is to find two vectors \(f_D\) and \(b_D\) in order to minimize either the ZF or MMSE condition

\[
\text{MSE}_{\text{ZF}} = \min_{f_D, b_D} \|e_D - f_D^H C - b_D^H I_D s\|^2,
\]

(1.61)

\[
\text{MMSE} = \min_{f_D, b_D} \|e_D - f_D^H C - b_D^H I_D s\|^2 + \|f_D\|^2 \sigma_v^2.
\]

(1.62)

For MMSE, after differentiation with respect to \(f_D\) and \(b_D\),

\[
\begin{bmatrix}
CC^H & \sigma_v^2 I \\
I_D C^H & I_D I_D^H
\end{bmatrix}
\begin{bmatrix}
f_D \\ b_D
\end{bmatrix}
= \begin{bmatrix} C e_D \\ I_D e_D \end{bmatrix}
\]

(1.63)

is obtained. The matrix is not of full rank when the noise term is zero. Thus, the ZF solution can again be obtained via the minimum norm solution.

**Error Propagation.** So far it was assumed that the correct symbols are fed back. In general, this will only be the case when utilizing a known training sequence. Once the equalizer is used in tracking (or decision directed) mode, the detected symbols are fed back. In this case an erroneously detected symbol can cause further errors. In simulations [18] DFE structures show about 2-3 dB loss in BER due to error propagation\(^8\). Possibilities to avoid such undesired behavior are either the application of a particular precoding (Tomlinson-Harashima [18]) or in general the utilization of error correcting codes such as trellis codes. See also Sect. 1.6.1 for more details in combination with the Viterbi algorithm.

\(^8\) A computation of BER is also possible. See, for example, [17].
1.4 Adaptive Algorithms for Channel Equalization

The equations for finite filter solutions already provide a possible solution for an adaptive filter. Assuming the channel remains constant over a certain time period, the channel (and the noise variance) can be estimated and by applying equations (1.39) and (1.40), the ZF or MMSE solution can be computed [19]. Such a method not only requires an additional channel estimation step, but also the computation of a matrix inverse. Although complexity-wise often acceptable, the numerical challenge of such inversion can be quite high. For rapidly changing channels, the complexity aspect becomes burdensome as well. Thus, simpler methods with low complexity and high numerical robustness are desired. Since only the equalizer solution is wanted, it is not required to estimate the channel first. Applying gradient-type, adaptive algorithms is a straightforward solution, resulting in much less complexity for this application. In the following, adaptive algorithms to minimize ZF as well as MMSE based on reference models are considered.

1.4.1 Adaptively Minimizing ZF

As previously mentioned, a finite equalization filter $f_o$ cannot be expected to deliver a perfect ZF-solution. Assuming a linear channel with finite impulse response $c^T = [c_0, c_1, ..., c_{L_C-1}]$, $f_o$ will result in a sub-optimal ZF solution. Composing a matrix of size $L_1 \times (L_C + L_1 - 1)$ as in (1.46) allows us to write the obtained ZF solution as

$$C^H f_o = e_D + \delta_D,$$

where $e_D$ indicates the unit vector with one entry “one” at the $D$-th position and $\delta_D$ is a residual error vector. Following this approach, the optimal ZF solution is the one given by

$$f_o = \arg \min_f \|C^H f - e_D\|^2.$$

Note that the solution of (1.65) is not straightforward due to the rank deficiency of $C$. A minimum norm solution exists (1.47), causing a gain at time instant $D$ not necessarily being one. Or, equivalently, the contribution of $\delta_D$ at time $D$ may not be zero. With such a reference system $f_o$, an iterative algorithm known as the adaptive zero-forcing algorithm is given by

$$f^*(k) = f^*(k-1) + \mu(k)s_k^*[s(k-D) - \hat{s}(k-D)],$$

where the vector $f^*(k)$ of dimension $L_F$ estimates the equalizer solution $f_o$ and the regression vector $s^T(k) = [s(k), s(k-1), ..., s(k-D), ..., s(k-L_F+1)]$.

In the literature (see for example [18]) the behavior of this algorithm is usually referred to the least-mean-square (LMS) algorithm. It is demonstrated next that this is a simplification. By introducing a signal vector $t(k)$

$$t^T(k) = [s(k), s(k-1), ..., s(k-L_F - L_C + 1)]$$
of appropriate length, the received signal is given by
\[ r(k) = Ct(k) + v(k) \]
where a noise vector \( v(k) \) of dimension \( L_F \) is added as well. Applying the optimal equalizer (1.64),
\[ f_o^H r(k) = f_o^H Ct(k) + f_o^H v(k) = e_o^T t(k) + \tilde{\delta}_o^H t(k) + f_o^H v(k) \tag{1.67} \]
is obtained. This needs to be compared to the estimated equalizer output
\[ f_o^{\text{H}}(k-1)r(k) = f_o^{\text{H}}(k-1)Ct(k) + f_o^{\text{H}}(k-1)v(k) \]
\[ = \tilde{s}(k-D) + \tilde{\delta}_o^{\text{H}} t(k) + f_o^{\text{H}}(k-1)v(k). \tag{1.68} \]
Thus, the error signal \( s(k-D) - \tilde{s}(k-D) \) can be reformulated as
\[ s(k-D) - \tilde{s}(k-D) = r^T(k)f_o^* - \bar{v}_o(k) - r^T(k)f^*(k-1) + \bar{v}(k) \]
\[ = [r^T(k) - v^T(k)] [f_o^* - f^*(k-1)] \]
\[ + t^T(k) [\delta_D - \tilde{\delta}_D]. \tag{1.69} \]
This formulation utilizes the noise-free received value \( y(k) = r(k) - v(k) = Ct(k) \). Reformulating the update equation (1.66) in terms of the parameter error vector \( \tilde{f}(k) = f_o - f(k) \) results in
\[ \tilde{f}^*(k) = \tilde{f}^*(k-1) - \mu(k)s^*(k)[y^T(k)\tilde{f}^*(k-1) - t^T(k)[\delta_D - \tilde{\delta}_D]] \tag{1.70} \]
\[ = [I - \mu(k)s^*(k)y^T(k)] \tilde{f}^*(k-1) - \mu(k)s^*(k)t^T(k)[\delta_D - \tilde{\delta}_D]. \]
The additional term \( \mu(k)s^*(k)t^T(k)[\delta_D - \tilde{\delta}_D] \) causes a noise floor very similar to the additive noise floor when the LMS algorithm is applied for system identification [21]. However, when approaching the optimal solution, \( \delta_D \) also tends to \( \tilde{\delta}_D \) and the difference vanishes. Obviously, the quality of the ZF solution has an impact on initial behavior of the iterative solution. If the ZF solution results in a large value for \( \delta_D \), the iterative solution has to cope with a large additional noise. By selecting a small step-size, this effect can be decreased at the expense of a slower convergence rate. The convergence of such algorithm is thus dependent on the properties of the matrix
\[ [I - \mu(k)s^*(k)y^T(k)] = [I - \mu(k)s^*(k)t^T(k)C^T]. \]
If convergence in the mean is considered, the correlation \( \text{E}[s^*(k)t^T(k)] = G \) simplifies the condition, so that the eigenvalues of \( I - \mu(k)GC^T \) need to be smaller than 1. However, this is not guaranteed for general channels \( C \).
A more practical solution for this problem can be obtained by a particular step-size rule. Consider the eigenvalues of \( I - \mu(k)s^*(k)y^T(k) \). For this matrix
$L_F - 1$ eigenvalues are 1 and one eigenvalue equals $1 - \mu(k) y^T(k) s^*(k)$. A good choice for the step-size $\mu(k)$ is thus
\[
\mu(k) = \alpha \frac{y^T(k) s^*(k)}{\|y(k)\|^2 \|s(k)\|^2 + \epsilon},
\]
where a small positive value $\epsilon$ is added to ensure that the denominator is strictly positive. More details on such step-size selection can be found in [20].

### 1.4.2 Adaptively Minimizing MMSE

The corresponding gradient-type algorithm for minimizing MMSE is much easier to analyze. The update equation reads
\[
f^*(k) = f^*(k - 1) + \mu(k) r^*(k) [s(k - D) - \hat{s}(k - D)],
\] (1.72)

Utilizing the same terms as in the ZF-case,
\[
\tilde{f}^*(k) = [I - \mu(k) r^*(k) y^T(k)] \tilde{f}^*(k - 1) - \mu(k) r^*(k) t^T(k) [\delta_D - \hat{\delta}_D],
\] (1.73)
is obtained. The essential difference now is the appearance of the vector $r(k)$ in place of the former $s(k)$. Although not perfectly symmetrical [note that the noisy term $r(k)$ and the noise-free term $y(k)$ appear together], the algorithm can be analyzed with conventional methods including the independence assumption. The algorithm behaves very much like an LMS algorithm for system identification, however, with slightly different learning dynamic due to the additional noise in the driving signal and a different noise behavior.

### 1.4.3 Training and Tracking

The previously considered algorithms find ZF and MMSE solutions assuming the correct symbols $s(k - D)$ are available. Once the training period is over, the system is fed with estimated symbols $\hat{s}(k - D)$ instead. This mode of operation is called the decision directed, or tracking, mode. Again, a reference model delivering an optimal solution is assumed. This time, a nonlinear device is included to map the linearly estimated symbols into symbols of the transmitted alphabet $\mathcal{A}$. Note that such reference structure cannot guarantee error-free symbols $s(k - D)$. Due to the additive Gaussian noise, a small error probability remains. In the following, the length $L_F$ of the reference filter $f_o$ is assumed to be sufficiently long so that such an error occurrence is negligible. Figure 1.4 depicts the structure, exhibiting four different error signals under consideration:
\[
ev_{\text{LIN}}(k) = z(k) - \hat{z}(k),
\]
(1.74)
\[
ev_{\text{TK}}(k) = \hat{s}(k - D) - \hat{z}(k),
\]
(1.75)
\[
ev_{\text{TR}}(k) = s(k - D) - \hat{z}(k),
\]
(1.76)
\[
ev_{\text{NL}}(k) = s(k - D) - z(k).
\]
(1.77)
The adaptation error $e(k) = s(k-D) - \hat{s}(k-D)$ of the two adaptive algorithms in the previous sections is not shown explicitly. Note that in practice, the signal $e_{TR}(k)$ is used for training as long as training symbols are available, while in the tracking mode $e_{TK}(k)$ is used. The adaptive algorithm thus reads

\[
\hat{f}^*(k) = \hat{f}^*(k-1) + \mu(k)r^*(k) \begin{cases} e_{TR}(k) & \text{training mode} \\ e_{TK}(k) & \text{tracking mode} \end{cases}.
\]

The relation of the two errors to the error signal $e_{LIN}(k)$ is given by

\[
e_{LIN}(k) = e_{TR}(k) - e_{NL}(k)
\]
\[
= e_{TK}(k) - e_{NL}(k) + e(k).
\]

Thus, adaptation error in the training mode can be regarded as the combination of the MMSE obtained by a linear system identification and an additional corruption term $e_{NL}(k)$, controlled only by the optimal MMSE estimate $z(k)$. Using an adaptive filter algorithm, the following can be concluded:

- The adaptive filter works in a system identification setting.
- In the training mode, an additive noise term is present, defined in terms of the nonlinear error $e_{NL}(k)$.
- In the tracking mode, the error signal consists of an additional error term $e(k)$.
- The excitation for the system identification problem is given by a composite signal, consisting of the transmitted symbols filtered by the linear channel and a white noise source.
In particular, the last point causes problems when applying low-complexity adaptive filters like the LMS algorithm. Its learning behavior is very slow for highly correlated signals [21] as is in general the case with filtered symbols. In [22] it has been found that the learning of oversampled DFE equalizers is hampered even further. Several possible solutions to overcome this problem are available:

1. A solution to this problem could be the recursive least-squares (RLS) algorithm. However, cheap fixed-point solutions on general purpose DSPs do not seem to be available [23]. Only if floating point hardware is available, the RLS algorithm in some formulation [21] can be considered for implementation.

2. A solution guaranteeing fast convergence rate is the subband approach with polyphase filters [24], [25]. Here, the entire frequency band is split into smaller bands in which the signal appears to be more or less white. Faster convergence is a result. Moreover, because of down-sampling, complexity can be saved. However, the price for these advantages is an additional delay due to the inherent block processing.

3. The convergence of the LMS algorithm can be sped up by using particular step-size matrices [26]. However, modifying the entries of such a matrix during the adaptation process can lead to unstable behavior [27].

4. Another possibility is to modify the reference model and to include the nonlinear device [28]. In this case, the conditions for the adaptive filter change considerably and standard theory for system identification cannot be applied.

5. Similar to the previous point is the idea of using particular nonlinear error signals constructed out of the estimated values \( \hat{z}(k) \) only. Such algorithms are called blind when they exclude a training signal for reference entirely. More on this will be considered in Sect. 1.7.

6. Due to fading in wireless channels, a fixed MMSE solution may not exist over the entire observation horizon of a data burst. In such case, adaptive algorithms will be used to track the channel alterations. However, in a fading environment it can happen that the instantaneous channel gain becomes so weak that it disappears in the noise for a few symbols. Adaptive algorithms easily lose performance in such situations. If only one fade exists in a data burst, the algorithm can run forward beginning with a training preamble and backwards with the preamble of the consecutive burst, or like in GSM where a training midamble exists in the forward and backward direction. Forward-backward DFE structures typically offer advantages compared to just unidirectional adaptation [29], [30].

### 1.5 Channel Estimation

One of the major problems with the previously considered equalizers is the typically high correlation of the received sequence, hampering the learning
rate. When using transmitted symbols, the learning rate can be expected to be much higher since the transmitted symbols are typically uncorrelated (white) and can be considered to be a statistically independent sequence. Consider the received signal vector
\[ r(k) = Cs(k) + v(k) = S(k)c + v(k), \tag{1.81} \]
where the first form describes the channel in matrix form and the transmitted symbols are organized in a vector, while in the second form, this description has been swapped. Once, the training sequence \( S(k) \) is known, it can be used to estimate the channel impulse response \( c \). The least-squares (LS) estimator is given by
\[ \hat{c}_{LS} = [S^H(k)S(k)]^{-1}S^H(k)r(k). \tag{1.82} \]
Under the assumption of additive white noise \( v(k) \), the LS estimate is known to be the best linear unbiased estimator (BLUE), i.e., the estimator with lowest error variance\(^9\). More importantly, under Gaussian noise, the LS estimator achieves the Cramer-Rao (CR) bound \([21]\), thus delivering an efficient estimate that cannot be improved by any other unbiased estimator \([31]\). Its variance is given by \( \text{trace}([S^H(k)S(k)]^{-1}) \) and thus, the CR bound is smallest if \( S^H(k)S(k) = I \). Hence, orthogonal sequences are of highest interest for fastest training \([31]\), \([32]\).

### 1.5.1 Channel Estimation in MIMO Systems

In MIMO systems with \( M \) transmit and \( N \) receive antennas it is of interest to estimate all \( MN \) paths simultaneously. Thus, \( M \) transmit sequences have to be found that do not interfere with each other. In \([33]\), it is shown that for optimal MIMO training \( \text{trace}([S^H(k)S(k)]^{-1}) \) must be minimized, where \( S(k) \) is a matrix of the form
\[ S(k) \triangleq \begin{bmatrix} s_1(L) & \ldots & s_1(L - L_C + 1) & \ldots & s_M(L) & \ldots & s_M(L - L_C + 1) \\ \vdots & \ddots & \vdots & \cdots & \vdots & \ddots & \vdots \\ s_1(L_C) & \ldots & s_1(1) & \ldots & s_M(L_C) & \ldots & s_M(1) \end{bmatrix}, \]
in which all \( M \) training sequences of length \( L \) for estimating channels of length \( L_C < L \) are combined. It turns out that the minimum LS error is obtained if and only if \( S^H(k)S(k) = (L - L_C + 1)I \) (a necessary condition being \( L - L_C + 1 \geq ML_C \)) and that such minimum error is given by
\[ \min_{S(k)} E \left[ \|c - \hat{c}_{LS}\|^2 \right] = \frac{ML_C}{L - L_C + 1} \sigma_v^2, \tag{1.83} \]
allowing the interesting interpretation that the error increases proportional to the growing number of transmit antennas, while a growing training length \( L \) can compensate for this effect.

\(^9\) Without any further a-priori knowledge on given statistics.
1.5.2 Estimation of Wireless Channels

Depending on the wireless environment, channel impulse responses can be as short as 25 ns (in small rooms [34]) and in mountainous areas as long as 60 $\mu$s. Thus, given the data rate and modulation scheme, a certain symbol length is defined and if it is much smaller than the channel impulse response, the channel estimation vector can be expected to be of large dimension. However, typical wireless channels display a specific structure. Most of the energy is contained in only a few taps of the impulse response. If concentrating only on such points, most of the channel energy with much less complexity can be captured. Typically, four positions (called fingers) are sufficient; up to ten may be used. A receiver architecture exploiting such channel structure is called the RAKE receiver [18]. Again, ZF or MMSE techniques can be applied to reconstruct the transmitted symbol with a channel equalizer, or maximum-likelihood and Viterbi techniques can be used based on the channel information. Note, however that in addition to the low complexity RAKE structure, further algorithms are required to find the optimal finger locations and possibly track such locations when the channel is time-varying.

Once the channels are not static but time varying, as is expected in mobile communications, the tracking behavior of adaptive algorithms becomes important. For small movement ($f_D/f_C < 10^{-7}$, with $f_D$ the Doppler and $f_C$ the carrier frequency) typical algorithms like LMS and RLS track channel quite well [18], [21]. However, as the mobile movement becomes larger, standard algorithms can no longer track well. Of particular interest in recent years is the estimation of rapidly changing channels. Since mobiles are expected to move with speeds up to 350 kmph (fast TGV Train in France, for example), channel estimation becomes challenging. Some methods to improve estimation quality in this environment will be discussed in the following.

1.5.3 Channel Estimation by Basis Functions

An approach for achieving better results when applying channel estimation techniques to rapidly changing channels is the utilization of basis functions [35], [36]. If the channel is considered only for a limited time period, each coefficient $c_i(k); i = 0, ..., L_C - 1$ is assumed to vary in time, and thus describes a function in time in its real and imaginary parts. Such a function can be approximated by orthogonal basis functions, the simplest of them being the exponential function. A model for one coefficient over a certain time period can thus be written

$$c_i(k) = \sum_{l=0}^{L_g-1} a_{il} \exp(j\Omega_l k) = a_i^T \mathbf{g}(k),$$  \hspace{1cm} (1.84)
where the coefficients $a_{it}$ are gathered in a vector $a_i$ and the exponential terms are based on the frequencies $\Omega_l$ in a second time-varying vector $g(k)$. The received signal is thus given by

$$r(k) = \sum_{i=0}^{LC-1} c_i(k)s(k - i) + v(k)$$

$$= \sum_{i=0}^{LC-1} a_i^T g(k)s(k - i) + v(k)$$

$$= a^T \hat{s}(k) + v(k),$$

(1.85)

in which the vector $a$ consists of all time-constant parameters $a_{it}$ and $\hat{s}(k)$ of all time varying components $\exp(j\Omega_l k)s(k - i)$. If $\hat{s}(k)$ is known a-priori, the unknown vector $a$ can be estimated from the observations $r(k)$ over a time period larger than the dimension of $a$ [36]. Another approach allows us to reformulate the received vector in matrix form:

$$r(k) = G(k)As(k) + v(k),$$

(1.86)

with new matrices $G(k)$ and $A$ containing the basis functions and the column vectors $a_i$, respectively. The matrix $G(k)$ exhibits the particular structure of an FFT matrix when $\Omega_l = \Omega_o l$, in which case the various basis functions can be interpreted as Doppler spectral components of the time-varying channel. Thus, its inverse is simply given by $G^H(k)$ and can be applied to the received sequence $r(k)$, making the values independent of the time variations. The matrix elements of $A$ can then be estimated by conventional estimation techniques like LS. By reformulating $As(k)$ into $S(k)a$, the LS estimate is

$$\hat{a}_{LS} = (S^H(k)S(k))^{-1}S^H(k)G^H(k)r(k).$$

Note that this is a particularly low-complexity solution since $G^H(k)r(k)$ can be computed by an FFT and $(S^H(k)S(k))^{-1}$ can be pre-computed for the training mode.

### 1.5.4 Channel Estimation by Predictive Methods

Another class of adaptive algorithms includes knowledge of the time varying process of the channel filter coefficients [37]. Here, a model of this process is incorporated into the adaptive process, for example by Kalman filtering [38]. The channel coefficients can be described by

$$c(k) = A(k)c(k - 1) + u(k),$$

(1.87)

where $A(k)$ describes the transition of the channel states from time instant $k - 1$ to $k$ and $u(k)$ is a driving process. If the channel is described by statistic methods, $A(k) = A$ can be as simple as a filter causing a particular autocorrelation function and spectrum of the elements $c_i(k)$ of $c(k)$. If the time-variation of the channel is caused by two-dimensional motion of the transmitter and/or receiver, the so-called Jakes-spectrum is obtained [39].
The optimal adaptive filter in such situations [described by (1.87)] is the Kalman filter [40]. However, this requires not only knowledge of the filter structure of $A(k)$ but also precise knowledge of its parameters. A similar but complexity-simpler approach is to apply the Wiener least-mean-square (WLMS) algorithm [41], [42]. Here, the dynamic behavior of the channel is described by a simpler one-dimensional autoregressive (AR) model which is included in the parameter estimation part.

If not even the model structure is known, simple predictive methods [43] can be utilized. The estimates from LMS filtering, for example, can be linearly combined by

$$\hat{c}(k) = \sum_{l=0}^{L_p} \gamma_l \hat{c}(k - l - D),$$  

(1.88)

with a fixed positive delay $D$ defining the prediction order. Having statistical knowledge about the random process $c(k)$, the optimal coefficients $\gamma_l$ can be pre-computed. Good results were obtained with the simple approach

$$\hat{c}(k) = \hat{c}(k - D) + \frac{p}{L_p} [\hat{c}(k - D) - \hat{c}(k - D - L_p)],$$  

(1.89)

where $p$ is the prediction step-size. Obviously, the parameters of the random process primarily depend on the selection of the step-size $p$.

Other approaches do not exhibit the prediction process in the algorithmic modification. The proportionate LMS (PLMS) [26], [27], for example, assigns individual step-sizes according to the energy of the various weights. This can also be interpreted as a predictive method.

### 1.6 Maximum Likelihood Equalization

Having available a good estimate of the channel coefficients simplifies the detection process considerably. In this case, an optimal detection method can be considered. The maximum a-posteriori probability (MAP) detector is known to provide the best performance [18]. Its decision is based on the Bayes’ rule

$$P(s_m|r) = \frac{P(r|s_m)P(s_m)}{P(r)},$$  

(1.90)

where $P(r|s_m)$ is the conditional PDF of the observed vector $r$ given the transmitted signal $s_m$. In the MAP approach $P(s_m|r)$ has to be maximized in order to find the most likely sequence $s_m$. Since $P(r) = \sum_{m} P(r|s_m)P(s_m)$, this term deserves no further attention. Assuming that all sequences are transmitted with the same probability $P(s_m)$, the expression simplifies and the
so-called \textit{maximum likelihood} (ML) estimator is obtained. In case of additive noise, the conditional PDF $P(r|s_m)$ can be computed. Assuming a noise with Gaussian distribution, maximizing $P(s_m|r)$ becomes equivalent to minimizing the Euclidian distance $\|r - s_m\|$. The principle can be applied to transmission with ISI. In this case, the minimization has to include the channel information, i.e.,

$$\hat{s}_{\text{ML}} \triangleq \arg \min_{s \in \mathcal{A}} \|r - Cs\|^2.$$  \hspace{1cm} (1.91)

Suppose a sequence of $L$ symbols with a $P$-ary alphabet $\mathcal{A}$ has been transmitted. Then, the minimization has to be performed over $P^L$ possible values, a complexity growing exponentially with the number of transmitted symbols. Such high complexity is the reason why brute-force ML equalization has not been used much in the past. However, recently, ML as a realizable receiver technique has drawn more attention since with MIMO antenna systems, typically a small number of transmit and receive antennas are considered and thus an ML technique can be used to search for the most likely instantaneous symbols [13], [12].

### 1.6.1 Viterbi Algorithm

A technique that allows performance close to the ML technique but with linear complexity is the \textit{Viterbi algorithm} (VA) [18], [44], [45], [46]. The VA structures the ML search recursively based on a finite state machine (FSM) description for the signal generation. Such an FSM is given in the context of a channel of length $L_C$ with the past symbol values $s(k-1), s(k-2), ..., s(k-L_C)$ as the states. If the next symbol $s(k)$ is to be detected, its impact on all possible $L_C$ positions of the estimated channel filter has to be computed, i.e., roughly $P^{L_C}$ operations. Among those possibilities, only the $P$ best ones, i.e., those with smallest metric, are selected, called survivor paths, and based on those survivor metrics, the next symbol is investigated. Thus, for $L$ symbols, the complexity is roughly $LP^{L_C}$ and for $L_C \ll L$, the VA has much lower complexity than ML. Once all symbols have been taken into account, a backward algorithm is required to find the optimal symbol sequence in the set of smallest metrics.

An important issue is the delay until the detected symbol is available. It turns out that with high probability the survivor paths agree on a symbol $s(k)$ after $D$ steps as long as $D \geq 5L_C$. If they do not agree, the decision can be based on the most probable path with smallest metric. The Viterbi algorithm can be used to reduce the error propagation in a DFE structure. Since the length $L_B$ of a DFE filter can be much shorter than the actual channel length $L_C$, the complexity of the VA becomes smaller. Such \textit{reduced-state sequence estimation} (RSSE) techniques have been exploited in [47], [18] where also trellis codes have been considered. In a recent development [48] a tap-selective DFE has been implemented in which only the most energy carrying
coefficients are utilized in the search, reducing the states considerably. For time varying channels, however, the latency in the decision of the VA can be quite prohibitive. The minimum decision latency of $L_B$ can further be reduced by parallel decision feedback decoding (PDFD) techniques [49], running several DFE structures in parallel and selecting at a later stage the most likely one. Another promising technique to deal with time-varying channels combines the concept of basis functions [see (1.5.3)] with the VA [50].

1.7 Blind Algorithms

When training signals are entirely absent, the transmission is called blind, and adaptive algorithms for estimating the transferred symbols and possibly estimating channel or equalizer information are called blind algorithms [6], [51]. Since training information is not available, a reliable reference is missing, leading to very slow learning behavior in such algorithms. Thus, blind methods are typically of interest when a large amount of data is available and quick detection not important. Their major application field is thus broadcasting for digital radio or TV. However, recently the concept of basis functions [see (1.5.3)] to describe time-variant channels has been incorporated, proving that blind techniques also have potential for time-varying channels, in particular, for MIMO transmissions [52].

Various principles allowing blind algorithms to successfully detect the symbols can be distinguished:

1. Algorithms utilizing the constant modulus (CM) property of the transmitted signal [53], [54], [55] are historically probably the first blind algorithms. The constant modulus algorithm (CMA)

\[
\begin{align*}
\mathbf{f}^\ast(k) &= \mathbf{f}^\ast(k-1) + \mu(k)\mathbf{x}^\ast(k)y(k)g[y(k)], \\
y(k) &= \mathbf{f}^H(k-1)\mathbf{x}(k),
\end{align*}
\]

is the most well-known procedure and depends on the nonlinear function\textsuperscript{10} $g[\cdot]$ in many variations [56], [57] and applications [58]. While the convergence analysis of such algorithms is limited to very few cases [56], the analysis of its tracking behavior, i.e., its steady-state performance has made progress. In [57], the feedback approach from [56] has been extended and conditions were presented under which the steady state error can be computed. In particular, for CMA1-2 and CMA2-2, it was shown that the proper selection of $g[\cdot]$ can lead to improved performance.

2. Algorithms based on higher order statistics (HOS), also called higher order moments, have been introduced by Shalvi and Weinstein [59]. In particular, the kurtosis, i.e., the ratio of the fourth-order moment to the squared second-order moment is of interest (also in the context of multi-user detection [8]). This ratio is 3 for Gaussian sequences but typically

\textsuperscript{10} The nonlinear function used is mostly of the form $g[y] = \gamma - |y|^n$. 
smaller for transmission symbols. It has been recognized that most algorithms based on the CM property also satisfy this condition [53], [54], [55].

3. **Second Order Statistics (SOS)** [60] usually do not carry phase information and thus can not be used to identify linear systems. If more than one transmission channel is present, however, missing phase information can be delivered by SOS techniques. A simple example is a two channel scenario transmitting the same sequence $s(k)$ on both channels $C_1(q^{-1})$ and $C_2(q^{-1})$. In the absence of noise, the received signals are $r_1(k) = C_1(q^{-1})s(k)$ and $r_2(k) = C_2(q^{-1})s(k)$. Thus, $C_2(q^{-1})r_1(k) = C_1(q^{-1})r_2(k)$. The selection of

$$\begin{bmatrix} R_1 & R_2 \end{bmatrix} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} = 0,$$

(1.94)

guarantees a unique solution\(^{11}\) up to a constant if $C_1(q^{-1})$ and $C_2(q^{-1})$ do not share any common zeroes, where $R_1$ and $R_2$ are Toeplitz matrices of the received sequences $r_1(k)$ and $r_2(k)$. In the presence of noise, this condition can be modified to

$$\arg \min_{||c_1||^2 + ||c_2||^2 = 1} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix}^H \begin{bmatrix} R_1 & R_2 \end{bmatrix}^H \begin{bmatrix} R_1 & R_2 \end{bmatrix} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix}.$$

(1.95)

The solution of such a problem is typically found by *singular-value decomposition* (SVD) methods. SVD methods (also called subspace techniques) are of high complexity and usually numerically challenging. Not only is an extension of (1.95) to multiple channels possible, but also various variants exist, using cross-correlation functions or spectra. A good overview of such techniques can be found in [61], [10]. An interesting modification for MIMO transmission is the *space-time matrix modulation* method (STMM) [62]. The received signal consists of

$$r(k) = C \sum_{l=1}^{L} m_l(k)s_l(k) + v(k),$$

(1.96)

where $m_l(k)s_l(k)$ is a term of the mixture matrix combining $L$ different data streams onto a certain number of transmit antennas. With a fixed mixture vector sequence $m_l(k)$ known at the transmitter and receiver it can be shown that the channel $C$ and the symbols $s_l(k)$ can be separated uniquely up to a constant. The advantage of STMM is that not only SVD methods can be applied, but also ML and even a much simpler projection algorithm leads to successful equalization [63]. Combinations with basis function approaches are possible as well [63], [64].

\(^{11}\) In order to obtain a unique solution there is also a persistent excitation condition on the input signal $s(k)$. If the two channels do share at least one common zero, there are multiple solutions.
4. **Blind ML methods** try to estimate the channel or, alternatively, the equalizer, and the transmitted data sequence at the same time. Hereby, two criteria are common

\[
\min_{\{c,s\}} \| r - Cs \|^2 = \min_{\{c,s\}} \| r - Sc \|^2 \tag{1.97}
\]

\[
\min_{\{f,s\}} \| s - Fr \|^2 = \min_{\{f,s\}} \| s - Rf \|^2, \tag{1.98}
\]

where \( C \) and \( F \) are Toeplitz matrices of the channel \( c \) and equalizer \( f \), respectively, and \( S \) and \( R \) those of the sequences \( s \) and \( r \), respectively. Typically, one minimizes the first term with a fixed channel/equalizer and then the second with a fixed data sequence, and runs such procedure several times until convergence is observed. Hereby, the Toeplitz structure of the matrices, as well as the property that \( s(k) \) stems from a finite alphabet, is utilized to optimize the technique. In [6], [61] the first criterion is utilized while the second can be found in [65]. In order to succeed, a good starting value is required. This is usually achieved by a very short training sequence, hence such techniques are called semi-blind.

### 1.8 Conclusions

In this chapter, an overview of adaptive equalizer techniques was presented. Special emphasis was given to techniques applied in modern wireless systems where channels are frequency- and time-dispersive. Many basic concepts were explained and brought into the context of multiple-input multiple-output systems as they appear in the near future in wireless communication systems. A short overview of blind techniques was given demonstrating the potential of new signal processing techniques even better suited for the particular needs of wireless communications.
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