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Abstract

Making a detailed review of the 'Kronecker' MIMO radio channel model we present important implications and deficiencies of this channel model. We show that the Kronecker model does not render the multipath structure correctly, but it introduces artifact paths that are not present in the underlying measurement data. Moreover, the Kronecker model underestimates the mutual information of the MIMO channel systematically which we demonstrate by analyzing measurement data of an 8 \times 8 MIMO system in indoor non-line-of-sight scenarios.

1 Introduction

Multiple-input multiple-output (MIMO) systems promise large information-theoretic capacities [1], enabling high data rate transmission, especially in rich multipath indoor scenarios. However, to develop such systems, it is essential to have an accurate description of the underlying channel. An important parameter of MIMO channels is the correlation between the channel matrix elements because correlation is known to significantly influence the capacity/mutual information. A well-known stochastic MIMO radio channel model that creates channel realizations based on correlations is the so-called 'Kronecker' model [2] [3], also known as IST-METRA model. This model was already investigated in several publications, e.g. McNamara et al. in [4] or [5], where the performance of the model was found to be satisfactory.

However, we show that this model does not render the multipath structure correctly, but it introduces artifact paths that are not present in the underlying measurement data and that therefore the mutual information estimated from this model is systematically below the mutual information of the measured channel.

The paper is organized as follows: Section 2 presents a review of the Kronecker model, stating the assumptions, the implications and the deficiencies of the model. Section 3 briefly explains the measurement environment and the measurements we used to investigate the Kronecker model and Section 4 shows the results of the measurement evaluation, finally followed by Section 5 where we present some conclusions.

2 Review of the Kronecker Model

2.1 Signal Model and Notation

We consider in the following frequency-flat fading MIMO channels with \( m \) transmit and \( n \) receive antennas where each single realization of the channel can be described by the \((n \times m)\) channel matrix \( H \). The received signal vector is given by

\[ y = Hx + n \]  

where \( x \) denotes the transmit signal vector and \( n \) the noise at the receiver. The entries of the channel matrix \( H \) are denoted by \( h_{ik} \). Here, we will neglect the noise for the sake of simplicity.

In the following, \( \text{vec}\{\bullet\} \) denotes the vector operator stacking all elements of a matrix column-wise into a single vector, \( (\bullet)^T \) means transpose, \( (\bullet)^* \) complex conjugate, \( (\bullet)^H \) Hermitian transpose and \( E\{\bullet\} \) denotes the expectation operator. For an element-wise matrix notation we use \( A = (a_{ij}) \) which means that \( A \) is build up from the elements \( a_{ij} \). Furthermore, we use a matrix square root \( (\bullet)^{1/2} \) which fulfills \((\bullet)^{1/2}(\bullet)^{1/2})^H = (\bullet)\) and the Kronecker product denoted by \( \otimes \).

2.2 Derivation of the Kronecker Model

In [2] and [3], a popular stochastic MIMO radio channel model was presented that allows the generation of MIMO channel realizations based on the receive and transmit correlation matrix. The basic idea, in slightly different
notation, is to generate a correlated Rayleigh fading channel matrix $\mathbf{H} \in \mathbb{C}^{n \times m}$ according to
\[
\text{vec}\{\mathbf{H}\} = \mathbf{R}_H^{1/2} \text{vec}\{\mathbf{G}\}
\]
where
\[
\mathbf{R}_H = \mathbb{E}\{\text{vec}\{\mathbf{H}\}\text{vec}\{\mathbf{H}\}^H\}
\]
is the $(nm) \times (nm)$ channel correlation matrix containing the complex correlation between all $(nm)$ elements of the $(n \times m)$ channel matrix $\mathbf{H}$. $\mathbf{G}$ is a random fading matrix with unity power independent entries determining the single element fading statistics of $\mathbf{H}$. In case of Rayleigh fading, it has zero-mean i.i.d. complex Gaussian entries with unity variance. Note that for a Rayleigh fading channel, the second order statistics $\mathbf{R}_H$ contains the full channel knowledge.

There are two assumptions necessary and sufficient for a Kronecker structure of the full channel correlation matrix:

(I) The receive antenna correlation between any pair of receive antennas $(i, j)$ given by
\[
\rho_{Rx,ij}(k) = \mathbb{E}\{h_{ik}h_{jk}^*\}
\]
has to be independent of the transmit antenna $k$. In matrix notation we can now define the receive correlation matrix by
\[
\mathbf{R}_{Rx} = \mathbb{E}\{\mathbf{H}\mathbf{H}^H\} = m \cdot \rho_{Rx,ii}.
\]
Analogously, the transmit antenna correlation between each transmit antenna pair $(k, l)$ given by
\[
\rho_{Tx,kl}(i) = \mathbb{E}\{h_{ik}h_{lj}^*\}
\]
has to be independent of the receive antenna $i$. In matrix notation we can now define the transmit correlation matrix by
\[
\mathbf{R}_{Tx} = \mathbb{E}\{\mathbf{H}^H\mathbf{H}\} = n \cdot \rho_{Tx,kl}.
\]
This leads to equal power $P_k = \mathbb{E}\{|h_{ik}|^2\}$ of all channel matrix elements.

(II) The correlation coefficient between any pair of channel matrix elements, as given by the full channel correlation matrix $\mathbf{R}_H$, has to be the product of the corresponding receive and transmit antenna correlation coefficient normalized by the power of one channel matrix element:
\[
\rho_{H,ik,\beta} = \mathbb{E}\{h_{ik}h_{\beta k}^*\} = \frac{1}{P_k} \cdot \rho_{Rx,ij} \cdot \rho_{Tx,kl}
\]
This can be equivalently formulated in matrix notation with $tr\{\mathbf{R}_{Rx}\} = tr\{\mathbf{R}_{Tx}\} = m \cdot n \cdot P_k$:
\[
\mathbf{R}_H = \frac{1}{tr\{\mathbf{R}_{Rx}\}} \mathbf{R}_{Tx} \otimes \mathbf{R}_{Rx}.
\]

With these assumptions and the identities
\[
[B^T \otimes A]\text{vec}\{\mathbf{D}\} = \text{vec}\{\mathbf{ADB}\}
\]
\[
(A \otimes B)(C \otimes D) = (AC) \otimes (BD),
\]
equation (2) simplifies to the so-called ‘Kronecker’ model
\[
\mathbf{H} = \frac{1}{\sqrt{tr\{\mathbf{R}_{Rx}\}}} \mathbf{R}_{Rx}^{1/2} \mathbf{G}(\mathbf{R}_{Tx}^{1/2})^T.
\]

Beside simplified analytical treatment or simulation of MIMO systems, (12) allows for independent array optimization at Tx and Rx. Therefore, and because of the simplicity of this approach, the Kronecker model has become popular.

2.3 Implications of the Kronecker Assumption

To consider the effect of the Kronecker assumption on the directions of arrival (DOAs) and directions of departure (DODs), we have to look at the structure of the receive and transmit correlation matrix for different transmit and receive weights, respectively. Using (12), the receive correlation matrix $\mathbf{R}_{Rx,\mathbf{w}}$ for beamforming at Tx side, i.e. using specific transmit weights $\mathbf{w}$ is given by
\[
\mathbf{R}_{Rx,\mathbf{w}} = \mathbb{E}\{\mathbf{HwH}^H\} = \frac{1}{tr\{\mathbf{R}_{Rx}\}} \mathbf{R}_{Rx}^{1/2} \mathbf{G}(\mathbf{w}^H(\mathbf{R}_{Tx}^{1/2})^T)^H \mathbf{X}.
\]
where we use $\mathbf{X}$ as an abbreviation for the inner part. It is straight-forward to show that $\mathbb{E}\{\mathbf{GXG}^H\}$ is always an identity matrix scaled by a complex scalar factor $K$, if $\mathbf{G}$ is an unity power, independently distributed complex Gaussian random matrix (see Appendix). Therefore the receive correlation matrix $\mathbf{R}_{Rx,\mathbf{w}}$ for the transmit weights $\mathbf{w}$ is equal to
This means that the structure of the receive correlation matrix does not change if we use different transmit weights, the receive correlation matrix is only scaled by a complex constant. Using for example a beamforming vector to transmit to a specific direction leads always to a scaled version of the same receive correlation matrix and, therefore, to a scaled version of the same DOA profile. This holds also true for the transmit correlation matrix and the corresponding DODs.

\[
R_{\text{Rx, w}} = \frac{1}{\text{tr}\{R_{\text{Rx}}\}} R_{\text{Rx}}^{1/2} K 1 \left( R_{\text{Rx}}^{1/2} \right)^H = K' \cdot R_{\text{Rx}} \quad (14)
\]

This modification of the multipath structure leads to lower mutual information estimates when using the synthesized channels than when using the measurement data directly. Instead, the diversity of the channel is increased. We will show the mutual information mismatch by using measurement data in the results section. An explanation for this behavior can be found in [6].

### 3 Measurement

#### 3.1 Measurement Setup

For the measurements, we used the wideband vector channel sounder RUSK ATM [7] with a measurement bandwidth of 120 MHz at a center frequency of 5.2 GHz. At the transmit (Tx) side, a monopole antenna was mounted on a 2D positioning table forming a $\lambda/2$ spaced virtual array of 20x10 positions, where we used only a 10x5 submatrix for the evaluation to keep clear of large-scale effects. The receiver (Rx) was a directional 8-element uniform linear array (ULA) with 0.4A inter-element spacing and two additional dummy elements. The antenna elements were printed dipoles with a back-plane having 120° 3dB beamwidth.

For each Tx position the channel sounder measured 128 temporal snapshots of the frequency dependent transfer function between the Tx monopole and all Rx antennas. Within the measurement bandwidth of 120MHz, 193 equidistant frequency samples of the channel coefficients were taken giving a 4-dimensional complex channel transfer matrix (snapshot, frequency, Rx and Tx position). Since the measurement of the whole 4-dimensional channel transfer matrix took about 10 minutes, we measured at night to ensure stationarity.

#### 3.2 Environment

The measurements were carried out in the offices of the Institute für Nachrichtentechnik und Hochfrequenztechnik, Technische Universität Wien. In total, 24 Rx positions were measured: one in a hallway - with line-of-sight (LOS) to Tx, 23 of them in several office rooms connected to this hallway - with non-line-of-sight (NLOS) to Tx. The (virtual) Tx array was always positioned in the same place in the hallway. Some rooms were amply, others sparsely furnished with wooden and metal furniture.
and plants. At each position, we rotated the Rx antenna to three different broadside directions D1, D2 and D3 that were angularly spaced by 120°. Thereby, we get 72 different ‘scenarios’, i.e. combinations of Rx positions and directions.

3.3 Evaluation

For each Rx position and direction we created 15 spatial realizations of the 8 × 8 MIMO channel matrix by moving a virtual 8-element uniform linear array (ULA) over the 10 × 5Tx grid. Taking the 193 frequency bins, the total set of channel samples is formed by 193 · 15 = 2895 different spatial and frequency realizations. Considering a channel unknown at Tx, the mutual information of the MIMO channel for each realization was calculated by \[ I = \log_2(\det(I_m + \frac{\rho}{n}HH^H)) \] (15)

where \( I_m \) denotes the \( m \times m \) unity matrix, \( \rho \) the mean receive SNR, \( n \) the number of Tx antennas and \( H \) the normalized \( m \times n \) MIMO channel matrix. Here, \( m = n = 8 \). The normalization was done such that the average receive SNR for each scenario was 20dB [8]. Additionally, we synthesized \( 193 \cdot 15 = 2895 \) different realizations of \( \hat{H} \) according to the ‘Kronecker’ model (12), normalized them and compared the resulting mutual information for both measured and ‘Kronecker’ model channel matrices.

4 Results

In Figure 2, the average mutual information when using the ‘Kronecker’ model vs the average mutual information estimated directly from the measurement data for each scenario is shown. As can be seen, the ‘Kronecker’ model always underestimates the true mutual information, i.e. the points lie below the identity (dashed) line. The dash-dotted and dashed lines correspond to 10% and 20% relative error, respectively.

Moreover, the mismatch in mutual information gets worse with decreasing ‘measured’ mutual information. Since decreasing ‘measured’ mutual information is related to increasing correlation at either or both receive and transmit sides [9] [8], it shows that the ‘Kronecker’ model fails in correlated environments.

Why is ‘Kronecker’ mutual information always lower than that one estimated directly from the measurement? Figure 3 provides a compelling answer by comparing the joint DOD-DOA Fourier spectrum of a typical scenario for measured channels (top) and channels synthesized with the ‘Kronecker’ model (bottom). In the measured channel, specific DODs are clearly linked to specific DOAs, such that the joint spectra is not separable into a product of the DOD and the DOA spectrum. The Kronecker factorization, however, forces the joint spectrum to be separable, thus introducing artifact paths lying at the intersections of DOD and DOA spectral peaks. As explained in [6], these artifacts lower average mutual information but increase diversity order. These effects will likely be more pronounced for large arrays with high angular resolution.

5 Conclusion

We reviewed the ‘Kronecker’ MIMO radio channel model and considered the assumptions, the implications and the deficiencies that the factorization into separated receive and transmit correlation matrices causes. We showed that the Kronecker assumption forces the joint DOD-DOA spectrum of the channel model to be the product of the DOA and the DOD spectrum and therefore enforces that each DOD is linked to each DOA. However, in reality, as we show with measurements, it is likely to happen that single DODs are linked to single DOAs, which the model is not able to reproduce.

Additionally, the mutual information predicted by the ‘Kronecker’ model is always below the mutual information estimated from the measured channel directly. By analyzing a large set of broadband indoor measurements, we found a capacity mismatch, which increases with increasing correlation, of up to 27% for an assumed average receive SNR of 20dB. The reason for this is again incorrect reproduction of the multipath structure, which introduces artifact paths in the joint DOD-DOA spectrum, resulting necessarily in lower capacity but higher diversity. Note that our results are not in contradiction to [5], where the authors claimed to have validated ‘Kronecker’ factorization and modeling for a 2×2 and 3×3 system, since these deficiencies are not so pronounced because of the reduced spatial resolution of their systems.
Figure 3: Joint DOD-DOA Fourier spectrum (in dB) of the measured channel matrix (top) and of the Kronecker model (bottom) - example scenario

Acknowledgment

We would like to thank Helmut Hofstetter (ftw.) for help with the measurements and T-Systems Nova GmbH for providing an eight element uniform linear array of printed dipoles.

Appendix

Let \( G \) be a \((n \times m)\) complex Gaussian random matrix with unity power and independently distributed elements \( g_{ij} \). For such a matrix

\[
Y = E\{ \mathbf{G} \mathbf{G}^H \} \tag{16}
\]

is always equal to a scaled identity matrix \( K \cdot \mathbf{I}_n \). Writing the matrix multiplication element-wise, the elements of \( Y \) become

\[
y_{ij} = E \left\{ \sum_{k=1}^{m} g_{ik} \sum_{l=1}^{m} x_{kl} g_{jl}^* \right\} = \sum_{k=1}^{m} \sum_{l=1}^{m} E \{ g_{ik} x_{kl} g_{jl}^* \} . \tag{17}
\]

Since the elements of \( \mathbf{G} \) are independent and identically distributed, the expectation of the right hand side of (17) is non-zero only for \( i = j \) and \( k = l \), and therefore (17) simplifies to

\[
y_{ij} = E \left\{ \sum_{k=1}^{m} |g_{ik}|^2 \cdot x_{kk} \right\} \quad i = j \]

\[
y_{ij} = 0 \quad i \neq j \tag{18}
\]

Or equivalently with \( P_g = E\{|g_{kl}|^2\} \)

\[
Y = \left( P_g \cdot \sum_{k=1}^{m} x_{kk} \right) \cdot \mathbf{I}_n \tag{19}
\]
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