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Abstract—Bit-interleaved coded modulation (BICM) is an attractive transmission scheme for MIMO wireless communications over fast fading channels. BICM receivers employing maximum-likelihood decoding require a soft demodulator (demapper) that calculates log-likelihood ratios (LLRs) for the coded bits. Because in the MIMO case the calculation of LLRs tends to be excessively complex, there is a strong demand for efficient soft demodulation algorithms that calculate approximate LLRs.

Here, we develop the novel soft line-search demodulator (SLSD) by extending the recently introduced line-search detector (LSD) such that approximate LLRs are obtained with little extra computations. We show that the SLSD’s BER performance is close to that of the list extension of the sphere decoding algorithm even though the complexity is significantly smaller.

I. INTRODUCTION

Bit-interleaved coded modulation (BICM) [1] is an attractive transmission scheme for multiple-input multiple-output (MIMO) wireless communications [2–4]. MIMO-BICM has been shown to outperform space-time trellis coding in fast fading environments [3]. A fast fading model is often adopted for MIMO systems using orthogonal frequency division multiplexing (OFDM) with frequency interleaving (e.g., [3, 5]), and for block-fading channels with temporal interleaving.

For MIMO-BICM, a two-stage receiver is usually employed that consists of a demodulator (demapper) and a channel decoder, separated by a deinterleaver. The demodulator computes log-likelihood ratios (LLRs)—i.e., soft values—for the coded bits; these are used by the decoder as bit metrics. In the MIMO case, LLR calculation tends to be excessively complex, even if the log-sum approximation is used [3]. Thus, there is a strong demand for efficient MIMO-BICM soft demodulation algorithms with near-optimum performance. Existing approaches use the list extension of the Fincke-Phost sphere decoding algorithm [6] (abbreviated as LFPSD in what follows), as well as algorithms based on ZF equalization [5] or MMSE equalization [7, 8].

In this paper, we develop the soft line-search demodulator (SLSD) by extending the line-search detector (LSD) recently introduced in [9, 10]. We show how intermediate calculations of the LSD, which is an efficient hard-output MIMO detector achieving near-ML performance, can be used for an approximate computation of LLRs with small extra complexity. Even though the SLSD is much less complex than the LFPSD, simulation results demonstrate that the performance of the SLSD is very close to that of the LFPSD and much better than that of equalization-based demodulation.

This paper is organized as follows. In Section II, we provide some background on MIMO-BICM. The novel SLSD is presented in Sections III and IV. Finally, simulation results for fast-fading MIMO channels are presented in Section V.

II. MIMO-BICM

A. System Model

We consider a MIMO-BICM system as proposed in [3], with \( M_T \) transmit antennas and \( M_R \geq M_T \) receive antennas (see Fig. 1). A sequence of information bits \( \tilde{b}[l] \) is encoded using a convolutional code and cyclically demultiplexed into \( M_T \) layers. The coded bits of the \( k \)th layer are scrambled by an interleaver \( \Pi_k \). Subsequently, the interleaved bits are Gray mapped onto complex data symbols \( d_k[n] \in \mathcal{A} \) that are transmitted on the \( k \)th transmit antenna. The symbols \( d_k[n] \) are assumed to have zero mean and unit variance.

The \((M_T, M_R)\) MIMO channel is assumed to be flat-fading. At any given time \( n \), it is described by the well-known baseband model (the time index \( n \) will hereafter be suppressed)
\[ r = \mathbf{H} \mathbf{d} + \mathbf{w}, \]

with the transmitted data symbol vector \( \mathbf{d} \triangleq (d_1 \cdots d_M)^T \), the \( M_R \times M_T \) channel matrix \( \mathbf{H} \), the received vector \( r \triangleq (r_1 \cdots r_M)^T \), and the noise vector \( \mathbf{w} \triangleq (w_1 \cdots w_M)^T \). The noise components \( w_k \) are assumed statistically independent and circularly symmetric complex Gaussian with variance \( \sigma_w^2 \).

At the receiver, the demodulator uses the received vector \( r \) and knowledge of the channel \( \mathbf{H} \) to calculate an LLR \( \Lambda_k^{(i)} \) for each bit \( b_k^{(i)} \) associated with the symbol vector \( \mathbf{d} \). Here, \( b_k^{(i)} \) with \( i = 1, \ldots, \log_2|A| \) denotes the coded and interleaved bits of the \( k \)th layer that constitute the label for the symbol \( d_k \in A \). The \( b_k^{(i)} \)'s are assumed statistically independent and equally likely.) The resulting LLRs are deinterleaved (using deinterleavers \( \Pi_{-1} \) and multiplexed into a single stream that constitutes the soft values to be used by the channel decoder.

### B. LLR Calculation

In what follows, let \( \mathcal{D}_k^{(i)} \triangleq \{ d : d_k \in A_k^{(i)} \} \) where \( A_k^{(i)} \subset A \) denotes the set of all symbols \( a \in A \) whose label at bit position \( i \) equals \( b \in \{0, 1\} \). The LLR for \( b_k^{(i)} \) is given by

\[
\Lambda_k^{(i)} \triangleq \log \left( \frac{f(r|b_k^{(i)}=1)}{f(r|b_k^{(i)}=0)} \right) = \log \left( \frac{\sum_{d \in \mathcal{D}_k^{(i)}} e^{-\frac{1}{2\sigma_w^2}||r-Hd||^2}}{\sum_{d \in \mathcal{D}_k^{(i)}} e^{-\frac{1}{2\sigma_w^2}||r-Hd||^2}} \right).
\]

The computational complexity of (1) is exponential in the number of transmit antennas \( M_T \). A simplification is usually obtained through the log-sum approximation [3, 6]

\[
\Lambda_k^{(i)} \approx \frac{1}{\sigma_w^2} \min_{d \in \mathcal{D}_k^{(i),0}} \psi^2(d) - \min_{d \in \mathcal{D}_k^{(i),1}} \psi^2(d)
\]

with \( \psi(d) \triangleq ||r-Hd|| \). However, the complexity of (2) still is exponential in \( M_T \) and can be excessive for practical values of \( |A| \) and \( M_T \) [6]. Hence, various approximations to (2) have been proposed [5–8].

For convenience, we introduce the short-hand notation

\[
\lambda_k^{(i)} \triangleq \min_{d \in \mathcal{D}_k^{(i),0}} \psi^2(d),
\]

which allows us to rewrite (2) as

\[
\Lambda_k^{(i)} \approx \frac{1}{\sigma_w^2} \left[ \lambda_k^{(i),0} - \lambda_k^{(i),1} \right].
\]

### III. THE NOVEL SLSD: BASICS

Let us first consider the ML detector (e.g., [6])

\[
\hat{d}_{ML} = \arg\min_{d \in \mathcal{D}} ||r-Hd||^2 = \arg\min_{d \in \mathcal{D}} \psi^2(d),
\]

where \( \mathcal{D} \triangleq A^{M_T} \) denotes the set of all possible data vectors \( \mathbf{d} \). Assume that the \( i \)th bit at the \( k \)th layer of \( \hat{d}_{ML} \) equals \( b_k = 1 \). In this case, the ML vector in (5) can be written as \( \hat{d}_{ML} = \arg\min_{d \in \mathcal{D}_k^{(i)}} \psi^2(d) \), and hence \( \psi^2(\hat{d}_{ML}) = \min_{d \in \mathcal{D}_k^{(i)}} \psi^2(d) \). Comparing with (3), we then have

\[
\lambda_k^{(i)} = \psi^2(\hat{d}_{ML}).
\]

Thus, \( \psi^2(\hat{d}_{ML}) \) is either \( \lambda_k^{(i),0} \) (if \( b = 0 \)) or \( \lambda_k^{(i),1} \) (if \( b = 1 \)). This observation could be exploited for using the ML detector (5) for soft demodulation according to (4). However, the ML detector also has exponential complexity, and furthermore a separate minimization would have to be performed to compute the respective other \( \lambda \) term in (4), i.e., \( \lambda_k^{(i)} \) where \( b \neq 1 \) denotes bit flipping.

The novel soft line-search demodulator (SLSD) is now obtained by replacing the ML detector with the LSD. Because the LSD is a low-complexity approximation to the ML detector, it yields an approximation to \( \lambda_k^{(i)} \) with \( b = 0 \) or \( b = 1 \), which is used in (4). We will show that an approximation to the respective other term \( \lambda_k^{(i)} \) in (4) can be computed very efficiently from intermediate LSD results. We first provide a brief review of the LSD.

### A. Review of the LSD

The LSD [9, 10] is an efficient approximation to the ML detector (5) with complexity \( O(M_T^2) \). It uses a reduced search set \( \mathcal{D} = \{ d^1, \ldots, d^{\bar{D}} \} \subset \mathcal{D} \) instead of \( \mathcal{D} \), i.e.,

\[
\hat{d}_{LSD} = \arg\min_{d \in \mathcal{D}} \psi^2(d).
\]

The construction of \( \mathcal{D} \) is based on an approximation of the channel \( \mathbf{H} \) by an idealized bad channel (IBC). The IBC approximation captures essential properties of bad (i.e., poorly conditioned) channel realizations by setting the smallest singular value of the matrix \( \mathbf{H} \) equal to zero and retaining singular values equal to the largest singular value. This is motivated by experimental evidence that for bad channels, the smallest singular value tends to dominate system performance.

In what follows, let \( y_{ZF} \triangleq (\mathbf{H}^H \mathbf{H})^{-1} \mathbf{H}^H r \) denote the ZF-equalized received vector. For an IBC, it can be shown [9, 10] that the total data vector set \( \mathcal{D} \) in (5) can be replaced by the set \( \hat{D} \) of data vectors whose associated ZF decision regions (corresponding to componentwise quantization of \( y_{ZF} \)) are intersected by the reference line

\[
\mathcal{L} : \ y_{ref}(\alpha) = \alpha \mathbf{v}_{M_T} + y_{ZF}, \quad \alpha \in \mathbb{C}.
\]

Here, \( \mathbf{v}_{M_T} \) denotes the channel’s right singular vector corresponding to the zero singular value of the IBC (i.e., corresponding to the smallest singular value of the actual channel).

The intersection of the ZF decision regions with \( \mathcal{L} \) can be calculated efficiently by viewing the complex reference line \( \mathcal{L} \) as a 2-D real reference plane \( \mathcal{P} \) parameterized by \( \text{Re}\{\alpha\} \) and \( \text{Im}\{\alpha\} \). The intersection of the ZF decision regions with \( \mathcal{P} \)
then yields $|\tilde{D}|$ cells $C^r$, $r = 1, \ldots, |\tilde{D}|$. This cell partitioning of $\mathcal{P}$ is illustrated in Fig. 2. To each cell $C^r$, there corresponds a data vector $d^r \in \tilde{D}$ that is given componentwise by

$$d^r_k = Q_A\{y_{\text{ref}, k}(\alpha)\}, \quad \text{for any } \alpha \in C^r,$$

where $d^r_k$ and $y_{\text{ref}, k}(\alpha)$ denote the $k$th component of $d^r$ and $y_{\text{ref}}(\alpha)$, respectively and $Q_A\{\cdot\}$ denotes componentwise quantization according to the alphabet $A$. To obtain $d^r$, it thus suffices to determine an arbitrary point $y_{\text{ref}}(\alpha)$ in $C^r$.

The efficient procedure used by the LSD to calculate the $d^r$’s is described in detail in [9, 10]. This procedure is based on the assumption that the symbol alphabet $A$ is “line-structured,” i.e., the boundaries of the symbol quantization regions of $A$ are $P$ straight lines. Examples include ASK, QAM and PSK alphabets (e.g., $P = 2$ for 4-QAM) but not, e.g., an hexagonal constellation. The LSD algorithm yields the reduced search set $\tilde{D} = \{d^1, \ldots, d^{\tilde{D}}\}$ and the corresponding set of distances $\tilde{\Psi} = \{\psi^2(d^1), \ldots, \psi^2(d^{\tilde{D}})\}$, for use in (7).

It can be shown [9, 10] that the size of $\tilde{D}$ is bounded as

$$|\tilde{D}| \leq \frac{(M_T P)^2}{2} + \frac{M_T P}{2} + 1.$$ 

For example, for a $(6,6)$ channel and 4-QAM modulation we have $|\tilde{D}| \leq 79$ rather than $|\tilde{D}| = 4096$ data vectors. Furthermore, $\tilde{D}$ always contains both the result of ML detection for the IBC and the result of ZF detection for the actual channel $H$. Thus, $d^{\text{LSD}} = d^{\text{ML}}$ if the channel is either an IBC or an idealized “good” channel (i.e., a channel with condition number 1, for which ZF detection is optimum).

B. The SLSD Approach

The LSD can be extended to obtain approximations to $\lambda^{(i)}_{k, 0}$ and $\lambda^{(i)}_{k, 1}$ in (4). Assume that the $i$th bit at the $k$th layer of $d^{\text{LSD}}$ equals $(d^{\text{LSD}})^{(i)}_{k} = b$. Because $d^{\text{LSD}}$ is an approximation to $d^{\text{ML}}$, the corresponding distance

$$\tilde{\lambda}^{(i)}_{k, b} = \psi^2(d^{\text{LSD}})$$

is an approximation to $\lambda^{(i)}_{k, b} = \psi^2(d^{\text{ML}})$ (cf. (6)).

It remains to calculate a similar approximation to the respective other $\lambda$ term in (4), $\lambda^{(i)}_{k, \overline{b}}$. According to (3), $\lambda^{(i)}_{k, \overline{b}} = \min_{d \in \tilde{D}^{(i)}_{k, \overline{b}}} \psi^2(d)$. Thus, an approximation to $\lambda^{(i)}_{k, \overline{b}}$ is given by

$$\tilde{\lambda}^{(i)}_{k, \overline{b}} = \min_{d \in \tilde{D}^{(i)}_{k, \overline{b}}} \psi^2(d),$$

where $\tilde{D}^{(i)}_{k, \overline{b}}$ is the reduced LSD search set corresponding to $D^{(i)}_{k, \overline{b}}$. The set $\tilde{D}^{(i)}_{k, \overline{b}}$ is obtained by using $\mathcal{A}^{b}_{\lambda} = \mathcal{A}^{(i)}_{\lambda}$ instead of $\mathcal{A}$ for layer $k$. This implies a new cell partitioning of $\mathcal{P}$, and thus $\tilde{D}^{(i)}_{k, \overline{b}}$ is different from $\tilde{D}$. We could perform a second LSD pass with this new cell partitioning to determine $\tilde{\lambda}^{(i)}_{k, \overline{b}}$, but then the LSD computations would have to be redone for each layer $k$ and each label index $i$. However, in the next section we will show that for a practically important class of symbol alphabets, the second LSD pass can be circumvented.

We note that the approximations $\tilde{\lambda}^{(i)}_{k, b}$ and $\tilde{\lambda}^{(i)}_{k, \overline{b}}$ become exact, i.e., $\tilde{\lambda}^{(i)}_{k, b} = \lambda^{(i)}_{k, b}$ and $\tilde{\lambda}^{(i)}_{k, \overline{b}} = \lambda^{(i)}_{k, \overline{b}}$, if the channel is either an IBC or an idealized “good” channel because in these two cases LSD detection is equal to ML detection.

IV. THE NOVEL SLSD: ALGORITHM

A second LSD pass is not required because $\tilde{\lambda}^{(i)}_{k, b}$ can be calculated very efficiently from the sets $\tilde{D}$ and $\tilde{\Psi}$ obtained during the first LSD pass, as explained in the following.

A. Efficient Calculation of $\tilde{\lambda}^{(i)}_{k, b}$

The symbol quantization (decision) region associated with a symbol $a_j \in \mathcal{A}$ is (cf. Fig. 3(a) for 4-QAM)

$$Q_j = \{y \mid |y-a_j| \leq |y-a_{j'}|, \quad \text{for all } j' \neq j\}.$$ 

Of course, $Q_{\mathcal{A}}(y) = a_j$ for any $y \in Q_j$. Consider now the reduced alphabet $\mathcal{A}^{b}_{\lambda} = \mathcal{A}(\lambda) = \mathcal{A}(2^{b-e})/2$ that consists of all symbols $\tilde{a}_j \in \mathcal{A}$. $j = 1, \ldots, |\mathcal{A}|/2$ whose label at bit position $i$ equals $\tilde{b} = 1 - b$. The quantization regions $Q_j$ associated with the symbols $\tilde{a}_j \in \mathcal{A}^{b}_{\lambda}$ are different from the quantization regions $Q_j$, as illustrated in Fig. 3(b). To allow for further simplifications, we assume in the following that each $Q_j$ is the union of certain $Q_{j'}$, i.e.,

$$Q_j = \bigcup_{j' \in J_j} Q_{j'},$$

with some disjoint index sets $J_j \subset \{1, \ldots, |\mathcal{A}|\}$. This assumption holds e.g. for $|\mathcal{A}|$-PSK with $|\mathcal{A}| = 2^f$, $f \in \mathbb{N}$ (e.g., BPSK, QPSK or 4-QAM, and 8-PSK) using Gray labeling. For an illustration see Fig. 3(a), (b). In Section IV-C, we will briefly discuss how this assumption can be avoided.

According to (8), a data vector $d^r \in \tilde{D}$ can be obtained by componentwise $\mathcal{A}$-quantization of $y_{\text{ref}}(\alpha)$ with $\alpha \in C^r$:

$$d^r_k = Q_A\{y_{\text{ref}, k}(\alpha)\}, \quad \alpha \in C^r, \quad k = 1, \ldots, M_T.$$
For a data vector \( \tilde{\mathbf{d}}' \in \mathcal{D}_{k,b}^{(i)} \), on the other hand, we have \( \tilde{d}'_k \in \mathcal{A}_k^{(i)} \) instead of \( d'_k \in \mathcal{A} \), and thus we must use
\[
\tilde{d}'_k = Q_{\Lambda_k^{(i)}}(\{\text{ref}, k\}(\alpha)), \quad \alpha \in \tilde{C}'
\]
for the given layer \( k \). Here, \( \tilde{C}' \) denotes a cell associated with \( \mathcal{D}_{k,b}^{(i)} \). However, (9) implies that
\[
Q_{\Lambda_k^{(i)}}(y) = Q_{\tilde{A}_k^{(i)}}(Q_A(y)), \quad y \in \mathbb{C}.
\]
Thus, we can calculate an LSD candidate data vector \( \tilde{\mathbf{d}}' \in \mathcal{D}_{k,b}^{(i)} \) from a data vector \( \mathbf{d}' \in \mathcal{D} \) obtained at the first LSD pass by re-quantizing layer \( k \) according to
\[
\tilde{d}'_k = Q_{\tilde{A}_k^{(i)}}(d'_k), \quad k \in \mathbb{Z},
\]
while leaving the other layers unchanged. This amounts to a symbol re-mapping of the form
\[
\tilde{d}'_k = d'_k + \Delta(d'_k, i, b),
\]
with a suitable offset \( \Delta(d'_k, i, b) \). For example, for 4-QAM we have
\[
\Delta(d'_k, i, b) = \begin{cases} 
-2j \text{Im}(d'_k), & \text{if } i = 1 \text{ and } d'_k \not\in \mathcal{A}_b^{(i)} \\
-2 \text{Re}(d'_k), & \text{if } i = 2 \text{ and } d'_k \not\in \mathcal{A}_b^{(i)} \\
0, & \text{otherwise}.
\end{cases}
\]
This is illustrated in Fig. 3(c) for \( \mathcal{A}_b^{(i)} = \mathcal{A}_b^{(2)} \).

The structure expressed by (9) has another important consequence. Indeed, (9) implies that each LSD cell \( \tilde{C}' \) for \( \mathcal{D}_{k,b}^{(i)} \) is a union of certain LSD cells \( C' \) for \( \mathcal{D} \). Hence, if (10) is calculated for each data vector in \( \tilde{\mathcal{D}} \), it is guaranteed that the entire set \( \tilde{\mathcal{D}}_{k,b}^{(i)} \) is constructed. Note, however, that some data vectors \( \tilde{\mathbf{d}} \in \tilde{\mathcal{D}}_{k,b}^{(i)} \) will be multiply obtained.

To calculate \( \tilde{\Lambda}_k^{(i)} \), we do not need the set of vectors \( \tilde{\mathcal{D}}_{k,b}^{(i)} \) but just the corresponding set of distances \( \tilde{\Psi}_{k,b}^{(i)} \). Using (11), it can be shown that each distance \( \psi^2(\tilde{d}'_k) \in \tilde{\Psi}_{k,b}^{(i)} \) can be efficiently obtained from some \( d' \in \mathcal{D} \) and \( \psi^2(\tilde{d}'_k) \in \tilde{\Psi} \) as
\[
\psi^2(\tilde{d}'_k) = \psi^2(d'_k) + \|h_k\|_2^2 |\Delta(d'_k, i, b)|^2 - 2 \text{Re}\{ (r - H\tilde{d})^H H_k \Delta(d'_k, i, b) \},
\]
where \( h_k \) denotes the \( k \)-th column of \( H \).

**B. Algorithm Summary**

The SLSLD algorithm can be summarized as follows:
1. Use the LSD to calculate the reduced search set \( \tilde{\mathcal{D}} \), the associated distance set \( \tilde{\Psi} \), and \( \psi^2(\tilde{\mathbf{d}}_{\text{LSD}}) \), the minimum element of \( \tilde{\Psi} \).
2. For each layer \( k \in \{1, \ldots, M_T\} \) and each bit index \( i \in \{1, \ldots, \log_2|\mathcal{A}|\} \), perform the following steps:
   a) determine \( b = (\tilde{d}_{\text{LSD}})_k^{(i)} \) and set \( \tilde{\lambda}_k^{(i)} = \psi^2(\tilde{d}_{\text{LSD}}) \);
   b) calculate \( \tilde{\Psi}_k^{(i)} \) by evaluating (12) for each \( d' \in \tilde{\mathcal{D}} \);
   c) obtain \( \tilde{\lambda}_k^{(i)} \) as the minimum of \( \tilde{\Psi}_k^{(i)} \);
   d) finally, calculate the approximate LLR
\[
\tilde{\Lambda}_k^{(i)} = \frac{1}{\sigma_w^2} \bar{2} b - \tilde{\lambda}_k^{(i)} - \tilde{\lambda}_k^{(i)},
\]
where the factor \( 1 - 2b \in \{-1, 1\} \) is necessary to adjust the sign of \( \tilde{\Lambda}_k^{(i)} \) (cf. (4)).

We note that in the case of an IBC or an idealized good channel, \( \tilde{\Lambda}_k^{(i)} \) becomes equal to the log-sum approximation for \( \Lambda_k^{(i)} \) (the right hand side of (2) or (4)).

**C. Extension to General Alphabets**

The calculation of \( \tilde{\lambda}_k^{(i)} \) was based on the assumption (9). This assumption does not hold if \( \mathcal{A} \) is a QAM alphabet with \( |\mathcal{A}| > 4 \) (e.g., 16-QAM). However, we can extend \( \mathcal{A} \) to a virtual symbol alphabet \( \tilde{\mathcal{A}}_k \), whose associated virtual quantization regions \( \tilde{Q}_{\mathcal{A}, i} \) satisfy (9), and then apply the LSD assuming \( d'_k \in \tilde{\mathcal{A}}_k \). From the obtained virtual sets \( \tilde{\mathcal{D}}_v \) and \( \tilde{\Psi}_v \), \( \tilde{\lambda}_k^{(i)} \) and \( \tilde{\lambda}_k^{(i)} \) can be calculated by evaluating (12) for every \( d' \in \tilde{\mathcal{D}}_v \). Obviously, the complexity is increased since \( |\tilde{\mathcal{A}}_k| > |\mathcal{A}| \) and additional distances have to be calculated. For example, for 16-QAM we obtain \( |\tilde{\mathcal{A}}_4| = 36 \).

**V. Simulation Results**

We now assess the bit error rate (BER) performance and computational complexity of the SLSLD by means of simulation results. We considered a MIMO-BICM transmitter employing a rate-1/2 16-state convolutional code with octal generators (23, 35) and trellis termination using 4 bits, followed by a random block interleaver. A 4-QAM (QPSK) symbol alphabet with Gray labeling was used. The MIMO channel of size (4, 4), (6, 6), or (8, 8) had iid Gaussian matrix entries with unit variance. To simulate fast fading, the channel was independently generated for each time instant. A Viterbi decoder with a traceback depth of 25 was employed for channel decoding.
obtained with the various demodulators versus the SNR (the
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Fig. 4. BER performance of the proposed SLSD, the ZF-based and
MMSE-based demodulators, and the LFPSD demodulator for 4-QAM (QPSK)
modulation: (a) (4, 4) channel, (b) (6, 6) channel.

For comparison, we also considered the LFPSD, ZF-based,
and MMSE-based demodulators [5–8]. The LFPSD used LLR
clipping to thresholds ± 8; the number of candidate data vectors
inside the hypersphere was \( N_c = 32 \) for the (4, 4) channel and
\( N_c = 256 \) for the (6, 6) and (8, 8) channels.

A. BER Performance

For the (4, 4) and (6, 6) channels, Fig. 4 shows the BER
obtained with the various demodulators versus the SNR (the
SNR is defined as \( E\{\|Hd\|^2\}/E\{\|w\|^2\} = M_T/\sigma_n^2 \)). It is
seen that the BER performance of the proposed SLSD is
practically identical to the performance of the LFPSD for the
(4, 4) channel, and within about 0.7 dB of LFPSD performance
for the (6, 6) channel. Furthermore, the SLSD significantly
outperforms ZF-based and MMSE-based demodulation.

B. Computational Complexity

To convey a rough picture of the computational complexity of the various demodulators, Table I displays klop estimates
that were determined using a MATLAB V5.3 implementation.
Because the complexity of LFPSD strongly depends on the
actual channel realization and the SNR, Table I also shows
the maximum LFPSD complexity (obtained during 1000 sim-
ulation runs at an SNR of 6 dB) in addition to the average
LFPSD complexity. (The complexity of the proposed SLSD
does not depend on the channel realization and SNR.)

<table>
<thead>
<tr>
<th>channel</th>
<th>LFPSD av.</th>
<th>LFPSD max.</th>
<th>SLSD</th>
<th>ZF, MMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4, 4)</td>
<td>46</td>
<td>147</td>
<td>34</td>
<td>2.5</td>
</tr>
<tr>
<td>(6, 6)</td>
<td>534</td>
<td>2053</td>
<td>112</td>
<td>7</td>
</tr>
<tr>
<td>(8, 8)</td>
<td>1848</td>
<td>12173</td>
<td>285</td>
<td>15</td>
</tr>
</tbody>
</table>

It is seen that the SLSD is more complex than the ZF and
MMSE demodulators, which was to be expected in view of its
substantially improved BER performance. On the other hand,
the SLSD’s complexity is significantly smaller than both the
average and the maximum complexity of LFPSD.

VI. CONCLUSIONS

The novel soft line-search demodulator (SLSD) is an effi-
cient demodulation technique for MIMO systems using bit-
interleaved coded modulation (BICM). The SLSD exploits
intermediate calculation results of the line-search detector
(LSD), a recently proposed hard-decision algorithm with near-
ML performance, to obtain approximate log-likelihood ratios
for the coded bits with little extra computational effort. Simu-
lation results demonstrated that the performance of the SLSD
is close to that of the list extension of the Fincke-Phost sphere
decoding algorithm although the computational complexity is
significantly smaller.
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