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ABSTRACT
For adaptive filters that employ training signals, the relationship between the a priori and a posteriori error signals can be used to quickly and easily characterize the stability and robustness of any given adaptive algorithm. In this paper, we extend these analytical techniques to Bussgang-type and Godard/CMA blind equalizers. We derive conditions on the nonlinearity and step size parameter to guarantee $L_2$ stability of the adaptive filter coefficients, and we study the resulting behavior of the algorithms in a deterministic context. In addition, we give conditions under which an algorithm that is based on an a posteriori blind error criterion is $L_2$ stable.

1. INTRODUCTION
Adaptive filters employing training signals are widely used in a number of practical applications. One of the most popular adaptive filters is the normalized least-mean-square (NLMS) adaptive filter, in which the FIR filter coefficients are updated as

$$w(k+1) = w(k) + \frac{\mu(k)}{||x(k)||^2} e(k)x^*(k)$$

$$e(k) = d(k) - y(k)$$

$$y(k) = x^T(k)w(k),$$

where

$$w(k) = [w_0(k) \ldots w_{L-1}(k)]^T$$

and

$$x(k) = [x(k) \ldots x(k-L+1)]^T$$

are the coefficient and input signal vectors at time $k$, respectively, $e(k)$ is the a priori error signal at time $k$, $||x(k)||^2$ denotes the $L_2$-norm of the vector $x(k)$, and $\mu(k)$ is a step size parameter, and $*$ denotes complex conjugate.

Various analytical studies of the NLMS adaptive filter have been provided in the literature, in which its stability and robustness properties have been elucidated [1]-[11]. Recently, a novel analytical method employing the relationship between the a posteriori error signal

$$\varepsilon_p(k) \Delta d(k) - x^T(k)w(k+1)$$

and the a priori error signal in (2) has been developed and applied to a wide class of adaptive filtering algorithms [12]. This technique provides a simple way of characterizing the stability and robustness of adaptive filters that employ training signals without statistical assumptions on the signals being processed.

In some adaptive filter applications, it may be undesirable to employ a training signal $d(k)$. For example, in wireless communication from a base station to multiple receivers, having the base station transmit a training signal to each receiver reduces the effective data rate at which information can be broadcast and complicates the transmission protocol. For this reason, blind adaptive algorithms have been developed that can, in certain circumstances, acquire a desirable solution for $w(k)$ without a training signal. A large class of such blind algorithms can be expressed in the general form

$$w(k+1) = w(k) + \mu(k)y(k)g(y(k)x^*(k))$$

where $g(y)$ is an even function that depends on the nature of the received signal $x(k)$. For example, if

$$g(y) = |y|^{p-2}[A^p - |y|^p]^{q-2}[A^q - |y|^q]$$

for some integers $p, q \geq 1$ and real-valued $A > 0$, then (5) is the Godard blind equalizer [13], and if $p = q = 2$, the constant modulus algorithm (CMA) is obtained [14]. Generally, the analysis of blind algorithms is much more challenging than algorithms employing training signals. In particular, developing conditions on the step size $\mu(k)$ and nonlinearity $g(y)$ to guarantee the stability of $w(k)$ is particularly problematic. While some statistical analyses have been provided in the literature [15]-[17], few deterministic methods have been developed [9]-[10].

In this paper, we provide a deterministic analysis of blind adaptive algorithms of the form in (5). Unlike other methods [15]-[17], our results yield results that hold for any bounded-magnitude received signal $x(k)$. We develop conditions on $\mu(k)$ and $g(y)$ that guarantee the $L_2$ stability of the filter coefficients and of the equalizer output sequence. Focusing on the Godard/CMA family, we then show that the algorithm that provides zero a posteriori error is normalized CMA [18]-[21]. Since NLMS and other zero-a-posteriori-error algorithms are known to have fast convergence properties, our results provide some justification for the use of normalized CMA. We also examine a posteriori Godard/CMA forms and explore their stability properties.

2. A POSTERIORI ANALYSIS FOR TRAINED ADAPTATION

We first review the a posteriori analysis results in [12] to provide a point of comparison with the newly-derived results for blind adaptation in the next section. In this case, all quantities are assumed to be real-valued.

1. For the trained algorithm

$$w(k+1) = w(k) + \left[ e(k) - Q(e(k)) \right] x(k)$$

with

$$Q(e(k)) = \frac{1}{||x(k)||^2}$$
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where \( Q(e) \) is any function, the a posteriori error is
\[
e_p(k) = Q(e(k)),
\]
(8)
2. Let \( d(k) \) be of the form
\[
d(k) = x^T(k)w_{opt} + \eta(k),
\]
(9)
where \( w_{opt} \) is an optimum coefficient vector, \( \eta(k) \) is \( L_2 \)-bounded, and \( |x(k)|^2 \geq \delta > 0 \) for all \( k \). Define the noiseless error \( \bar{e}(k) \) as
\[
\bar{e}(k) \triangleq e(k) - \eta(k).
\]
(10)
Then, if \( Q(e) \) is contractive such that
\[
|e_p(k)| \leq \beta(k)|e(k)|
\]
(11)
for some
\[
0 \leq \beta(k) < 1,
\]
(12)
then the algorithm is \( L_2 \)-stable and satisfies
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \bar{e}^2(k) = K \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \eta^2(k)
\]
(13)
for some \( 0 < K < \infty \).
3. Setting \( \beta(k) = 0 \) in (11) yields the NLMS algorithm in (1) with \( \beta(k) = 1 \), an algorithm that is known to provide fast adaptation behavior.
4. The a posteriori update given by
\[
w(k+1) = w(k) + \mu_p(k)f(e_p(k))x(k)
\]
(14)
with \( f(e) \) being any odd-symmetric monotonically-increasing function is \( L_2 \)-stable in the sense of (9)-(13) for any \( \mu_p(k) > 0 \).
5. Letting \( \mu_p(k) \to \infty \) for (14) yields the NLMS algorithm in (1) with \( \beta(k) = 1 \).

3.1. \( L_2 \) Output Stability of Adaptive Blind Equalizers

As in the trained adaptation case, define
\[
e_p(k) \triangleq A^2 - |y_p(k)|^2,
\]
(16)
where the a posteriori output is defined as
\[
y_p(k) \triangleq x^T(k)w(k + 1).
\]
(17)
Using (5), the relationship between \( y_p(k) \) and the a priori output \( y(k) \) is
\[
y_p(k) = [1 + \alpha(k)g(y(k))]|y(k)
\]
(18)
\[
\alpha(k) \triangleq \mu(k)||x(k)||^2.
\]
(19)
Substituting this relationship into (16), we obtain
\[
e_p(k) = (1 - \alpha(k))e(k)
\]
(20)
\[
a(k) \triangleq \frac{\alpha(k)g(y(k))|y(k)|}{A^2 - |y(k)|^2} [2 + \alpha(k)g(y(k))].
\]
(21)
Define
\[
\beta(k) \triangleq |1 - \alpha(k)|.
\]
(22)
We now state and prove the following theorem.

**Theorem 1:** If \( g(y) \) and \( \alpha(k) \) are chosen such that (11)-(12) are true for the definitions in (15)-(22), then (5) is \( L_2 \)-stable and produces an output sequence \( y(k) \) that satisfies
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} a(k) \frac{|y(k)|^2}{||x(k)||^2} = \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} a(k) \frac{A^2}{||x(k)||^2}
\]
(23)
with \( 0 < a(k) < 2 \).

**Proof:** To prove the theorem, we first show that the magnitude of \( ||w(k)||^2 \) remains bounded over time. Taking the squared \( L_2 \) norms of both sides of (5) yields
\[
||w(k+1)||^2 = ||w(k)||^2 + \frac{\alpha(k)g(y(k))g(y(k))}{||x(k)||^2} [2 + \alpha(k)g(y(k))]\]
(24)
\[
= ||w(k)||^2 + \frac{e(k) - \alpha_p(k)}{||x(k)||^2},
\]
(25)
where we have used the relationships in (15)-(19) in going from (24) to (25). Noting (20), we have
\[
||w(k+1)||^2 = ||w(k)||^2 + a(k) \frac{e(k)}{||x(k)||^2}
\]
(26)
or
\[
||w(k+1)||^2 + a(k) \frac{|y(k)|^2}{||x(k)||^2} = ||w(k)||^2 + a(k) \frac{A^2}{||x(k)||^2}.
\]
(27)
From the Cauchy-Schwartz inequality, we have
\[
|g(k)|^2 = \gamma(k)||x(k)||^2 ||w(k)||^2
\]
(28)
where \( 0 \leq \gamma(k) \leq 1 \), and \( 0 < \gamma(k) \leq 1 \) if we ignore updates for which \( x(k) \) and \( w(k) \) are orthogonal. Thus,

\[
||w(k + 1)||^2 = (1 - \gamma(k)a(k))||w(k)||^2 + a(k)\frac{A^2}{||x(k)||^2}.
\]  
(29)

This recursion is \( L_2 \)-bounded so long as \( [1 - \gamma(k)a(k)] < 1 \). Since \( 0 < \gamma(k) \leq 1 \), a sufficient condition on \( \beta(k) \) in (22) to guarantee stability of \( ||w(k)||^2 \) stability is that given in (12).

To prove the second part of the theorem, we iterate (27) from \( 0 < k \leq n - 1 \) to obtain

\[
||w(n)||^2 + \sum_{k=0}^{n-1} a(k)\frac{y(k)^2}{||x(k)||^2} = ||w(0)||^2 + \sum_{k=0}^{n-1} a(k)\frac{A^2}{||x(k)||^2}.
\]  
(30)

Since \( ||w(n)||^2 \) is bounded, we divide both sides of the above equation by \( n \) and take limits as \( n \) approaches \( \infty \), which yields (23). \( \square \)

### 3.2. Implications of Analysis

We can make several remarks regarding the results of Theorem 1.

**Remark #1:** The condition in (23) is somewhat weaker than that in (13) for the trained case. Eqn. (23) implies that the blind adaptive algorithm can provide proper gain control of the output signal \( y(k) \) and can be compared to "convergence in the mean" in a statistical environment. Even so, this result is independent of the nature of \( x(k) \). Obtaining stronger stability conditions would require assuming a model structure for \( x(k) \) such that there exists a \( w(k) \) for which \( |y(k)| \approx A \). For an analysis of this type, see [9]–[10].

**Remark #2:** The condition on \( \beta(k) \) in (12) can be expressed in terms of \( a(k) \) in (21) as

\[
0 < a(k) < 2.
\]  
(31)

Similar bounds exist for \( a(k) \) in the trained adaptation case. Moreover, (23) is similar in structure to the bound in the trained adaptation case for \( a(k) = a(k) \). Thus, \( a(k) \) for (5) plays the role of \( a(k) \) in the trained adaptation case; i.e., values close to zero provide slower adaptation but more accurate gain control, whereas \( a(k) = 1 \) (equiv. \( \beta(k) = 0 \)) provides fast adaptation but worse data averaging within the updates. Interestingly, the choice \( a(k) = 1 \) yields

\[
\mu(k) = \frac{1}{||x(k)||^2},
\]  
(32)

\[
g(y) = \frac{A}{|y|} - 1,
\]  
(33)

such that normalized CMA is obtained. Since normalized CMA is known to provide fast adaptation behavior, such a result is consistent with previous results on a posteriori error algorithms [6, 12, 18]–[21]. In fact, we can choose \( a(k) \) to be a certain sequence satisfying (12) and obtain the form of \( g(y) \) from (22) for this choice. An example below illustrates this calculation.

**Remark #3:** The condition in (12) implies that \( \mu(k) \) and \( g(y(k)) \) must satisfy certain constraints for all \( k \). Define

\[
h(y) \triangleq \frac{g(y)}{A^2 - |y|^2}.
\]  
(34)

Since \( a(k) \) in (21) must be positive, we have for \( \mu(k) > 0 \) that

\[
g(A) = 0
\]  
(35)

and

\[
h(y) \geq 0
\]  
(36)

for all \( y \), with the unique possibility that \( h(A) = 0 \). Several choices of \( g(y) \) are therefore possible, including

\[
g(y) = \log(A) - \log(|y|)
\]  
(37)

\[
g(y) = -1 + \sqrt{\frac{1}{2} \left( \frac{A^2}{|y|^2} + 1 \right)}
\]  
(38)

\[
g(y) = \frac{A - |y|^q}{A + |y|^q}, \quad q \geq 1,
\]  
(39)

and (6). Different choices for \( g(y) \) clearly lead to different algorithm behavior depending on the underlying structure of \( x(k) \). Once \( g(y) \) has been selected, the upper bound on \( \mu(k) \) guaranteeing (12) can then be calculated. An example below illustrates this calculation.

Alternatively, if a \( \mu(k) \) is desired that does not depend on \( y(k) \) or need not be bounded by a function of \( y(k) \) for stability, then \( g(y) \) must satisfy the boundedness conditions

\[
|g(y)| \leq M
\]  
(40)

and

\[
h(y) \leq N
\]  
(41)

for finite values of \( M \) and \( N \), in addition to (35) and (36). Note that the common choice in (6) for \( g(y) \) generally does not satisfy (40)–(41), whereas (39) does satisfy (40)–(41).

### 3.3. Examples

**Example #1:** Consider \( g(y) \) in (6) with \( p = q = 2 \), such that standard CMA is obtained. Substituting this expression into (21), \( a(k) \) is found to be

\[
a(k) = \alpha(k)|y(k)|^2[2 + \alpha(k)(A^2 - |y(k)|^2)].
\]  
(42)

The bounds in (12) can then be expressed as

\[
-1 < [1 - \alpha(k)|y(k)|^2]^2 - A^2 \alpha^2(k)|y(k)|^2 < 1.
\]  
(43)

Eqn. (43) is similar to that found for a statistical analysis of a blind decorrelation algorithm [22], and thus we can use the results of [[22], Appendix A] directly. We have stability of CMA if

\[
0 < \mu(k) < \mu_{max}(y(k), A),
\]  
(44)

where

\[
\mu_{max}(y, A) = \begin{cases} 
\frac{1}{2A^2 - |y|^2} \left( 1 - \sqrt{\frac{2A^2}{|y|^2} - 1} \right) & \text{if } |y| \leq A\sqrt{2} \\
\frac{|y|^2 - A^2}{|y|^2} & \text{if } |y| > A\sqrt{2}
\end{cases}
\]  
(45)
This condition can be used to test and adjust the value of \( \mu(k) \) at each iteration, if necessary, to ensure the system's stability \( \square \).

**Example #2:** Suppose the choice \( a(k) = a_0 \) in (20) is desired. Substituting this choice into (21) yields the quadratic equation

\[
|a(k)g(y(k))|^2 + 2a(k)g(y(k)) + a_0 \left[ 1 - \frac{A^2}{|y(k)|^2} \right] = 0
\]  
(46)

which has the positive solution

\[
a(k)g(y(k)) = -1 + \sqrt{a_0 \left( \frac{A^2}{|y(k)|^2} - 1 \right)} + 1. \quad (47)
\]

If \( a_0 = 1 \), then normalized CMA with \( \mu(k) \) and \( g(y) \) given by (32) and (33) are obtained, respectively, whereas if \( a_0 = 0.5 \), then \( \mu(k) \) and \( g(y) \) are given by (32) and (38), respectively.

### 3.4. \( L_2 \) Error Stability of Adaptive Blind Equalizers

Although useful, Theorem 1 indicates only that a blind adaptive algorithm can achieve proper output gain control. A more-desirable result would place bounds on the sequence of normalized squared errors \( |e(k)|^2/|x(k)|^2 \), as in the trained adaptation case. In this section, we develop such an analysis, which yields additional restrictions on the step size \( \mu(k) \).

**Theorem 2:** Suppose that \( g(y) \) and \( a(k) \) are chosen such that Theorem 1 is true. If in addition \( g(y), h(y) \) in (34), and \( a(k) \) satisfy (40), (41), and

\[
0 < \alpha(k) < \frac{2}{|y(k)|^2 h(y(k))} \quad (48)
\]

for all \( k \), respectively, then (5) produces an error sequence \( e(k) \) that is \( L_2 \)-bounded and satisfies

\[
\sum_{k=0}^{n-1} \frac{\alpha(k)h(y(k))}{||x(k)||^2} [2 - \alpha(k)|y(k)|^2 h(y(k))]|e(k)|^2 \leq ||w(0)||^2 + \sum_{k=0}^{n-1} \frac{2a(k)}{||x(k)||^2} |y(k)|^2 g(y(k)). \quad (49)
\]

**Proof:** To prove the theorem, we consider the update equation in (5). Taking the squared \( L_2 \)-norms of both sides gives

\[
||w(k+1)||^2 = ||w(k)||^2 + \frac{\alpha^2(k)}{||x(k)||^2} |y(k)|^2 g^2(y(k)) \]

\[
+ \frac{2a(k)}{||x(k)||^2} |y(k)|^2 g(y(k)) \]

\[
= ||w(k)||^2 + \frac{\alpha^2(k)}{||x(k)||^2} |y(k)|^2 g^2(y(k)) \]

\[
+ \frac{2a(k)}{||x(k)||^2} |y(k)|^2 - A^2 g(y(k)) \]

\[
+ \frac{2a(k)}{||x(k)||^2} |y(k)|^2 A^2 g(y(k)). \quad (50)
\]

Assume that \( h(y(k)) \) satisfies (36). Then, we can rewrite (51) as

\[
||w(k+1)||^2 = ||w(k)||^2 \]

\[
+ \frac{\alpha^2(k)}{||x(k)||^2} |y(k)|^2 h^2(y(k))[A^2 - |y(k)|^2]^2 \]

\[
- \frac{2a(k)}{||x(k)||^2} h(y(k))[A^2 - |y(k)|^2]^2 \]

\[
+ \frac{2a(k)}{||x(k)||^2} |y(k)|^2 A^2 g(y(k)), \quad (52)
\]

or, equivalently,

\[
||w(k+1)||^2 + \frac{\alpha(k)h(y(k))}{||x(k)||^2} [2 - \alpha(k)|y(k)|^2 h(y(k))]|e(k)|^2 \]

\[
= ||w(k)||^2 + \frac{2a(k)}{||x(k)||^2} |y(k)|^2 A^2 g(y(k)). \quad (53)
\]

Iterating this relation from \( k = 0 \) to \( k = n - 1 \) produces (49). Now, if (48) is true, then all of the factors premultiplier \( |e(k)|^2/||x(k)||^2 \) on the LHS of (49) are positive, and if Theorem 1 and (40) are true, then the RHS of (49) is finite. Taken together, these two facts prove the theorem \( \square \).

**Remark 4:** The boundedness condition in (40) is a critical component of the above theorem. Thus, algorithms in which \( g(y) \) is bounded above are inherently more-robust than those for which \( g(y) \) does not satisfy such a bound.

As an example, we have simulated the behavior of (5) with the choices in (6) (e.g. CMA) and (39), respectively, for \( g(y) \) with \( p = q = 2 \) and under different coefficient initializations, channels, and receiver noise level conditions. Our qualitative observations are that

- the bounded nonlinearity in (39) appears to provide more-uniform convergence behavior across different channels and noise conditions for a fixed value of \( \mu(k) \) than does CMA,
- both algorithms perform well when operating in their robust step size regimes as determined by \( 0 < a(k) < 2 \).

In other words, choosing a bounded \( g(y) \) seems to yield an algorithm that requires less tuning of the step size parameter \( \mu(k) \) to obtain good performance for a wide variety of conditions. These issues are the subject of on-going study.

### 4. A POSTERIORI OUTPUT ADAPTATION

For trained adaptation, it has been shown that algorithms that employ the \textit{a posteriori} error directly within the coefficient updates provide guaranteed stability behavior independent of the value of \( \mu(k) \) > 0. Given the parallels between the trained and blind adaptive cases indicated above, it is reasonable to consider blind adaptive algorithms that employ the \textit{a posteriori} output signal \( y_p(k) \) directly within the coefficient updates. Do such algorithms possess the nice stability properties of their trained counterparts? To this end, we provide the following theorem:

**Theorem 3:** If a blind adaptive algorithm can be written in the form

\[
w(k+1) = w(k) + \mu(k)y_p(k)y_p(k)\hat{x}(k), \quad (54)
\]

\[\square\]
where the a posteriori output $y_p(k)$ is as defined in (17), $g(y)$ and $h(y)$ satisfy the conditions in (35)–(36), and $\mu(k)$ is chosen such that (54) is angle-preserving, i.e.

$$L_{y_p}(k) = L_{y}(k),$$  \hspace{1cm} (55)$$

then (54) is $L_2$ stable in the sense of Theorem 1.

Proof: Pre-multiplying both sides of (54) by $x^T(k)$ and using the definitions in (15)–(19), we obtain

$$\left(1 - \alpha_p(k) \frac{g(y_p(k))}{A^2 - |y_p(k)|^2} \right) y_p(k) = y(k)$$  \hspace{1cm} (56)$$

where we have defined $\alpha_p(k) \triangleq \frac{\mu_p(k)}{\mu_p(k)} |x(k)|^2$. If (54) is angle-preserving, then

$$\left(1 - \alpha_p(k) \frac{g(y_p(k))}{A^2 - |y_p(k)|^2} \right) |y_p(k)| = |y(k)|$$ \hspace{1cm} (57)$$

Consider the case where $|y_p(k)| = A + \delta > 0$. Then, $\delta > 0$. Thus, the factor premultiplying $|y_p(k)|$ on the LHS of (57) strictly smaller than one, such that $\delta > 0$. Consider the case where $|y_p(k)| = A - \delta > 0$. Then, $\delta > 0$. Thus, the factor premultiplying $|y_p(k)|$ on the LHS of (57) strictly smaller than one, such that $\delta > 0$. Combining these two results, we have a guaranteed contraction from $|e(k)|$ to $|y_p(k)|$, and thus (11)–(12) are satisfied.

Remark #5: As in the trained adaptation case, (54) must be placed in the form of a true update for implementation purposes, such that $y_p(k)$ no longer appears. As typical choices of $g(y)$ are highly nonlinear, such a problem can be difficult to solve. For example, an a posteriori form of CMA involves the solution of a cubic equation in $|y_p(k)|$ at each time instant, which is a computationally-challenging task.

Hence, the a posteriori algorithm forms appear to be less practical in the blind adaptation case as compared to the trained case. Note that if the normalized CMA nonlinearity in (33) is chosen for $g(y)$, then the resulting algorithm is (5) with

$$\mu(k) = \frac{\mu_p(k)}{1 + \mu_p(k) |x(k)|^2},$$ \hspace{1cm} (58)$$

and a result identical to that of the trained case [6].

5. CONCLUSIONS

In this paper, we have explored the use of a posteriori analysis methods for blind adaptive equalizers. We have derived conditions on the algorithm update form and the step size to guarantee $L_2$ stability of the filter coefficients, the output sequence, and the error sequence as defined in (15). Our results provide additional justification for the use of a posteriori-error-based schemes such as normalized CMA by indicating in what ways their behaviors are robust. In addition, our results suggest new ways of designing algorithms to provide additional levels of robustness. The theoretical results provide a nice connection with existing results in the trained adaptation case [12] and complement statistical analyses of these schemes [15–17].
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