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Abstract—Current batch process systems have a limited capa-
bility concerning agile adaptation in a dynamic environment. Dis-
tributed intelligent control systems based on agent technologies
are seen as a promising approach to handle the dynamics in large
complex systems. However, even though regarded as a promising
approach, its wide application in industry is still missing. Lack
of trust in the idea of delegating tasks to autonomous agents
is recognized as one of the main reasons for this. This paper
presents a visualisation tool for an agent-based batch process
system able to offer the human user the complete overview of
the agents’ activities as well as a possibility to supervise their
actions through an adequate Human Machine Interface. The
visualization is also compatible with the standard ISA-88. The
system is currently being tested and evaluated in the Odo Struger
Laboratory at the Automation and Control Institute.

I. INTRODUCTION

Batch processes are widely used in industry, primarily in
the chemical and pharmaceutical industries. These industries
face a continuously changing environment, where sudden com-
ponent failures can significantly influence the system perfor-
mance if not solved within a prescribed period. Moreover, they
have to meet current market trends such as short production
times, lower price and a broad spectrum of product and pro-
cess variety. Additionally, there are requirements to enhance
the reconfigurability, responsiveness and flexibility properties
of process automation systems [1]. However, conventional
control approaches based on hierarchical architectures are
limited in dealing with such emerging requirements due to
their inflexible structures and operating rules [2].

The introduction of artificial intelligence techniques is seen
as a promising trend in the process industry [3]. Multi-
Agent Systems (MASs) have the capability to respond quickly
and correctly to change, and differ from the conventional
approaches due to their inherent capabilities to adapt to
emergence without external intervention [4], [5]. In the past,
several agent-based approaches have been successfully applied
to handle different issues in the process domain. Hong et
al. describe a concept for a MAS designed mainly to solve
scheduling problems [6]. A fault-tolerant multi-agent approach
has been successfully used by Maturana et al. to control a
chilled water system (CWS) thereby reducing the required
manning level and improving the readiness and survivability
of U.S. Navy shipboard systems [7]. MAS have been applied

by Pirttioja et al. for advanced process automation condition
monitoring [8] and by Seng and Srinivasan for detecting and
diagnosing faults [9].

Although agent-based concepts were confirmed as a promis-
ing approach and deployed in a number of different applica-
tions throughout the last few years, their widespread adoption
by industry is still missing. Lack of awareness about the poten-
tials of agent technology [10] and paradigm misunderstanding
[11] due to the lack of real industrial applications, missing
trust in the idea of delegating tasks to autonomous agents
[12] as well as concerns regarding the stability, scalability
and survivability [13] are identified as major reasons for that.
Besides, the specific nature of software agents, which are de-
signed to be distributed, autonomous, and deliberative, makes
it difficult to apply existing software testing, monitoring, and
diagnostics techniques to them. For instance, agents operate
asynchronously, in parallel and concurrently, which can lead
to non-reproducible effects [14]. It is not ensured that two
executions of the systems will result in the same state, even
if the same inputs are used. As a consequence, looking for a
particular error is difficult, as it is usually impossible to repro-
duce in a systematic fashion [15]. The introduction of tools,
techniques and methodologies, which ensure easier and more
abstract ways of agent system development, modification and
management, will lead to a higher rate of acceptance as well
as understanding of the concept. In this context it is of vital
importance to offer the human user the complete overview of
the agent’s activities as well as a possibility to supervise their
actions using an adequate Human Machine Interface (HMI).
A user has to be able to follow and understand the current
state of the process. This will on one side improve safety
and risk grade and on the other side enhance trust in the
idea of delegating tasks to autonomous agents. The assurance
of security and trust in agents is a significant aspect to be
considered in future solutions [10].

Visualization is the representation of abstract facts and
information in general. The main task is to increase the
cognitive abilities of the mind with external mechanisms.
Using visualization, software processes can be made visible,
creating cognitive images for the viewer that support the
understanding [16] and through this reduce the complexity
[17]. The advantage of visualization is that it can enable
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a fast interpretation of a wide range of information by the
human. Visualization systems have to fulfill the following
tasks: support for the understanding of large amounts of
information; perception of emergent behaviors which are not
predictable; fast discovery of errors by means of the visualized
data; and shorter time and lower cost solutions to problems
through timely and intuitive access to visual data.

Several visualization systems have been designed for agent
technology. First to mention is the Manufacturing Agent
Simulation Tool (MAST) representing a unified agent-based
simulation, control and visualization framework for discrete
manufacturing systems, especially dealing with dynamic prod-
uct routing [18]. The second one, called CWS, represents
a combination of simulation and monitoring of the chilled
water system of a U.S. Navy ship. In this case the agent-
based control system is responsible for the dynamic routing
of water to keep various equipment on board cooled down
[7]. The third tool, called JavaSniffer [19], has been designed
to provide an advanced instrument for displaying the flow
of messages among the agents. Additionally, JavaSniffer can
bundle sequences of messages related to negotiations follow-
ing the contract-net protocol and display the workflow to the
user. The SOCRADES project, aimed at developing service-
oriented infrastructure for distributed smart embedded devices,
incorporates various technologies applied for visualization. In
this project the visualization is provided by the commercial
2D/3D solution Delmia, which enables experimenting with the
virtual production cell in a 3D environment [11]. Finally, the
Actor-based Assembly Systems Architecture (ABAS), devel-
oped by Lastra et al., features a 3D view of the physical system
controlled by intelligent physical agents [20], [21].

However, different from discrete manufacturing processes
which rely on a number of visualization tools, an appropriate
agent-based visualization for the batch process domain, beside
the CWS that covers mainly routing and monitoring, is still
missing. Therefore, an agent-based batch process tool, able to
cover the entire agent-based batch process system, including
its creation, function, monitoring, routing, and messaging, is
required. Such a visualization should show the planned agent
activities and the results of the execution. The important issue
is to represent the dynamic nature of software agents and
MASs, as well as to visualize their behaviors and actions.

This paper presents a visualization technique that enables
better supervision and understanding of an agent-based batch
process system. It enables humans to closely follow the agents’
activities and states. Additionally, features for simpler creation
and management of MAS are incorporated in the approach.

This paper is structured as follows. Section II introduces the
agent control architecture. In the third section the visualization
of the agents’ world model is presented in detail. Section IV
describes the implementation and the used tools and finally
the paper is concluded in the fifth section.

II. ARCHITECTURE OF THE MULTI-AGENT SYSTEM

The following sections present the architecture of the MAS,
whose activities need to be visualized.

A. Agent Architecture

In previous work, a MAS was developed, which is capable
of handling the activities of a batch process system [22].
The MAS was also successfully used for controlling physical
components that integrate on the fly reconfiguration abilities of
the hardware-near control layer [23], for monitoring and diag-
nostic tasks [24], as well as for enhancing the reconfigurability,
robustness and fault tolerance of a transportation system [25].
For the batch process domain, the following different types of
agents and their general activities are introduced (see Fig. 1).

The Order Agent is used by a human operator or an external
system to generate a product order. The related recipe is then
selected and a corresponding job created including relevant
data such as the product type, the quantity as well as the job
ID.

Afterwards, a Task Agent is informed to start the execution
of a new batch based on the recipe and the incorporated
operations. The execution of a job to produce a batch is
governed by the Task Agent, which determines the equipment
for performing the operations of the recipe by searching for
Automation Agents controlling the physical equipment with
suitable services in the list of the Directory Facilitator Agent.
As soon as appropriate Automation Agents are found, the
Contract Net Protocol [26] is used to select the best suitable
one and the tasks for the first operation of the recipe are created
including transport tasks. These tasks are then forwarded to
Work Agents for their accomplishment. When all tasks of one
operation are finished, tasks for the next operation are created.
Upon completion of all operations, the Task Agent informs the
Order Agent about the finished production of the batch.

Work Agents are responsible for managing transport and
production tasks, which incorporates calculating a path
through the system in the case of a transport task. For the exe-
cution of such tasks, commands are sent to the corresponding
Automation Agents that supervise the related equipment to e.g.
start/stop or induce work state changes such as the activation or
deactivation of a mixer or heater. The Work Agents also send
reservation commands to valves and pumps for reserving a
path for the transport of fluid or to tanks for reserving them for
a particular operation. After completion of a task the related
Task Agent is informed, which then will issue the next task.

Automation Agents are those agents that incorporate some
kind of physical representation [27]. In the applied approach,
the architecture of automation agents distinguishes low level
control (LLC) and high level control (HLC) within each
agent. The LLC is responsible for the direct control of the
hardware and has to carry out some of its tasks under real-
time constraints (e.g. closed-loop controllers, such as a PI
controller for the flow control or a two-position controller
for the temperature control). The HLC layer is in charge of
higher-level diagnostics, of the coordination with other agents
and of adaptations based on the representation of the world. It
incorporates an ontology-based world model that provides an
explicit representation of the agent’s immediate environment
and supports reasoning about its state, diagnostic activities
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Fig. 1. The sequence of activities for producing a batch.

and the coordination with other agents [24]. We distinguish
two types of automation agents: agents that are controlling
one entity (e.g. a valve) and agents that are controlling a
group of entities such as the Temperature Control Agent
(TCA) controlling a heater as well as a temperature sensor.
The services offered by the Automation Agents are listed in
a register managed by the Directory Facilitator Agent (DF
Agent) to be found by Task Agents for the execution of tasks.
A busy flag is set for each Automation Agent when it is
reserved for carrying out a distinct task to show that this
particular Automation Agent is temporarily not available for
other tasks.

B. States of the Agents

In order to keep the developed system close to current used
software systems applied in the batch process domain, we used
the states and commands as presented in the widely applied
industrial standard ISA-88 [28] as a basis for defining the
agents’ states in the developed MAS. Hence, the following
states are implemented: idle, running, complete, paused, hold-
ing (reserved), held, and aborted (see Fig. 2). If a procedure
is in the idle state, i.e., it is available, it may be started, and
the state will change to running. From the running state the
procedure may be aborted (in the case of a failure), held, and

paused, or the procedure will reach its end and return to the
idle state passing the complete state. The state of a component,
e.g., a valve can be: open, closed, reserved, and error. The error
state would be reached if the valve fails to react on an open
or close command from its controlling agent. It is important
to notice that particular agents, such as order agent, work
agent and task agent, do not have a physical representation.
Consequently, in this approach they do not possess the states
reserved, held or paused.

C. Communication within the Automation Agents

OPC Unified Architecture (OPC UA) is, as its predecessors
from the OLE for Process Control (OPC) family of specifi-
cations (e.g., OPC Data Access (OPC DA), OPC Historical
Data Access (OPC HDA), etc.), a mechanism for data access
on field level devices. The main reason for the development of
OPC UA was to combine all the different OPC interfaces into
one unifying and powerful interface [29]. The newer OPC UA
interface is an evolutionary development of the OPC family in-
terfaces and it is based on the OPC specification and interfaces
to enable a smooth migration path for existing plants. Addi-
tionally OPC UA introduces an advanced data model, capable
of representing up to full-meshed data structures, whereas the
OPC data model (a.k.a. name space) is limited to hierarchical
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Fig. 2. Agent state diagram.

tree structures. Due to these Object-Oriented (OO)-like data
structures, OPC UA is well suited for the interaction with
MAS, as complex relationships between agents and data can be
directly modeled in the OPC UA address space. This flexible
mechanism enabled [30] to integrate the ISA-95 [31] model
directly in the OPC UA address space.

We have chosen OPC UA as our main transport layer for
communicating with the LLC of the automation agents, for all
the reasons above, but the most important fact is that OPC and
OPC UA are de facto standards in the industrial automation
domain, implemented in almost every Programmable Logic
Controller (PLC) or Industrial PC (IPC). Therefore, OPC UA
(and of course OPC) can be used as universal data access
interface on almost every automation component, and the
MAS can be connected to every industrial automation system
with only minor modifications.

III. IMPLEMENTATION

In order to to increase the acceptance in the industry as well
as for easier handling, development and debugging purposes,
it is necessary to offer a graphical representation of the agents
and their interaction with each other. In Section I several
visualization tools were mentioned but they are designed to
represent individual graphical interfaces for special applica-
tions which make them not suitable for general purposes.

To be able to understand the behavior of autonomous agents,
it is important to have an overview of their activities and states.
This includes the LLC data that is provided by the OPC UA
interface and the HLC messages which are handled by the
Java Agent DEvelopment Framework (JADE) [32]. In general,
the representation of information can either be displayed in a
textual form or in a graphical manner. A higher information
density can be reached easier by a textual representation of
information, but to be able to follow the interactions of the
agents’ behaviors it is necessary to filter the information
and represent the necessary fragments through a graphical
illustration. This enables the user the ability to recognize
changes within the MAS in a better comprehensible way.
Nevertheless, the information in both textual and graphical

representation should still be available in detail and provided to
a user. To achieve a wide area of application, the visualization
of the agents must be highly customizable.

The Eclipse Rich Client Platform (RCP) [33] framework
has been chosen as basis and the graphical interface itself
has been developed as a RCP Feature, which contains several
plugins, instead of a standalone application. This advantage
can be used to integrate the application easily in other RCP
applications. For tracking the messages between the agents,
the JADE sniffer is employed. Fig. 3 illustrates the information
flow beginning from the MAS (each Agent) until the data is
visualized by the user interface.

Two possibilities are implemented to offer the whole amount
of data from the MAS as an overview to the user. An agent
registers itself at the JADE container as sniffer for all messages
that will be sent by the defined agents in the visualization. The
direction of a message is considered as well as the content,
sender and the receivers. Furthermore the sniffer listens to
all necessary agent state changes (dead, born) as defined by
JADE. The collected information is passed through to the Data
Exchange Layer, which transforms and adds the information
to the domain model. On the other hand, the data of the LLC is
gathered through the developed Pronto.Comm interface, which
is a client for reading OPC UA variables. The connection
strings for each variable can be defined for each property of
an agent in the offline state of the visualization.

The Eclipse Modeling Framework (EMF) [34] based do-
main model (see Fig. 4) is the main point for storing and
exchanging data. It is a flexible and fast possibility to add
new agent types without any coding as the creation of the
needed source code is provided by the EMF. The Graphiti
framework [35] based diagram editor is responsible to offer
the ability to create a diagram of the agents’ relationships
in an offline state and to illustrate the operations of the
MAS in the online state. It listens to changes in the model
and visualizes the information in the diagram to achieve the

Fig. 3. Flow of information
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Fig. 4. Domain Model

graphical representation of the online state. The following
possibilities are used to notify the user about changes:

• Decorators
• Tooltips
• Colors of agents
The Extended Editing Framework (EEF) [36] implements

the views to modify the attributes of each component of the
real system. The graphical definition is given by the shape
configuration within an XML file which offers the information
to draw a specific agent within a diagram. The name of an
entry has to match the name of a derived class of agent and the
currently possible figures are polygon, ellipse and poly line.
The coordinates are defined in percentage relative to the size of
the whole drawing of an agent, which enables the application
to automatically rotate and resize any drawn agent. The objects
can also be nested within each other, which allows a wide
range of options to draw particular figures for each agent (as
shown in Fig. 5).

This kind of visualization is able to present dynamic routing
to a user showing shortest, broken, reserved or dirty paths
after being informed by the according Work Agents. New
components can easily be added to the system or the existing
ones can be removed while the rest of the system still
continues in its operation. Newly added agents, for instance
representing new pipes or valves, are integrated online and can
be used to transport fluid while removed agents just inform the
community that they no longer exist and thus cannot be used.

IV. CONCLUSION

In this paper we presented a visualization tool that enables
a user to follow and understand the current state of an agent-
based batch process system. The system integrates various
types of agents in a consistent configuration able to manage

an entire batch process system and the agents cooperate and
coordinate their activities in order to accomplish particular or-
ders. The visualization is able to cover the entire management
by displaying the overall behavior of the controlled system
plus providing agent-specific information, like the state of the
interaction with other agents or with their low level control.
Thereby, our approach helps to understand the system behavior
and to detect the patterns of emergent/aggregate behavior.

Currently we directly link this visualization tool with a
laboratory process plant in the Odo Struger Laboratory at
the Automation and Control Institute, Vienna University of
Technology, in order to test its behavior with real-life batch
processes. In further research we plan to test this visualization
tool on more complex batch process plants and other multi-
agent architectures as well as to migrate the approach to other
industrial domains.
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