The many-body state is reduced to few active degrees of freedom. Processes a simplified “three-step” model of photoemission and plasmon excitation is thus encoded in the reduced one-...sion spectroscopy, the degrees of freedom associated with complex dynamical processes. In standard photoemission from surfaces for a prototypical nearly-free-electron metal, magnesium. Here, the many-electron response is well approximated by a small number of primary excitation and postexcitation scattering channels. Accordingly, the energy of the absorbed photon can be either transferred entirely to the photoelectron giving rise to the main line in the spectrum at \( E = \hbar \omega_{\text{xuv}} - E_{\text{bind}} \) or can simultaneously excite “intrinsic” plasmons due to the interaction of the electron gas with the core hole resulting in satellite lines \( E = \hbar \omega_{\text{xuv}} - E_{\text{bind}} - n \hbar \omega_{\text{pl}} \) with \( n \) the number of collective excitations in the conduction band. This process originally proposed by Lundquist [16] and Penn [17,18] can be viewed as a condensed-matter analog to the shake-up (or correlation) satellites in atomic photoionization [19–21].

An alternative scenario for plasmon excitation is inelastic scattering of the primary energetic photoelectron on its path towards the surface giving rise to particle-hole or collective excitations. The latter case is referred to as “extrinsic” plasmon excitation and is often considered a background contribution. As the final state of the photoelectron is energetically degenerate with that accompanied by intrinsic plasmon excitation, the distinction between extrinsic and...
intrinsic plasmon excitation in photoelectron spectra is far from clear cut. The disparity of the characteristic length scale of the intrinsic process given by the screening length $a_{sc}$ of the core hole ($\sim 1.5\, \text{Å}$ in Mg) and the corresponding length scale for extrinsic plasmon loss, the inelastic mean free path ($\lambda_{inel} \sim 5\, \text{Å}$ in the present experiment) suggests the possibility to distinguish these processes. Determination of the fraction $\alpha$ of intrinsic plasmon excitation accompanying photoemission by conventional photospectroscopy has remained a challenge. Theoretical and experimental estimates vary widely between 0% and 40% (see [22], and references therein) with theoretical models [23,24] expecting a strong dependence on the energy of the released photoelectron. For the absorption of xuv photons in magnesium in the spectral range considered here ($\hbar \omega \sim 120\, \text{eV}$) a vanishing probability for intrinsic plasmon excitation has been predicted. The uncertainties in $\alpha$ result from the difficulty in distinguishing extrinsic from intrinsic plasmons and from ambiguities related to the inevitable background subtraction [25]. Within the multistep scenario of photoemission, extrinsic plasmon excitation occurring in the transport step is time delayed relative to intrinsic plasmon excitation occurring in the primary photoabsorption step. Therefore, attosecond chronoscopy may provide the key to disentangle extrinsic and intrinsic plasmon satellites and, on a more fundamental level, to scrutinize the validity of such a multistep description of photoemission for condensed matter.

In our experiment (for details see [26,27]), a linearly polarized xuv laser pulse with a central energy of 118 eV induces photoemission from a Mg(0001) surface. Collinear to it, a 4.5-fs-long near-infrared (NIR) laser pulse streaks the photoelectrons. Streaking traces of the emission lines from the Mg 2$p$ core level ($E_{bind} \approx 50\, \text{eV}$) and from the conduction band are accompanied by satellite lines at energies reduced by $\hbar \omega_{pl} \approx 10.5\, \text{eV}$ relative to the main line. Here we analyze the streaking traces of the Mg 2$p$ photoelectron line and its single plasmon-loss satellite (Fig. 1). The modulation in emission energy is determined by the momentum shift $\Delta p(\tau) = A(\tau)$ the NIR streaking field imparts on the escaping electron. $A(\tau)$ denotes the vector potential of the laser pulse and $\tau$ the moment of arrival of the photoelectron in the streaking field. Analyzing the first moments of these emission lines as a function of the xuv-NIR delay reveals a relative streaking delay $\Delta \tau_s = \tau[2p + pl] - \tau[2p] = 60 \pm 10\, \text{as}$ of the plasmon satellite line (for details see, e.g., [27]).

One key to the extraction of timing information from attosecond streaking of condensed-matter systems is the penetration depth and dielectric screening of the NIR field at the surface with angstrom accuracy. We employ time-dependent density functional theory (TDDFT) to simulate the formation of the polarization charge layer at the surface. Our results show that a screening charge is formed with its centroid at $z_c \approx 3.5\, \text{a.u.}$ above the topmost atomic layer which determines the effective position of the (electronic) surface. The screening distance for the NIR field is found to be $d \approx 2.5\, \text{a.u.}$ Thus, photoabsorption and formation of the Bloch wave packet take place fully screened from the streaking pulse. Only upon crossing the metal-vacuum interface, the photoelectron is exposed to the NIR field [27].

FIG. 1. (Color online) (a) Experimental streaking traces of the Mg 2$p$ and plasmon-satellite lines; (c) relative shift of the streaking traces (symbols: experimental data; lines: best fit) of about $60 \pm 10\, \text{as}$ can be extracted (zoom-in). (b) Uncorrected NIR-field free photoelectron spectrum and the standard background subtraction [25] are shown. Electron energies are given throughout the text relative to the Fermi energy $E_F$. 
We simulate the photoemission process by the three-step model employing a variant of the semiclassical transport theory described in more detail elsewhere [3]. Accordingly, the location of the primary photoabsorption event is randomly distributed over the topmost 15 layers with a probability density deduced from the layer-averaged ground-state DFT electron-density distribution. The stochastic ionization time distribution follows the Gaussian temporal intensity distribution of the xuv pulse with an FWHM of the intensity of \( t_{\text{xuv}} = 450 \) as. The mean energy of the Bloch wave packet following direct photoexcitation of the Mg 2p core electron is \( E[2p] = \hbar \omega_{\text{xuv}} - E_{\text{bind}} \approx 68 \) eV with width \( \Gamma_{2p} \approx \Gamma_{\text{xuv}} = \pi / \tau_{\text{xuv}} \approx 4.5 \) eV, while the ionization accompanied by intrinsic plasmon (ipl) excitation results in an energy-shifted wave packet ("plasmon satellite") at \( E[2p + ipl] = \hbar \omega_{\text{xuv}} - E_{\text{ipl}} \approx 58 \) eV with \( \Gamma \approx \Gamma_{\text{xuv}} + \Gamma_{\text{ipl}} \approx 6.5 \) eV. Because of the lack of accurate microscopic predictions for the fraction \( \alpha \),

\[
\alpha = \frac{I_0[2p + ipl]}{I_0[2p] + I_0[2p + ipl]},
\]

where \( I_0[2p + ipl] \) and \( I_0[2p] \) are the initial intensities for photoexcitation with and without accompanying intrinsic plasmon excitation, we treat \( \alpha \) as an adjustable input parameter of our simulation to be determined by comparison with the observed streaking delay. Multiple plasmon excitation is expected to be weak and is neglected in the following.

The primary wave packets of the main line and the intrinsic plasmon satellite are propagated through the crystal subject to inelastic and elastic [28] scattering until they either escape through the surface or are slowed down to energies \( (E \leq 40 \) eV) below the detection window. Inelastic scattering is determined from the loss function \(-\text{Im}[\varepsilon^{-1}(q,\omega)]\) for Mg proportional to \( d^2 \lambda(E)_{\text{inel}}/d\omega dq \), the doubly differential inverse inelastic mean free path for a quasi-free electron with kinetic energy \( E = k^2/2 \) (the effective mass of the conduction band electron in Mg is close to 1 a.u. [27]). \( d^2 \lambda(E)_{\text{inel}}/d\omega dq \) determines the probability density for the collisional energy \( (\omega) \) and momentum \( (q) \) transfer as well as the inelastic mean free path \( \lambda_{\text{inel}}(E) \) between two subsequent inelastic collision events treated as a Poissonian stochastic process. We model \(-\text{Im}[\varepsilon^{-1}(q,\omega)]\) for the (almost) free-electron-gas metal Mg using the analytical loss function of Mermin [29,30] [Fig. 2(a)] with parameters derived from comparison with photoabsorption data ("optical data" [31], \(-\text{Im}[\varepsilon^{-1}(q = 0,\omega)]\); Fig. 2(b)).

The dominant feature in \(-\text{Im}[\varepsilon^{-1}(q = 0,\omega)]\) is the plasmon loss peak. The resulting theoretical \( \lambda_{\text{inel}}(E) \) agrees for the energy range presently considered with the NIST reference data [32–34] to within 5%. The small \( \lambda_{\text{inel}}(E) \) (less than two lattice spacings) derived from the bulk dielectric function point to the strong surface sensitivity of the photoemission process at xuv energies. In turn, the largest uncertainties in \( \lambda_{\text{inel}}(E) \) result from surface effects because of the depletion of the electronic density in the vicinity of the surface and the onset of surface plasmon excitation [35–37] spectrally unresolved in the present experiment. We therefore expect \( \lambda_{\text{inel}}(E) \) to be slightly enhanced near the surface compared to its bulk value.

On its path towards the surface the wave packet may suffer a characteristic energy loss \( \Delta E = \hbar \omega_{\text{ipl}} \) by exciting an extrinsic plasmon (ipl) in an inelastic collision. As a result, the portion of the wave packet representing the main line undergoing one inelastic scattering process becomes energetically degenerate with the wave packet associated with the intrinsic plasmon-satellite line, \( E[2p + ipl] \approx E[2p + ipl] \). While spectrally difficult to resolve, the two channels feature different mean transport lengths and, hence, different time delays relative to the xuv pulse. Neglecting, for the moment, the weak energy dependence of \( \lambda_{\text{inel}} \) and other loss channels, a simple estimate for the streaking time delay can be given. In a Poissonian stochastic scattering sequence, the average distance traveled by the photoelectron without undergoing any inelastic scattering process contributing to the main line is \( \lambda_{\text{inel}} \). Correspondingly, the mean distance traveled by electrons undergoing no more than one inelastic scattering appearing in the extrinsic one-plasmon satellite is \( 2\lambda_{\text{inel}} \). Consequently, for exclusively extrinsic \( (\alpha = 0) \) plasmon excitation we expect an approximate streaking delay between the extrinsic plasmon line and the main line of \( \Delta \tau = \lambda_{\text{inel}}/v = \lambda_{\text{inel}}/\sqrt{2E} \approx 65 \) as. In the opposite limit of intrinsic plasmon excitation (close to \( \alpha = 1 \)), this transport-related delay should vanish and the residual delay is given by the difference in intrinsic Eisenbud-Wigner-Smith (EWS) delay \( \Delta \tau_{\text{EWS}} \) between the main line and the intrinsic plasmon satellite which is expected to be small compared to the transport delay in line with the delay \( \Delta \tau_{\text{EWS}} \) for atomic correlation satellites for which \textit{ab initio} calculations yield only a few attoseconds [38].

The simulated mean escape-time distribution [Fig. 3(b)] confirms this simple analytic estimate: electrons which have excited an extrinsic plasmon along their trajectory acquire, on average, a delay relative to those that escape without undergoing an inelastic scattering event of the order of \( \Delta \tau \). The streaking delay \( \Delta \tau = \tau[2p + ipl] - \tau[2p] \) can now be expressed in terms of the mean delay for the \( E[2p + ipl] \)
the streaking delay $\Delta \tau_s$ gives rise to secondary electron-emission processes, of admissible values of $3.5$. This window of admissible values of $\alpha$ to the satellite peak, $I(2p + ipl)$; photoelectrons exciting an extrinsic plasmon (blue line) along their trajectory, $I(2p + epl)$.

electrons given by the weighted average

$$\tau(2p + pl) = \frac{\tau_{ipl}I(2p + ipl) + \tau_{epl}I(2p + epl)}{I(2p + pl)}, \quad (2)$$

where $I(2p + ipl)$ and $I(2p + epl)$ depend on $\alpha$ and on the inelastic scattering process, i.e., on $\lambda_{inel}$. As the partial intensities also determine the experimental intensity ratio of the direct and plasmon-loss peaks,

$$R = \frac{I(2p)}{I(2p + pl)} = \frac{I(2p)}{I(2p + epl) + I(2p + ipl)}, \quad (3)$$

the experimental values of $R$ and $\Delta \tau_s$ can be used to determine both $\alpha$ and the effective $\lambda_{inel}$ simultaneously. The extraction of the accurate value of $R$ depends sensitively on the details of the background subtraction. Applying the Shirley procedure [25] we find $R \approx 3$. Alternatively, assuming the main line to be background free and only the plasmon satellite is distorted by secondary electron-emission processes, $R$ increases to about 3.5. This window of admissible values of $R$ restricts the range of admissible values of $\alpha$ to $0.05 \leq \alpha \leq 0.15$ consistent with the streaking delay $\Delta \tau_s = 60 \pm 10$ as (Fig. 4). Theoretical values of $\Delta \tau_s$ as a function of $\alpha$ agree with the experimental value $\Delta \tau_s = 60$ as for $\alpha = 0.05$ when using the bulk value by $\Delta \lambda$ in the transport simulation (lower red line in Fig. 4). A possible slight enhancement of $\lambda_{inel}$ near the surface relative to its bulk value, $\Delta \lambda$, retaining agreement between simulation and experiment is delimited by $\Delta \lambda \lesssim 1$ Å or less than 20% (upper red line in Fig. 4). The comparison between experiment and theory in the $(\Delta \tau_s, \alpha)$ plane (Fig. 4) thus provides the opportunity to simultaneously determine the intrinsic plasmon excitation rate ($\alpha = 0.1 \pm 0.05$) and the inelastic mean-free-path near surfaces ($\lambda_{inel} = 5.5 \pm 0.5$ Å) with unprecedented accuracy. Combining temporal and spectral information, a small but finite probability for intrinsic plasmon excitation in a prototypical simple metal, magnesium, at photon energies of $h\nu \approx 100$ eV well below the sudden shake-up regime can be unambiguously determined. The window of admissible fractions $\alpha$ for intrinsic plasmon-satellite excitation found is consistent to that of typical atomic shake-up excitation probabilities at comparable energies (e.g., He $\sim 7\%$ [39,40]) providing a measure for electronic ground-state correlation in atoms.

In this work we have demonstrated the ability of attosecond chronoscopy to temporally resolve spectrally overlapping processes accompanying photoemission from solids. The measurement of streaking time shifts in combination with photoelectron spectra provides the key to disentangle emission channels that are energetically degenerate. For the prototypical case of the nearly-free-electron metal Mg we have demonstrated the deconvolution of the plasmon-loss peak in the electron-energy spectrum into intrinsic and extrinsic contributions. Contributions due to intrinsic and extrinsic plasmon excitation can be disentangled with remarkable accuracy. Concomitantly, the characteristic transport length can be probed with (sub)angstrom precision. This method holds the promise to probe the many-electron response in the photoemission from more complex and strongly correlated materials [41] in unprecedented detail.
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