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Abstract

A challenging problem in biology is the incompleteness of acquired information when visualizing biological phenomena. Structural biology generates detailed models of viruses or bacteria at different development stages, while the processes that relate one stage to another are often not clear. Similarly, the entire life cycle of a biological entity might be available as a quantitative model, while only one structural model is available. If the relation between two models is specified at a lower level of detail than the actual models themselves, the two models cannot be interpolated correctly. We propose a method that deals with the visualization of incomplete data information in the developmental or evolutionary states of biological mesoscale models, such as viruses or microorganisms. The central tool in our approach is visual abstraction. Instead of directly interpolating between two models that show different states of an organism, we gradually forward transform the models into a level of visual abstraction that matches the level of detail of the modeled relation between them. At this level, the models can be interpolated without conveying false information. After the interpolation to the new state, we apply the inverse transformation to the model’s original level of abstraction. To show the flexibility of our approach, we demonstrate our method on the basis of molecular data, in particular data of the HIV virion and the mycoplasma bacterium.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image Generation—Display algorithms
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1. Introduction

Biologists often utilize illustrations and 3D animations to communicate their knowledge to different audiences, such as students or the general public. However, the creation and the maintenance of these animations in regard to new research is a challenging task. When the current knowledge in biology changes due to new scientific discoveries, the illustrations and animations may become out of date and they need to be recreated. This is a time consuming task, since depending on its complexity, it can take weeks or months to create a 3D animation describing a biological process.

To avoid the manual re-creation of illustrations and animations when new knowledge about a phenomenon is gathered, biologists produce complex computational models and simulations, which describe the biological processes and phenomena according to their current knowledge. The communication of these phenomena is then carried out by the visualization of these models. When the biology knowledge changes, the computational models are simply updated, while the visualization pipeline remains the same. This allows for much shorter turnaround times for the communication of science with illustrations and animations.

However, the acquired scientific knowledge about biological phenomena is often sparse and the processes cannot usually be modeled with absolute accuracy. While a lot can be known about a particular biological system, there is usually still even more unknown. Illustrators have to deal with uncertainties when utilizing these biological models. In order to avoid the conveying of false information, they have to respect the information incompleteness when visualizing biological phenomena.

For instance, we have a relatively good understanding of the chemical composition of the HIV at various stages of development, such as the immature and mature stages of the virus. We know which proteins from an earlier stage build up structures in later stages. However, it is not exactly known in which order the chemical reactions are happening. Structural biologists are able to build computational models of the immature and mature HIV, which are relatively accurate. However, they cannot model the process of HIV maturation, which is the transition between these two stages, with the same level of accuracy because of the missing information about this process. This has to be taken into account when these models are used to illustrate the process of the transition of the HIV between its development stages.

When the specifics about certain developments are unknown, scientific illustrators can only show these processes in abstracted ways, e.g., by choosing a viewpoint or representation where the unknown is not visible. The illustrators reduce the level of detail of the available models to match their knowledge about the process, so that the created animation does not imply false information. These abstracted representations are created manually, according to the current knowledge in biology and the illustrator’s artistic expressions.

Based on this concept of the visual abstraction, we propose a method for the creation of visual transitions between different molecular models. The method deals with the challenge of conveying incomplete information about the relation between two models. The relation describes the biological process that relates one model to another. Our approach supports the depiction of those processes at multiple levels of visual abstraction, depending on the degree of information that is available.

To enable the interpolation between models at different levels of visual abstraction, we automatically generate several representations of the available models with varying level of detail, which we refer to as levels of visual abstraction. It is possible to smoothly interpolate between those representations in order to continuously reduce the level of detail of a visualized model. Before transitioning between two models, we therefore first interpolate to a higher level of visual abstraction, where the interpolation between the models would be meaningful and would correspond to our knowledge about the process. We display the transition between the models in this visual abstraction level, and then inverse transform back to the original representation of the model, i.e., the lowest level of visual abstraction. In this way, we are able to perform a meaningful interpolation between two models which sparsely represent a biological process or a phenomenon. This ensures that the generated animation does not imply false information about the illustrated biological process.

The main contribution of this paper is a method for creating illustrative transitions between molecular models, such as different development stages of a virus, where the actual process of the transition is not exactly known or it is too complex to model. We specifically address the following challenges in our design:

- The visual abstraction of multifaceted molecular data.
- The transition between different levels of visual abstraction.
- The transition of multifaceted molecular data between different models at different levels of abstraction.

2. Related Work

Since our method comprises elements from different visualization areas, the discussion about related work is split into the categories of schematic illustrations of molecular data, and visualization approaches that illustrate or compare change in data.

2.1. Schematic Illustrations of Molecules

Molecular data and corresponding processes on a molecular level are highly complex. Schematizations are therefore often utilized to convey knowledge about these processes on a more abstract level in order to focus on the relevant information for the corresponding context. Goodsell [Goo99] separates molecular representations into atomistic and continuous models. The schematization of atomistic models usually shows either chemical bonds or the surface of a molecule, whereas illustrations of continuous models visualize derived properties of the underlying molecules. Falk et al. [FKBE09] especially emphasize the analysis of signal transduction and therefore propose a schematic visualization that depicts individual molecules and their tracks, or reactions. With the introduction of a cartoon representation for molecules [Ric81] more abstract illustrations [HOF04, WB11] were proposed, especially to schematize the structure of molecules. Cipriano and Gleicher [CG07] propose a simplification of the molecular structure that preserves significant shape features. They utilize symbols placed on the surface to visually encode additional properties. Closely related to our
work is the approach by Zwan et al. [VDZLBH11], which is able to gradually transform the visualization of one molecule between different degrees of visual abstraction. In contrast to their approach, we focus on our schematization approach on the quantitative and structural level of complete models of viruses and bacteria, which enables smooth transformations between different states.

2.2. Visualization and Understanding of Change

Comparative Visualization. The comparison and the establishment of relationships between complex objects is often a challenging task. Comparative visualization provides support in fulfilling those tasks. The design of comparative visualizations is traditionally categorized into juxtaposition, superposition or explicit encoding of relationships [GAW*11]. Vivek et al. [VP04] argue that side-by-side comparisons impose the task of finding and quantifying differences on the user instead of on automation. We remedy this drawback by visually encoding quantities directly within the objects. Further, we make use of superposition, but instead of directly overlaying objects, we smoothly transition from one object into another.

Small multiples [Tuf90], coordinated multiple views (CMV), and static images in conjunction with traces and glyphs are typically used to visualize transitions, trends, correspondences or sequences [RFF*08]. Hsu et al. [HMC11] present an automated method for the illustrative visualization of multi-scale phenomena. They generate an image that contains multiple levels of detail of one subject by blending the renderings of multiple pin hole cameras at different zoom levels. VisLink [CC07] establishes relationships between 2D visualizations through placing them in 3D space and drawing edges between different nodes of the visualizations. However, this visual connection of related objects is not feasible for our approach, since our data is 3D, consists of a large number of molecules (more than 20000 in the model of the HIV virion), where the relationship between individual molecules is in many cases not known.

Animated Transitions between Visual Representations. Tversky et al. [TMBO02] summarize cognitive studies on the benefits of animation. Although, they conclude that animation alone has not been convincingly demonstrated to be superior to static illustrations, other findings of their study suggest a direction for research on animations in visualization. They report that animation together with basic interaction methods like pausing, partial replaying, zooming and change of perspective might be key to enhance the effectiveness of animation. Robertson et al. [RFF*08] state that animated transitions of data is more enjoyable and exciting to users. They also found that it was significantly faster, when used for presentation but less exact and less effective for analyzing data.

Kosara et al. [KSH04] use 3D scatter plot matrices to establish a link between the physical layout and the abstract dimensions of the data. Their work is an early attempt to connect information visualization and scientific visualization using points as data primitives. Elmqvist et al. [EDF08] present an exploration technique for multi-dimensional data. They place scatter plots on the sides of a dice and animate the transitions when the dice is rotated. Guilmaine et al. [GVM12] compare different animated transitions of tree structures. They find that hierarchical animation is better suited for the tracking of changes. Basch [Bas11] describes possibilities for animated transitions between volumetric rendering and abstract views like histograms and scatter plots. They use staged animations to reduce occlusion. Hurter et al. [HTCT14] present a more general technique that interpolates data points between different views which are projections of the original data dimensions. They demonstrate applications for volume data, as well as for images. Their approach addresses occlusion with interaction methods like brushing and locking of data points. Heer and Robertson [HR07] show animated transitions between different visual representations of statistical data. Their work makes extensive use of staging to reduce occlusion and clutter. Huron et al. [HVFi13] present the visual sedimentation metaphor for the animation of data streams. This metaphor allows to transition from discrete visual elements to a continuous representation. We employ a similar metaphor for the transition of spatial objects to abstract charts.

3. Method Overview

While the production of computational models of biological structures already reaches atomic resolution, the highest level of detail at which these biological processes are described is often significantly lower. The knowledge that describes the relations between the stages of development is therefore often incomplete. How should the visual transition between two high-detail models be conveyed when their relations are only modeled in lower detail? Illustrators want to show the highest level of structural detail that is available to them, while at the same time they want to avoid conveying wrong information about the relations between them.
Our method addresses this issue with forward and inverse visual abstraction. By abstracting a highly detailed structural model down to the level of detail, on which the mapping information between process stages is available, an interpolation from one stage to another is possible without conveying wrong information. After the transition between the two stages of the biological process is completed in the visually abstracted representation, we increase the visual degree of detail of the new stage that we transitioned to again to the highest level by applying the inverse abstraction transformation. With this approach we can display, both, models and relations between models at the highest level of detail available.

This strategy is depicted in Figure 2. Axis \( d \) describes the degree of incompleteness, in which the relation (or mapping) between the two models is described. The further away two models are on this axis, the less detail of how one model relates to the other one is available. We denote this as the distance in mapping space. A distance of zero in mapping space corresponds to a complete description of the relation between two models (independent of how detailed the models are). If the models are described on a higher level of detail than the relations between them, the distance in mapping space increases. Axis \( a \) describes the levels of visual abstraction of a model. The further two models are apart in mapping space, the higher we have to abstract both models before we can interpolate them. We have to abstract the models to the level of visual detail that corresponds to the level of detail, at which the relation between the models is described. The number of abstraction levels therefore has to be symmetrical to the maximal degree of incompleteness in the relation between the models, i.e., the maximal distance in mapping space. We depict this symmetry by the curves that are drawn between two models in Figure 2.

How many levels of abstraction there should be, and how the distance between two models is measured, depends on the type and complexity of the data that should be presented. In the case of molecular models at the scale of complex viruses and simple bacteria, we define four levels of abstraction on Axis \( a \), as well as four discrete distances in mapping space on Axis \( d \).

The molecular data, on which we demonstrate our method, describes biological organisms at atomic resolution. Biologists model their mesoscale data according to so called recipes [JAAA15] that describe the molecular and structural composition of a model. These recipes are executed by a packing algorithm that populates the space with the specified macro molecules. The result is a 3D molecular model of an organism that consists of tens of thousands of molecular instances, each comprised of thousands of atoms. This comparatively large number of molecular instances originates from a relatively small range of protein types. In the case of the HIV virion, 20,000 molecular instances are distributed across 42 different types of molecules. The molecules are densely packed within their respective compartments of the model and also constitute the walls of the compartments. Figure 1 displays two models of the HIV virion at the four different levels of visual abstraction.

Figure 3 displays the four degrees of incompleteness, i.e., the four discrete distances in the mapping space between molecular models that we identified. In the following, we describe the levels of visual abstraction that are necessary to match two models at different degrees of incompleteness.

### 3.1. Level 0 - Implicit Relations

**Abstraction of data and representation:** The lowest level of visual abstraction corresponds to the highest level of detail that a molecular model is represented in. The cellular data is depicted at atomic resolution. Even though it features the highest level of detail, this level is still an abstraction from reality, as the data is not measured but computationally modeled and simulated. Typically, only macro molecules are represented while smaller, more common molecules, such as water molecules, are omitted from the presentation.

**Matching of models:** For a proper matching of relations between models at any given level of detail, the entities that the respective level of detail is composed of need to be related to each other. At this level of abstraction, the data is displayed in its highest level of detail, at atomic resolution. A transition between two models at this level therefore requires a definition of relations between the individual protein molecule instances in each model. This corresponds to a distance of zero in mapping space at the lowest level of abstraction. Processes at this level of detail describe, for instance, how individual proteins split up and merge to form new proteins and structures, e.g., in the life cycle stages of a cell. The presentation of processes that transform a biological data set from one state to another at this level of detail is typically handled by simula-
and/or merge into new protein types in the other model. Types across models in terms of how they split up in one model
compartments, and the localizations of protein types across compartments. The quantities of each protein type in a model are known, as well as how the quantities relate to the quantities of the other model, i.e., 50% of protein A combine with protein B to result in protein C in the other model. Protein shape information is still available, as well as the shape of high level structures in the biological organism, such as cell membranes. This degree of incompleteness of mapping information corresponds to a distance of 1 in mapping space in respect to the lowest level of abstraction (Level 0). By visually abstracting the model representation to this level, the distance in mapping space becomes zero and a smooth transition between the two models that avoids false information is possible.

Further, protein quantity matching information is still available. The quantities of each protein type in a model are known, as well as how the quantities relate to the quantities of the other model, e.g., 50% of protein A combine with protein B to result in protein C in the other model. Protein shape information is still available, as well as the shape of high level structures in the biological organism, such as cell membranes. This degree of incompleteness of mapping information corresponds to a distance of 1 in mapping space in respect to the lowest level of abstraction (Level 0). By visually abstracting the model representation to this level, the distance in mapping space becomes zero and a smooth transition between the two models that avoids false information is possible.

Abstraction of data and representation: In order to visually abstract a model from Level 0 to Level 1, we reduce the number of displayed molecules, thus abstracting the model to a level of detail where we do not have to display the missing information of individual molecule instance relations anymore. Now we can match and smoothly interpolate between the shapes of molecule/protein types, the quantities of each type, the shapes of high level structures, e.g., compartments, and the localizations of protein types across compartments.

3.2. Level 1 - Pathways

Matching of models: If the knowledge about the detailed processes that transform a model from one developmental or evolutionary state to another is not available, the relations between two models have to be defined at a lower level of detail, i.e., at a higher level of abstraction. At this level, the relation between individual molecule instances is not known anymore. However, knowledge about the relation between protein types in each model, i.e., protein pathways, is still available. This requires the matching of protein types across models in terms of how they split up in one model and/or merge into new protein types in the other model.

Further, protein quantity matching information is still available. The quantities of each protein type in a model are known, as well as how the quantities relate to the quantities of the other model, e.g., 50% of protein A combine with protein B to result in protein C in the other model. Protein shape information is still available, as well as the shape of high level structures in the biological organism, such as cell membranes. This degree of incompleteness of mapping information corresponds to a distance of 1 in mapping space in respect to the lowest level of abstraction (Level 0). By visually abstracting the model representation to this level, the distance in mapping space becomes zero and a smooth transition between the two models that avoids false information is possible.

Abstraction of data and representation: In order to visually abstract a model from Level 0 to Level 1, we reduce the number of displayed molecules, thus abstracting the model to a level of detail where we do not have to display the missing information of individual molecule instance relations anymore. Now we can match and smoothly interpolate between the shapes of molecule/protein types, the quantities of each type, the shapes of high level structures, e.g., compartments, and the localizations of protein types across compartments.

3.3. Level 2 - Quantities

Matching of models: Matching at the second level of visual abstraction is necessary, when we do not possess information about the relation between the proteins across models, i.e., about the protein pathways. The relation of protein type quantities and high level structures across models is still available though.

This degree of incompleteness of mapping information corresponds to a distance of two in mapping space in respect to the lowest level of abstraction. We therefore have to transform the models to the second visual abstraction level before we can interpolate them properly.

Abstraction of data and representation: Since we cannot show the relation between protein types due to the missing pathway information, we abstract the protein type representatives away. What is left is the high level structures, i.e., compartments. We therefore have to substitute the quantitative information that was represented in the protein representative count in the previous level of abstraction. This can be achieved by applying abstract visual encodings, for instance, by filling the compartment structures with colored bars that represent the protein type quantity in the respective compartment.

3.4. Level 3 - Structures

Matching of models: At this degree of incompleteness of mapping information, we only have information about which high level structures in model A correspond to which high level structures in model B. Information about protein type and quantity relations is not known anymore. We therefore have to further increase level of visual abstraction of our models in order to interpolate them properly.

Abstraction of data and representation: To further increase the level of visual abstraction, we remove the quantitative per-compartment information of protein types. This leaves us with just the high level structures that now allow a proper matching of the models.

4. Method Implementation

In this Section, we describe the implementation of our method for molecular data. All four proposed levels of visual abstraction, applied to two distinct models, can be seen in Figure 1 marked with the respective numbers.
4.1. Simplified Rendering

Since the visual abstraction levels 1-3 are based on the display of high level structures, i.e., molecule compartments, we apply a simplified rendering approach to create these compartment shapes. This method merges the 3D information about the individual molecules into aggregated geometrical shapes representing individual compartments within the model, together with their inherent hierarchy.

To create these aggregated geometrical shapes, we take the rendering of the molecular model and blur it with a Gaussian filter including the alpha channel in a post processing step. The radius of the filter specifies, to which degree the compartment shapes will be simplified. The blurring serves as a fast and easy way to create a smooth structure from the noisy patterns of the densely packed macro molecules.

Subsequently, a steep ramp function is applied to the alpha channel of the blurred rendering. This results in hard edges, which are however smoothed by the Gaussian filter. Finally, we apply a Sobel operator on the alpha channel and use the output to display contours of the generated shape. These contours allow us to distinguish the blurred compartment shapes from each other. This process is illustrated in Figure 4.

The simplification process is applied to all compartments individually, i.e., only the molecules of a given compartment are rendered in the same pass. This results in a rendering of the individual compartments within separate layers. The layers are subsequently composed through alpha-blending, as illustrated in Figure 5. During the composition, the layers representing the most enclosed structures are added last. This ensures that the hierarchy of the compartments is visible in the simplified rendering from any viewing direction. However, this requires that the underlying model has an onion-like structure of the individual compartments. If there is too much overlapping of the compartments, the clarity of the simplified rendering is reduced.

4.2. Level 0 - Implicit Relations

On this level, the molecular visualization framework cellVIEW [LAPV15] is used to display the molecular data. Simplified rendering is not applied on this level. We use the cellVIEW output as a starting point for the simplified rendering and subsequently for all the other levels of abstraction. In principle, other molecular visualization techniques could be used as a starting point, as well.

4.3. Level 1 - Pathways

On the second level of visual abstraction, we display the structural information of the model, including the hierarchy of its compartments, individual membranes defining the compartments, as well as representative specimen of matrix proteins in the model. These representatives serve as examples of the chemical composition of the individual compartments within the model. This level of abstraction features a cross-section view of the entire model, while the number of individual molecules is significantly reduced.

By presenting representatives of proteins in a cross-section view, we free up screen space to enable the display of pathway information. The remaining protein representatives can then be used to demonstrate chemical processes, such as the splitting and merging of proteins across model states.

We use the simplified rendering of the model as background on top of which we display selected protein representatives. The representatives are split into two categories: matrix proteins and membrane proteins.

For matrix proteins, the amount of selected specimen of each protein type is proportional to the amounts of the molecules of this protein type in the original model, in order to convey the relative quantities of the proteins per type. They are chosen randomly from all the protein instances, approximating uniform distribution within the data.

The orientation of the selected specimen is modified so that they face the current viewpoint. We find the smallest dimension of the minimum bounding box of each protein type \((x, y, \text{or } z)\). Each selected specimen is then rotated so that the smallest dimension of its bounding box is parallel to the viewing direction. This way, the shapes of the selected specimen are better conveyed. Additionally, the representative specimen are scaled up by a constant factor (in our implementation, we use factor of 2) so that their shapes are better visible.
Representatives of the membrane proteins are neither rotated to face the current viewpoint nor scaled up, since they also convey structural information about the individual membranes. For the membrane proteins, all those are selected whose principal direction is perpendicular to the viewing direction. Therefore, the displayed membrane proteins form boundaries between individual compartments within the simplified rendering and show the shape and molecular composition of these compartments.

Since all the selected specimen are located on their original positions, and only their rotation and scale changed, it is possible to smoothly interpolate from the first level of abstraction to the second one without introducing unnecessary visual clutter. This is achieved by displaying the original molecular rendering of the model on top of the simplified rendering with a blurring radius of 0. Subsequently, the rotations and the scales of the selected specimen are interpolated to the desired values, while the scales of all the other molecules are interpolated towards zero. We use spherical linear interpolation (SLERP) for interpolating rotations which are specified by quaternions. For interpolating the scales, linear interpolation is used. We achieve an incremental abstraction of the compartment shapes by continuously increasing the blurring radius of the simplified rendering, concurrently with the rotation and scale interpolation.

The time offset for starting the interpolation of the scales and rotations of the individual molecules can be made dependent on a distance field, so that not all the molecules are interpolated at the same time. Similarly, this interpolation can be performed sequentially for the individual compartments. This transition is depicted in Figure 6.

4.4. Level 2 - Quantities

In this level of visual abstraction, all the spatial information of the individual protein molecules is replaced by more abstract quantitative information. The simplified rendering is used as context. We overlay selected compartments from the simplified rendering by stacked bars, which show the quantities of the individual protein types within those compartments.

In our implementation, we encode the protein quantities in the height of the bars. This is achieved by finding the topmost and bottommost pixels of the overlaid compartments and taking the difference of their y coordinates to calculate the total height of the compartment. This height is then proportionally divided to create the individual stacked bars. Alternatively, the protein quantities could be encoded in the bar areas, or by other information visualization means, such as a tree-map within a compartment.

The protein colors are used for the respective bars. Additionally, a color gradient is applied to each bar, so that the color luminance slightly increases with decreasing y coordinates. This ensures that there is a visual separation between consecutive bars, which might be of similar colors. Currently, the protein coloring is randomized, as there is yet no standardized color scheme for these macro molecules. The coloring of the simplified shapes representing the compartments results from the blurring of colors of the proteins within each compartment.

To transition to this level of visual abstraction from either of the previous levels, all the molecules displayed on top of the simplified rendering are continuously scaled down until they disappear. Simultaneously, the stacked bars are faded-in through alpha blending. The color saturation of the compartments where the stacked bars are not shown is continuously decreased to steer the viewers’ attention towards the stacked bars, while the shapes of other compartments provide the context (see Figure 8 (c) and (d)).

4.5. Level 3 - Structures

In the highest level of abstraction, only the structural information of the model is shown. This is essentially the simplified rendering of the model without any overlays, as described in Section 4.1. To transition to this level of abstraction, the molecules displayed on top of the simplified rendering are removed by continuously scaling them down. Stacked bars from the previous level of abstraction are faded away through alpha blending.
5. Results

In this Section, we demonstrate the results of our method by applying it to two molecular data sets. The first example depicts the transition of an HIV virion from its immature to its mature state. The second example depicts the transition of a mycoplasma bacterium between two simulation states.

5.1. HIV Data Set

In this example, we show the relation between two data sets of an HIV virion at different development stages: immature and mature.

We know in theory that the large proteins in the immature model split up into multiple smaller proteins that, in the mature virus, correspond to three different compartments: the virus membrane, the capsid, and the capsid interior. However, we do not have the actual pathway information that describes the relations between proteins in the different maturity states. We only know, which compartments correspond to which ones in each model.

We know about the quantities of protein types in each model, since we have detailed models of both states. However, we do not have a direct relation between the quantities in both models, since many intermediate development steps between these two states are unknown. We therefore also cannot depict the relation of quantities accurately. We have to abstract the immature HIV model to the highest level of visual abstraction (Level 3) before we can show its relation to the mature HIV model without conveying false information.

The transition between both models at visual abstraction Level 3 is shown in Figure 7. The orange, green, and gray structures in (a) correspond to the red, yellow and gray compartments in (d). We achieve the transition between both models at this level of visual abstraction simply by scaling the blurred structures in the simplified rendering of the immature HIV virion to zero, while simultaneously scaling the structures of the mature HIV virion from zero to their original size. After the transition, we apply the inverse abstraction on the mature data set back to the lowest level of visual abstraction, as can be seen in the lower half of Figure 1.

5.2. Mycoplasma Data Set

We applied our method to a model of mycoplasma mycoides (Fig. 8). With this data set, we have the opposite situation as in the previous example. Many high resolution simulations of the mycoplasma life cycle stages are available [KPC14], while the mycoplasma 3D model is a work in progress. Biologists are developing it since more than one year at the time of writing. We therefore only have access to one incomplete model but to many detailed quantitative simulation results.

In contrast to the previous example, this quantitative information between development states has been sampled at a high frequency. This means, that interpolating the quantities between two time steps of the simulated model would not convey false information about the relation of quantities.

This means that we do not have to abstract all the way to the highest level of abstraction (Level 3). However, even if the detailed protein pathway information between models would be known, we do not have the complete 3D model information required for an interpolation at Level 1. Therefore we can only show the development of protein type quantities in visual abstraction Level 2.

The transition between time steps in the development cycle of the mycoplasma is achieved by simply interpolating the quantities of proteins. This results in the growing and shrinking of the corresponding bars that fill the respective compartments. Annotations could be used to explain the meaning of the individual bar colors.

Further, we do not necessarily have to inverse the abstraction of the model after we finished the transition of protein quantities between different model states, since we only have one 3D model of the mycoplasma.

6. Discussion and Expert Feedback

In this Section, we first discuss the design choices that lead to our method and subsequently present feedback, which we received from two domain experts.
6.1. Design Choices

The choice of organizing the visualization in four different levels of visual abstraction results from the characteristics of our data. Our molecular data comprises molecular structures that are organized in different compartments that are hierarchically ordered. In order to apply our method to data that features different characteristics, the number of abstraction levels may have to be adjusted. The applicability of our approach is not conceptually limited to molecular data. The approach is applicable to any domain that exhibits data with the same characteristics, namely a possible discrepancy between the modeled or measured detail in data points and the relation between these data points.

Using animated transitions to demonstrate the relationship between two different model states provides an implicit way of showing the link between related structures. In some cases, explicit encoding of these relations might be more desirable, e.g., by drawing edges that link related objects [WPL’10, CC07]. In our case however, a direct linking is not feasible for our data characteristics, since the concrete relation between entities is not always known.

6.2. Domain Expert Feedback

We received feedback from two domain-experts, a researcher that specializes in molecular illustrations and animations, and a researcher with the focus on molecular modeling. Both were very excited about the concept of automatically transitioning between two molecular data sets, as they had to create such results manually in Maya until now. In fact, the idea and inspiration for our method came from discussions with one of the researchers during another project. The researchers were already positively surprised when we showed them a prototype of our method where we interpolated between the HIV models. Also the levels of abstraction that we designed received positive attention. One domain expert stated that the abstraction successfully conveyed the compartmentalizations and compartment-to-compartment relationships in the virus. Also the “painting style” that the image space blending achieved was complemented. The illustrator stated, “This transition does a great job of taking a densely packed model and simplifying it to reveal the composition of molecules that are isolated to each compartment, while still retaining a simplified rendition of the compartment.” The experts appreciated that the transition conveyed additional information that would not have been visible with a simple depiction of the original and target state. “The transition lets the viewer see the complexity of the structure, where the final image is simplified.”

7. Conclusion and Future Work

In this paper, we propose a method that deals with the creation of illustrative transitions between molecular models, where the actual process of the transition is not or only partially known. Our method utilizes visual abstraction to achieve smooth transitions between different models while respecting the known relational information. Instead of directly interpolating between two different models, we gradually forward transform the models into a level of visual abstraction that matches the preciseness of information about the relationship. These transitions provide intuitive connections between the structural and quantitative characteristics of the two dissimilar models. We exemplary demonstrate the flexibility of our approach on the basis of data sets of the HIV virion and the mycoplasma bacterium. We have received positive feedback from domain experts in the field of biological modeling, and animation. The concept of our approach is applicable to all types of data that exhibits the same characteristics, i.e., where relations between individual (hierarchical) data elements across different data samples can be described on multiple levels of detail and where the knowledge about the model states might not match the knowledge about the relation between those states.

With the proposed method we have started to explore how to relate different states of molecular data with varying levels of relationship knowledge. A natural advancement for this method is the design of transitions for cases where the level of relationship knowledge varies between regions or categories of connected objects. For instance, if only the relationship between certain kinds of molecules is known but not between others, different levels of abstractions could be blended together.

We hope to see further advancements, inspired by our approach, in dealing with missing information in bio-medical data visualization, and in uncertainty visualization in general.
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