Abstract—The annotation of cellular nuclei in images of tissue sections is a time-consuming but crucial task in quantitative microscopy. We present a machine learning framework incorporating expert knowledge enabling biologists to annotate a large number of nuclear images in a reasonable time. The proposed system is designed to generate three successive levels of annotation, each presenting more details until single nuclei are annotated. Moreover, the output of each level is used to update the model of the next level, increasing the performance speed of the system. A crucial task is the separation of aggregated nuclei. This task is modeled as an Integer Linear Program (ILP), based on the output of an ensemble segmentation and solved by using a genetic algorithm. To incorporate user input at runtime, we use a modified version of an Online Random Forest (ORF), porating expert knowledge enabling biologists to annotate a large number of nuclear images in a reasonable time. The proposed system is designed to generate three successive levels of annotation, each presenting more details until single nuclei are annotated. Moreover, the output of each level is used to update the model of the next level, increasing the performance speed of the system. A crucial task is the separation of aggregated nuclei. This task is modeled as an Integer Linear Program (ILP), based on the output of an ensemble segmentation and solved by using a genetic algorithm. To incorporate user input at runtime, we use a modified version of an Online Random Forest (ORF). The proposed system was tested by biologists annotating images using a genetic algorithm. To incorporate user input at runtime, we use a modified version of an Online Random Forest (ORF).

I. INTRODUCTION

In quantitative microscopy, a precise segmentation of nuclear images is crucial to generate reliable quantification results [1]. Automated or semi-automated segmentation of fluorescence images presenting cellular nuclei of grown or cytospinned cells is a well-studied topic. However, the segmentation of nuclear images of tissue sections remains challenging. This is due to the fact that nuclei present in tissue sections are of different cellular types, different morphology and overlap with other nuclei. Moreover, a section is a 2-dimensional representation of a 3-dimensional specimen resulting in nuclei presenting irregular shapes, varying morphology and differing size. In case of fluorescence imaging, the nuclei present blurred borders and partially weak signals due to damaged nuclei or out-of-focus light. All of these challenges enhance the complexity of automated or semi-automated image segmentation.

In a machine learning setting, features of manually segmented nuclei (i.e. texture, morphology) serve as training data used by automated systems designed to segment new images. The performance of these systems depends heavily on the accuracy of the manual segmentations, called annotations. Usually, a large number of training data is needed to achieve a precise automated segmentation of new images, especially in the context of tissue cytomtery [2]. Due to the aforementioned challenges, the process of annotation is a time-consuming task in tissue imaging. To establish a reference time for a fully manual annotation, two experienced biologists, referred to as expert users, annotated a nuclear image of a ganglioneuroma tissue section by drawing polygons along the contour of each nucleus manually. The time needed to annotate the image was 105 minutes. This has to be reduced to at least 45 minutes due to personnel costs and lack of time to allow for the annotation of a large number of images used as input for machine learning.

Automated or semi-automated segmentation algorithms can support the annotation of nuclear images. A good overview of nuclear segmentation algorithms is presented by Dima et al. [3]. Many different modifications of the watershed algorithm [4] are used, based on a distance transform, the gradient of the input image and/or foreground/background markers. The watershed algorithm tends to oversegment images, thus, strategies correcting the output image were developed [5]. A nuclear segmentation algorithm based on finding edges to reconstruct nuclei if at least three nuclear borders were found was proposed by Arslan et al. [6]. Laurain et al. [7] proposed a method for detecting seed points in images of tissue sections, one for each nucleus, and apply a region growing algorithm subsequently.

Most of the segmentation algorithms are designed to work on a certain type of cell and/or of image captured in specific modalities. Depending on the setting, these algorithms perform well in segmenting nuclear images of certain specimens they were designed for. When applying these algorithms to nuclear images of different specimens, they may perform less optimally. In the case of nuclear images of tissue sections, nuclei of multiple types of cell are present appearing with all aforementioned kinds of morphology. Therefore, applying existing segmentation algorithms to images of tissue sections will perform well for certain types of nuclei present, but will fail for others. By applying an ensemble segmentation consisting of existing segmentation algorithms performing well for certain types of nuclei each, all different types of nuclei could be segmented.

The aim of this work was to create a machine learning framework supporting the expert user in annotation of multiple...
nuclear images of tissue sections in a reasonable amount of time.

We propose a novel framework by splitting the task of nuclear image annotation into three levels, each guided by user interaction. Annotated objects are used to update classification models that predict classes of new objects, allowing to increase the performance speed of the overall framework. We use ensemble segmentations [8] composed of existing segmentation algorithms to segment the nuclear images within two steps of our workflow. To split aggregated nuclei, we formulate an Integer Linear Program (ILP) which is solved by using a genetic algorithm. To increase the performance speed of our system at run time, we use an Online Random Forest (ORF) [9] to update the models used online. Moreover, we modified the ORF to calculate confidence intervals reflecting the reliability of a prediction, used as an additional input to the genetic algorithm.

II. MACHINE LEARNING FRAMEWORK

We propose a workflow for the annotation of nuclear images of tissue sections. The workflow is divided into three subsequently executed steps we call levels of annotation. Many nuclear segmentation algorithms are designed using some or all of these three levels while processing an image, thus, existing algorithms can be easily adapted to our framework. The complete workflow is presented in Figure 1.

The three levels of annotation are:

- **Level one**: Creation of a segmentation mask \( S_1(x, y) \) of a raw nuclear image \( I(x, y) \) separating foreground from background. \( S_1(x, y) \) is a binary image where pixels holding a greyvalue of one represent foreground information in \( I(x, y) \).
- **Level two**: Creation of labeled segmentation masks \( S_{2S}(x, y) \), \( S_{2C}(x, y) \) and \( S_{2N}(x, y) \) based on \( S_1(x, y) \). \( S_{2S}(x, y) \) contains all objects classified as single nuclei. \( S_{2C}(x, y) \) contains all objects classified as clumps (agglomerates of nuclei or single nuclei agglomerated with additional background pixels), and \( S_{2N}(x, y) \) contains all objects classified as not-analyzable (i.e. objects made up of out-of-focus light, damaged nuclei).
- **Level three**: Creation of a segmentation mask \( S_3(x, y) \) containing all distinct single nuclei present in \( I(x, y) \). The objects in \( S_{2C}(x, y) \) classified as clumps in level two have to be separated to obtain the single nuclei. The process will be referred to as ‘clump split’. The final segmentation mask \( S_3(x, y) \) contains the objects from all clump splits of level three and the objects of \( S_{2S}(x, y) \), and thus, represent all distinct nuclei of image \( I(x, y) \).

The system supports the expert user in creating multiple segmentation masks each representing different information of \( I(x, y) \) until all distinct nuclei are annotated. The different levels of annotation are illustrated in Figure 2.

Each level of annotation is generated based on user interaction. All interactions are logged in a database for further processing and performance evaluation. Within level two and three of annotation, user interactions are processed and used to update classification models at run time. After the annotation of level two and three have been finished, the trained models are stored and reloaded within annotation of those levels of a new image, increasing the performance speed of the framework.

A. Level one annotation

The first level addresses the separation of foreground and background regions in \( I(x, y) \) to obtain \( S_1(x, y) \). This is a challenging task since the nuclei in the raw image appear with blurred borders and light from different focus layers. If too much background is classified as foreground, spatially close objects tend to agglomerate to larger objects, complicating the clump splitting in level three. To overcome this challenge, we propose an ensemble segmentation to create a temporary image \( S_{1T}(x, y) \). The ensemble consists of four binarization algorithms with two different parametrizations each to generate binary images:

- A kernel based graph cuts [10] with a smoothness term \( \alpha = 0.001 \) and \( \alpha = 0.00001 \) resulting in \( S_{1T1}(x, y) \) and \( S_{1T2}(x, y) \).
- Otsu global threshold [11] with an offset of 0 and -10 resulting in \( S_{1T3}(x, y) \) and \( S_{1T4}(x, y) \).

Fig. 1: Workflow of the proposed machine learning framework. Red arrows indicate user input is used to update a model, blue arrows indicate the model is used to predict object probabilities.
Based on the obtained binary images, we create a temporary nuclei (green) objects (blue). (D) Level three segmentation mask: single nuclei (green), clumps (red) and not-analyzable objects. (C) Level two segmentation mask: single nuclei (green), clumps (red) and not-analyzable region. (B) Level one segmentation mask presented as overlays of their contour to the raw image. (A) Fig. 2: Segmentation masks of the three levels of annotation used for further processing. To obtain a precise representation almost all foreground pixels present in the raw image being foreground. The expert user interactively increases or decreases the threshold to classify pixels as foreground or background. The grading of grey values corresponds to the number of algorithms agreeing on pixels to be foreground. Black pixels were classified as background by all binarization algorithms, white pixels were classified as foreground by all binarization algorithms.

- Hysteresis threshold with an offset of ±0.1 and ±0.2 resulting in $S_{1T5}(x,y)$ and $S_{1T6}(x,y)$.
- Adaptive threshold with a window size of 20 and 40 resulting in $S_{1T7}(x,y)$ and $S_{1T8}(x,y)$.

Based on the obtained binary images, we create a temporary image $S_{1T}(x,y) = S_1(x,y) + S_1(x,y) + S_1(x,y) + S_1(x,y) + S_1(x,y) + S_1(x,y) + S_1(x,y)$ used for further processing. To obtain a precise representation of the foreground region in $I(x,y)$, the expert user is presented an overlay of the raw nuclear image and the contours of the region of $S_{1T}(x,y) > t$. $t$ can be set by the expert user to values of 1 to 8, see Figure 3 for an example. A threshold of $t$ denotes ‘at least $t$ algorithms have to agree on a pixel to be part of the foreground region’ to classify pixels as foreground. The expert user interactively increases or decreases the threshold to find a threshold that fits the contour of $S_{1T}(x,y) > t$ to the borders of the nuclei, but includes almost all foreground pixels present in the raw image $I(x,y)$. After a threshold has been set, single pixels can be reclassified by using a pen-like tool, resulting in the binary segmentation mask $S_1(x,y)$.

**B. Level two annotation**

The output of level one annotation, $S_1(x,y)$, contains connected components we call objects. Connected components are foreground pixels connected by a local neighborhood. We use a ternary classification model to classify these objects as being either single nuclei, clumps or not-analyzable objects. Damaged or small nuclei and nuclei with very low mean intensity should be excluded from a quantitative analysis and thus be classified as not-analyzable.

To annotate all objects resulting from level one annotation, we use an iterative process. The expert user is presented an overlay of the contour of an arbitrary object in $S_1(x,y)$ to the raw nuclear image $I(x,y)$ and classifies the object according to one of the three classes. Morphological and texture features of the currently classified object are calculated and used to update an ORF at run time. After 10 objects have been annotated, we use the ORF to predict class labels of all non-annotated objects. Experiments showed that no meaningful object prediction is possible if less objects were annotated. Moreover, we calculate the difference in classification to the former prediction in case a former prediction already exists. The expert user is presented with a graph consisting of the number of objects that changed their class label after the current ORF prediction. The graph reflects the training state of the ORF. If it is not well trained, many class labels change when compared to the former prediction. The expert user continues classifying objects until only few objects change their class label over a certain number of classifications, based on the subjective impression of the expert user. If the expert user decides the overall classification performance to be sufficient, the iterative process is stopped and the expert user can correct the class labels of wrongly predicted objects in a second step. In Figure 4, an example of level two annotation is presented.

**C. Level three annotation**

To generate $S_3(x,y)$, all clumps in $S_{2C}(x,y)$ resulting from level two annotation have to be split. We call this process clump split. Objects resulting from clump splits are combined with the objects in $S_{2S}(x,y)$ to form $S_3(x,y)$.

We propose an approach to provide a suggestion on how to split clumps. We use $I(x,y)$ and $S_1(x,y)$ as input to an ensemble segmentation. The ensemble consists of four algorithms proven to perform well for the segmentation of nuclear images:

- A watershed algorithm based on a distance transform and the gradient of the raw image [12].
In addition to the probability of all objects that possibly split a clump, we use \( S_{2S}(x, y) \) and \( I(x, y) \) to calculate an offline Random Forest classifier designed to classify pixels of \( I(x, y) \). For a subset of pixels of \( I(x, y) \), we extract morphological features and train the Random Forest using the features and the corresponding class labels from \( S_{2S}(x, y) \). Note that we use single nuclei objects as one class and the background pixels as well as the pixels of not-analyzable objects in \( S_{2N}(x, y) \) as the other class. Subsequently, we use the classifier to predict the probabilities for all pixels in \( I(x, y) \) to be pixels of single nuclei or not.

The fitness function used by the genetic algorithm to solve the ILP is \( y = -1 \cdot (a(x) + b(x) + (1 - c(x)) - d(x) - \alpha e(x) - \beta f(x) - \gamma (1 - g(x))) \). If \( e(x) \) is negative since we solve a minimization problem, \( a(x) \) is the mean object probability of all objects involved in a proposed clump split to be single nuclei, \( b(x) \) is the mean pixel probability of all pixels of the area covered by the objects available in the current combination, \( c(x) \) is the mean Jackknife confidence interval of object predictions to be single nuclei of all objects available in the current combination, \( d(x) \) is the mean probability of all pixels of the area not covered by the objects available in the current combination, \( e(x) \) is the amount of overlap between involved objects, \( f(x) \) is the amount of freespace not covered by objects, and \( g(x) \) is the minimal object probability of all objects involved in the current combination to be single nuclei. \( \alpha, \beta \) and \( \gamma \) are weights that were set empirically. In Figure 5 F, a clump split proposed by the system at an early stage of training is presented.

The clump split as proposed by the genetic optimization is screened and modified by the expert user, if necessary. This can be done by removing objects of the proposed clump split or by adding objects from the segmentation masks \( S_{S1}(x, y) \) to \( S_{S4}(x, y) \). If there are nuclei in a clump that are not represented by any of the objects in \( S_{S1}(x, y) \) to \( S_{S4}(x, y) \), the expert user has to draw a polygon along the contour of these nuclei manually. The area enclosed by the contour forms a new object.

After the expert user has finished the clump split modification, the selected clump consists of objects representing distinct nuclei. These objects are of class single nuclei. If objects proposed by the genetic optimization were removed but not replaced, they are not single nuclei or not useful for quantification, and thus, of class other. If the removed objects overlap with a chosen object in the completed clump split by more than 30 percent, we do not regard them as single

---

**Fig. 4:** Example of level two annotation. (A) Patch of a raw nuclear image. (B) Predicted objects after classification of 10 objects. Contours of single nuclei (green), clumps (red) and not-analyzable objects (blue). (C) Predicted objects after classification of 50 objects. (D) Graph showing how many class labels changed with the current input. On the x-axis, the number of class labels that changed after annotation of 10 objects have been annotated.

- A marker-controlled watershed algorithm [13].
- Attributed Relational Graphs [6].
- Attributed Relational Graphs based on a sigma filtered raw image [14].

The ensemble creates segmentation masks \( S_{S1}(x, y) \), \( S_{S2}(x, y) \), \( S_{S3}(x, y) \) and \( S_{S4}(x, y) \) that contain distinct, labeled objects. In Figure 5 B-E, segmentation masks of the clump present in image 5 A are shown. For each clump in \( S_{2C}(x, y) \), we calculate morphological and texture features of all objects in \( S_{S1}(x, y) \) to \( S_{S4}(x, y) \) that are within the same region as the current clump in \( S_{2C}(x, y) \). Now we want to find a subset of all extracted objects that possibly split the clump. We use a vector \( x \) with length equal to the number of objects extracted to represent a possible combination of these objects. If \( x(i) \) corresponding to object \( i \) is present in a combination, \( x(i) \) is set to 1, otherwise it is set to 0. The aim is to find a combination of objects that is appropriate at splitting a clump. This problem is an Integer Linear Problem (ILP) which is np-hard in the worst case.

To solve this ILP in a reasonable amount of time, we use a genetic algorithm. To rate possible combinations of objects attempting to split a selected clump, we use an ORF to calculate the probability of all extracted objects to be single nuclei. If the expert user annotates level three of an image for attempting to split a selected clump, we use an ORF to train the ORF initially. Since we only want to predict the probability of objects being single nuclei, we use a binary classification model in level three of annotation and combine clumps and not-analyzable objects from the training set of level two of annotation into one class. Note that single nuclei appear with a different morphology than nuclei involved in a clump since the shape and size of the object is influenced by a spatially close presence of other nuclei. Thus, the ORF trained on the training set of level two annotation will perform badly in predicting the class labels of single nuclei at the beginning but will increase performance after user interactions have been done and the model has been updated.

Note that single nuclei appear with a different morphology from the training set of level two of annotation into one class.

The fitness function used by the genetic algorithm to solve the ILP is \( y = -1 \cdot (a(x) + b(x) + (1 - c(x)) - d(x) - \alpha e(x) - \beta f(x) - \gamma (1 - g(x))) \). If \( e(x) \) is negative since we solve a minimization problem, \( a(x) \) is the mean object probability of all objects involved in a proposed clump split to be single nuclei, \( b(x) \) is the mean pixel probability of all pixels of the area covered by the objects available in the current combination, \( c(x) \) is the mean Jackknife confidence interval of object predictions to be single nuclei of all objects available in the current combination, \( d(x) \) is the mean probability of all pixels of the area not covered by the objects available in the current combination, \( e(x) \) is the amount of overlap between involved objects, \( f(x) \) is the amount of freespace not covered by objects, and \( g(x) \) is the minimal object probability of all objects involved in the current combination to be single nuclei. \( \alpha, \beta \) and \( \gamma \) are weights that were set empirically. In Figure 5 F, a clump split proposed by the system at an early stage of training is presented.

The clump split as proposed by the genetic optimization is screened and modified by the expert user, if necessary. This can be done by removing objects of the proposed clump split or by adding objects from the segmentation masks \( S_{S1}(x, y) \) to \( S_{S4}(x, y) \). If there are nuclei in a clump that are not represented by any of the objects in \( S_{S1}(x, y) \) to \( S_{S4}(x, y) \), the expert user has to draw a polygon along the contour of these nuclei manually. The area enclosed by the contour forms a new object.

After the expert user has finished the clump split modification, the selected clump consists of objects representing distinct nuclei. These objects are of class single nuclei. If objects proposed by the genetic optimization were removed but not replaced, they are not single nuclei or not useful for quantification, and thus, of class other. If the removed objects overlap with a chosen object in the completed clump split by more than 30 percent, we do not regard them as single
nuclei as they do not fit the contour of a nucleus properly. These objects are of class other as well. We calculate the features of all objects previously described to update the ORF. Subsequently, the single nuclei objects are added to the segmentation mask \( S_3(x, y) \) and the next clump split is optimized, until all clumps of \( S_{2S}(x, y) \) have been processed. Finally, all objects of \( S_{2S}(x, y) \) are added to \( S_3(x, y) \).

Fig. 5: Level three clump split. (A) Patch of a raw nuclear image. (B)-(E) Objects in segmentation masks: green objects have a probability of higher than 0.5 to be single nuclei, red objects have a probability of less than 0.5. (F) Clump split of the clump indicated by the purple contour as proposed by the genetic algorithm.

III. INCORPORATION OF EXPERT KNOWLEDGE USING A MODIFIED ONLINE RANDOM FOREST

The proposed machine learning framework incorporates expert knowledge in two forms:
- We update an ORF in level two and three of annotation by processing user interactions at runtime.
- Within the ORF classifier in form of key features.

We modified the ORF proposed by Saffari et al. [15] in two aspects. First, we enabled the specification of certain features, we call key features, that are used in the root node of all decision trees of the forest. Key features are features that are essential for the classification of every nucleus. We selected key features size, mean intensity and compactness based on discussion with experts. The original implementation of the ORF uses a random subset of all features available in each node. The threshold of each feature used in a node deciding the next node is also chosen randomly, known as extremely randomized forest. This setting led to a slow learning rate for objects having similar texture, which was improved by the proposed modification.

Moreover, we modified the ORF to calculate a Jackknife confidence interval [16]. When using the ORF to predict objects that are not in the training set, we obtain a probability for both classes (nuclei or other) by the ratio of trees voting for the classes. Nevertheless, there is a difference in prediction reliability between training the ORF with only a small training set compared to training it with a large training set. We use the Jackknife confidence interval to reflect the certainty of the proposed classification for an object. The results are not consistent for small training data but become stable once the training set is large enough (> 600 objects).

IV. RESULTS

To test the performance of the proposed system, we selected five arbitrarily chosen images of tissue sections of a ganglioneuroma tumor. The nuclei were labeled with the fluorescent DAPI stain, allowing the visualization of nuclei present in a section. The number of single nuclei present in each image was between 250 and 350. Two expert users and two junior users annotated four out of five images. The sequence of images annotated by the users was not specified, thus, the usersannotated four images in an self-selected order. The classification models used within the machine learning framework were trained for each of the users independently to prevent an increase in annotation time due to potentially contradictory annotations.

In Figure 6A, the total time each user required for a full annotation of a respective image is given.

Fig. 6: Performance measures. (A) Total time a user required to use the proposed system. (B) Total time a user required to use the proposed system related to the number of clump splits. (C) The number of interactions taken by the user to annotate an image. (D) The number of interactions taken by the user to annotate an image related to the number of clump splits.

We were able to cut the time users had to sit in front of the computer in half after three images were annotated. When compared to a former annotation that took 105 minutes for an image, we could remarkably reduce the time needed. The time required to annotate an image mainly depends on the number of clump splits necessary in level three annotation. It also depends on the number and appearance of nuclei aggregated to clumps. If the nuclei present sharp contours, it takes less time to split a clump than if there are overlaid nuclei or nuclei with blurred borders. Nevertheless, we decided to relate the total time to the number of clumps as the most appropriate measure available to rate the performance of the system. The results are presented in Figure 6B. We were able to reduce the time needed to split clumps from 70 to 90 seconds to approximately 30 seconds per clump for the 4th
image. The time is increased if manual polygons have to be drawn, meaning the segmentation algorithms did not propose objects reflecting single nuclei that could be chosen in level three annotation.

Another measure for the performance of the system is the number of interactions a user has to take to annotate an image. In Figure 6C, we show a marked reduction in the number of interactions taken by a user as the system becomes better trained. We could reduce the number of interactions from approx. 450 to 200 in the fourth image annotated. Again, the number of interactions also depends on the number of clumps resulting from level two annotation. The peak in the annotation time of the second image for junior user 1 was due to a high number of clumps from the level two annotation of this image, almost twice as high as the number of clumps resulting from level two annotation of image 1.

To obtain a more objective measure, we relate the number of interactions to the number of clumps resulting from level two annotation. The result is presented in Figure 6D. We were able to reduce the mean number of interactions per clump to three to four clicks after two images were annotated.

To test the increase in performance speed for statistical significance, we performed a repeated measures ANOVA followed by a Bonferroni multiple comparison test using the statistical software GraphPad Prism. Results as outlined in table I show that by using the proposed machine learning framework the time needed to annotate an image is significantly reduced after the first image has been annotated. Moreover, already after two images have been annotated the decrease of the number of interactions, related to the number of clumps, is statistically significant.

<table>
<thead>
<tr>
<th>Time annotation / Image</th>
<th>1st vs 2nd Image</th>
<th>1st vs 3rd Image</th>
<th>1st vs 4th Image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total annotation time / Image</td>
<td>***</td>
<td>***</td>
<td>**</td>
</tr>
<tr>
<td>Number of interactions / Image</td>
<td>***</td>
<td>***</td>
<td>***</td>
</tr>
</tbody>
</table>

TABLE I

Statistical analysis of the performance measures on a 0.05 significance level. NS: not significant ($p > 0.05$), *: significant ($p < 0.05$), **: significant ($p < 0.01$), ***: significant ($p < 0.001$).

V. CONCLUSION

In this work we showed that the proposed system accelerates the annotation of nuclear images of tissue sections significantly.

Nevertheless, the total time a user takes to annotate an image in an advanced system state of training mainly depends on two aspects: the number of clumps and the appearance of nuclei forming the clumps. If the ensemble segmentation in level three annotation does not result in objects reflecting single nuclei, the optimization on the clump split cannot be precise. Thus, the missing objects have to be drawn manually, which is a time consuming task. A further improvement of the proposed system could be an automated tuning of the segmentation parameters involved.
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