Measuring progress to predict success:
Can a good proof strategy be evolved?
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One of the main parameters of the superposition calculus employed by Automated Theorem Provers (ATPs) is the simplification ordering, and the choice of an ordering can have a huge impact on the success of a theorem proving attempt. However, it is difficult to choose a good ordering in advance and ATPs typically provide only a few heuristical schemes for determining an ordering from a large space of possibilities. The aim of this work is to establish to what extent the space of possible orderings can be better utilised during the construction of new successful proving strategies.

There is a well known principle in automated deduction which states that a strategy that leads to a slowly growing search space will likely be more successful (at finding a proof in reasonable time) than a strategy that leads to a rapidly growing one. We propose to employ this principle and search for a strategy which, for a given problem, minimises the number of derived clauses after a certain number of iterations of the saturation loop. Focusing on the search for a good ordering as a simplifying restriction on the set of available strategies, we experimentally investigate the practical potential of this idea.

Simplification orderings in superposition-based theorem proving. The superposition calculus \cite{superposition} used by modern ATPs such as E \cite{e}, SPASS \cite{spass}, and Vampire \cite{vampire} is parametrised by a simplification ordering on terms. The two most commonly used classes of orderings are the Lexicographic Path Ordering (LPO) \cite{lpordering} and the Knuth-Bendix Ordering (KBO) \cite{kbo}. To get a concrete instance of an ordering from either class one needs to specify a symbol precedence, a total order on the predicate and function symbols occurring in the given problem.\footnote{To fully determine a KBO, one also needs to specify an admissible weight function.}

It is well known that the choice of a concrete ordering can have a huge impact on the success or failure of the subsequent proof attempt. For example, giving a high precedence to symbols introduced during clausification as names of sub-formulas \cite{clausification}, will effectively lead to their immediate elimination during saturation and thus give rise to an exponential clause set. Nevertheless, since there is no obvious general way to choose a good ordering in advance, ATPs typically provide only a few heuristical schemes for the automatic selection of the precedence. This leaves the majority of the $n!$ possibilities on how to choose a precedence (for a problem with a signature of size $n$) inaccessible to a typical theorem proving strategy.

The role of strategies in modern ATPs. Theorem provers typically have a large number of options for organising proof search and a strategy is obtained by fixing concrete values for these options. Since there cannot be a universally best strategy for solving all problems, an ATP may try to predict the best strategy for a given problem based on the problem’s features \cite{strategyprediction, strategyprediction2, e}. An arguably more robust approach is to split the allotted time amongst a schedule of strategies and execute them one by one or in parallel \cite{strategyrotation, strategyrotation2}.\footnote{Vampire \cite{vampire} also heavily relies on strategy scheduling, but the details are currently unpublished.}
scheduling can be explained by the observation pertaining to first-order theorem proving: *if a strategy solves a problem then it typically solves it within a short amount of time.* Thus there is a demand for methods for discovering new good strategies, especially strategies able solve previously unsolved problems [12].

**Slow search space growth as a guiding principle.** Previous work on literal selection heuristics [1] experimentally established that strategies which lead to a slowly growing search space tend to be more successful at finding proofs (within the allotted time limit). Here we propose to use this observation as a general principle for finding good strategies for solving a particular problem. The idea is to look for strategies which minimize the number of derived clauses after a certain number of iterations of the saturation loop. In contrast to random sampling of the strategy space, this approach promises to be a directed search for strategies that can solve previously unsolved problems!

As a proof of concept, we focus here on the space of possible orderings and, more specifically, on precedences specifying an ordering, and try to establish the extent to which the proposed idea can be useful in practice. There is a limiting factor in the fact that a precedence must be fixed in advance and cannot be changed during proof search. Thus, optimizing the precedence (exploration) and utilising a precedence shown to perform well to actually solve the problem (exploitation) must be understood as separate activities, which leads to a refinement of the question from the title: Can a good proof strategy be evolved in time?
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