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Abstract

Purpose – The purpose of this paper is to propose a framework of an automatic bidirectional matching system that measures the degree of semantic similarity of job-seeker qualifications and skills, against the vacancy provided by employers or job-agents.

Design/methodology/approach – The paper presents a framework of bidirectional jobseeker-to-vacancy matching system. Using occupational data from various sources such as the WageIndicator web survey, International Standard Classification of Occupations, European Skills, Competences, Qualifications, and Occupations as well as vacancy data from various open access internet sources and job seekers information from social networking sites, the authors apply machine learning techniques for bidirectional matching of job vacancies and occupational standards to enhance the contents of job vacancies and job seekers profiles. The authors also apply bidirectional matching of job seeker profiles and vacancies, i.e., semantic matching vacancies to job seekers and vice versa in the individual level. Moreover, data from occupational standards and social networks were utilized to enhance the relevance (i.e. degree of similarity) of job vacancies and job seekers, respectively.

Findings – The paper provides empirical insights of increase in job vacancy advertisements on the selected jobs – Internet of Things – with respect to other job vacancies, and identifies the evolution of job profiles and its effect on job vacancies announcements in the era of Industry 4.0. In addition, the paper shows the gap between job seeker interests and available jobs in the selected job area.

Research limitations/implications – Due to limited data about jobseekers, the research results may not guarantee high quality of recommendation and maturity of matching results. Therefore, further research is required to test if the proposed system works for other domains as well as more diverse data sets.

Originality/value – The paper demonstrates how online jobseeker-to-vacancy matching can be improved by use of semantic technology and the integration of occupational standards, web survey data, and social networking data into user profile collection and matching.
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1. Introduction
The present day industries require a different set of skills from the labor force as compared to the previous ones due to prevalence of automation. As automation is changing the landscape of skill requirements in industries, studies to analyze the requirements of industries, to provide labor market skills set demand, and ultimately to find the jobseeker-vacancy “best (optimal) match” is of paramount importance. So far, job seekers look for job vacancy advertisements and study the details of job requirements to decide whether they are suitable for their level of expertise which they have stipulated on their resume. Though vacancies are publicly available, due to an overwhelming volume and veracity of data, job seekers are not able to easily find relevant vacancy for their skill set or are unable to analyze the requirements to estimate its relevance. On the other hand, vacancies are not often prepared with desired skill set required by employers (i.e. job provider). It is also becoming customary that recruiters look for online profiles of potential employees from professional networking sites, e.g. LinkedIn® and/or via recommendations from networks, such as partners and alliances (Sacchetti, 2013; Rafi and Shaikh, 2013; Hernandez, 2015; Godliman, 2009).

Besides, employees’ job descriptions are prepared independently of job vacancy requirements and stored in professional networking sites or collected by job designers/analysts who do job classifications (ILO, 2012), or who do job analysis research like WageIndicator (WageIndicator, 2015). However, resumes of job seekers fail short of portraying the information available on those sites to cover all required skill sets in accordance with the job descriptions in vacancies. Belloni et al. (2016) emphasized the need to improve the quality of job descriptions. If there is a way that job vacancies are prepared by getting heuristic information from analysis of job descriptions (developed by occupational analysts[1]), taking into account the heuristic information from job vacancies (like what job seekers do), the likelihood of getting the best match of job description for a vacancy will be improved.

The fundamental rationale for studying bidirectional job vacancy matching and recommendation, from the semantic relations perspective, is that job vacancies are not filled due to employees leaving or getting fired because they landed in a job that they are not fitting to, in the first place. The measurement errors associated with the way people provide their job descriptions in relation to its effect on occupational coding are discussed by Belloni et al. (2016). Moreover, the internet provides a conducive environment for interaction between organizations and individuals, i.e., employers and job seekers, respectively, in this case.

In this research, we propose the conception and realization of an automatic bidirectional matching system (Kucherov et al., 2014; Muderedzwa and Nyakwende, 2010) that measures the degree of semantic similarity of job descriptions provided by job-seeker, job-holder or job-designer against the vacancy provided by employer or job-agent. This similarity can then provide a feedback to improve job descriptions based on the requirements of vacancies. It also does feed-forward suggestions for the improvement to the preparation of accurate vacancies based on up-to-date job descriptions. We seek to extend the current literature to address conceptual semantic relationships by incorporating detailed descriptions on occupational standards as well as social network data into the process of matching jobseekers’ skills relevance to vacancies’ requirements. This involves the use of data from open access online sources such as user’s self-assessment web survey data from WageIndicator (WageIndicator, 2015), social networking data from open access online sources, standard job description data from International Standard Classification of Occupations and European Skills, Competences, Qualifications, and Occupations (EC, 2015), and vacancy data scraped from the web. The result of the study will be a robust model of jobseeker to vacancy matching that more accurately suggests the top most relevant list of jobseekers possessing skills required by a particular vacancy and vice versa. This study is part of the research on the development of person-job matching system that involves collection and analysis of unstructured text data for: job vacancy modeling enhanced by
data from occupational standards (Chala et al., 2016a); improved data collection interface for job seeker skills self-assessment (Chala et al., 2016b); improved job seeker modeling through social network analysis; and matching the job vacancy to the job seeker.

The rest of this paper is organized as follows: in Section 2, we examine the state of the practice in text analysis techniques for bidirectional matching system. In Section 3, we discuss the methodology which is dedicated to describing the data and system setup where we elaborate the source and type of data, data pre-processing, conceptual setup of the system and related algorithms. In Section 4, we describe the use case employed for evaluation of the proposed system in the context of Industry 4.0. Section 5, covers evaluation of the proposed system and presents the preliminary results. Finally, we summarize the results and outline the future research works of the study.

2. Related works
Taking into account the challenges of semantic matching such as computational time, lack of available labeled data and difficulty in feature selection (Christen, 2012), a combination of algorithms needs to be employed for clustering of the textual data, measuring the similarity, matching and searching.

Clustering refers to set of methods and algorithms for analysis of objects (e.g. graph, data, document, text or term) to identify related items, and organizing them into groups whose members are similar (Fortunato, 2010; Schaeffer, 2007; Biemann, 2012; Fasulo, 1999). Proper selection of a clustering method (or algorithm) is highly related to the application context, i.e. clustering of graphs, data, document, text or term. In data clustering – (Gan et al., 2007) – communities are sets of points which are close to each other, with respect to a measure of distance or similarity (Fortunato, 2010). The latter is potentially adaptable to our approach (Charu and Zhai, 2012). In the concept of text (or document and term) clustering, there are approaches using hierarchical clustering or text mining methods (Charu and Zhai, 2012). These methods are focused on organizing text data based on similarity or association measures. The approaches are applied in a similar way for document-, text- and term- clustering (Klahold et al., 2014). So we used the term (word-) clustering to refer to such methods. In this context, hierarchical term clustering algorithms (techniques) such as single-link, complete-link, average-link, cliques, and stars (Li, 1990; Rajasekaran, 2005) are applied. The single-link or single-linkage clustering method detects and merges unlinked pair of points in two clusters with the largest similarity (Manning et al., 2008), while complete-link clustering or complete-linkage clustering determines the similarity of the most dissimilar members of the clusters (Manning et al., 2008). In average-link or average-linkage, the average value of all the pairwise links between points (for which each is in one of the two clusters) is a measure for computing the similarity (William and Baeza-Yates, 1992). The clique clustering groups the data into cliques, i.e. identifying subspaces of a high dimensional data space that allow better clustering than original space (Kochenberger et al., 2005). In addition to the clustering methods which are discussed earlier, there are a number of related works using ontology-based framework for text clustering (Hotho et al., 2002; Yang et al., 2008; Tar and S, 2011; Ma et al., 2012).

In string matching, a number of studies have been conducted in the area of both fuzzy and exact matching of patterns (Hussain et al., 2013) in which they applied exact matching algorithm using two pointers (simultaneously) based on the window sliding method where they tried to compare bidirectional algorithm’s results with Quick Search, BM Horspool, Boyer-Moore and Turbo BM algorithms that are deemed to be efficient for character comparisons and attempts to complete processing of selected text. They used a bidirectional matching algorithm that compares a given pattern from both sides, starting from right then from left, one character at a time within the text window and produced an algorithm that
scans text string from both sides simultaneously against the given pattern. Its analysis shows that it takes $O(mn/2)$ time where $m$ is the length of the given pattern and $n$ is the length of the target text.

Another study (TextKernel, 2016) uses the resume text of the candidate’s profile and automatically creates a search which is performed on multiple and multi-lingual sources of jobs. The search system collects and structures online jobs, matches them to a profile and helps find relevant jobs for a job seeker. In our study, the approach implements bidirectional document-document matching (i.e. job seeker information and job descriptions) through term similarity measures for text clustering.

Unlike its usage in (Hussain et al., 2013) bidirectional matching, in this study, refers to matching features (i.e. terms or other values of attributes) in job description with job vacancies and vice versa (cf. Figure 2) to produce a unified search space for documents in the same cluster. This study is also different from TextKernel (2016) in that it tries to generate a common terms database to represent job descriptions and vacancies in the same cluster to maximize the likelihood of their appearance in the suggestion list. It does not use active vacancies and user profiles as in TextKernel (2016), rather it uses user profiles, active and historical vacancies, standard job descriptions and social network data. Its result, at this stage, is a representation of job seekers profiles and job vacancies which will be used as an input to job vacancy recommender in later stages.

In addition to the matching methods, a number of researches on whether vacancy data contributes to the study of labor and (un)employment have been conducted, all building upon a conclusion made decades ago on the measurement of vacancy data (Dunlop, 1966). The study related the concerns of vacancy data to theoretical, policy and operational interests. It holds to date vis-à-vis understanding the usefulness and thereby utilizing this data (Carnevale et al., 2014). Dunlop (1966) concluded that the job vacancy concepts and data had small role in operations of business enterprises, governments and other labor employers by stating as follows. “Until these data are perfected and enter into internal organizational processes, the regular completion of questionnaires for outsiders will have limited meaning” (Dunlop, 1966). Despite its limited scope, online job vacancies have unique and rich content that can be exploited to provide useful information to policies in various fields (Kureková et al., 2013).

Wagner (2011) studied how jobs are evolving over a period of time because of changes in the way organizations perform, by societal dynamics and other factors in the work environments. Moreover, Wagner (2011) also summarized how new skills help job seekers fitting into the changing nature of skills demanded in job market as: “retrofitting” – incorporating new skills to existing jobs, “blending” – combining skills sets from different existing jobs or industries to create new specialties, and “problem solving” – the changes in the nature of jobs creates the supply of new problems for people to solve. With vacancies data, that contains the current need of employers, we can get new skills and/or new jobs which have not yet been incorporated in standards. Vacancy data analysis not only helps fill the gap in the data of job descriptions available in occupational standards and job seekers’ profiles but also helps identify emerging jobs. Studying the trend of job vacancies and the nature of their changes help device methods of helping job seekers adapt in the changes.

Kureková et al. (2014) ascertained the importance of data collected via web-based individual voluntary survey in representing the sample population’s characteristics. Our bidirectional matching combines these with vacancy data in order to determine the best (i.e. optimally achieved) matching vacancy for a job seeker with a particular skill set.

Giunchiglia et al. (2007) studied the implementation of semantic matching using knowledge of structure of the content. In their study, they performed matching rules to match meanings through concept mapping.

While mostly focusing on the trend analysis and theoretical analysis of job vacancies, previous studies lacked the analysis of actual content in vacancy data to figure out the
content-level analysis to predict the next trends. In this study, we focus on the trends in the content of vacancy data from the job detail and skill requirements point of view for Internet of Things (IoT) job vacancies advertised online (cf. Section 4). Unlike (Giunchiglia et al., 2007), in our work no knowledge of the structure of data is assumed. Our semantic analysis is entirely based on symbolic computation of lexical parameters, i.e., terms as features and lexical statistics as feature weights.

3. Methodological framework of the recommender system

The bidirectional jobseeker-to-vacancy matching system being studied in this research is part of the framework shown in Figure 1 that addresses the semantic matching of vacancies with job seeker data. The user interface layer is the component that interacts with the user (i.e., jobseeker or recruitment professional or employer). The logic layer is composed of a number of algorithms to fetch vacancy and jobseeker information from the internet and other sources, analyze and model them. The logic layer not only collects, integrates and models the data, but it also mediates the interaction between the data layer and the user interface layer. The data layer on the other hand stores the data and the model for use by the logic layer during interaction with the user.
The data set used in this research is online crawled vacancy from various sources. The data obtained from online sources is divided into a training set and test set. Training set is part of the data set that will be used to train the algorithm that indicates the desired result (positive examples) as well as counter examples that show undesired results (negative examples) from which the algorithm learns to discover new rules. Test set, on the other hand, is used to measure the accuracy and effectiveness of the algorithm whether the rules have been learned and to what extent. If the evaluation results are satisfactory, the learned rules can then be used to predict results for new and previously unseen cases. Both data sets are cleaned of formatting text such as html tags, special characters and punctuation marks before reducing its size into a set of statistically significant terms for representation.

In order to improve the quality of matching between job descriptions and job vacancies, a mediating system is required that connects and supports job designers and employers, respectively. After carefully reviewing problems associated with mismatch between job descriptions and vacancies, we studied the application of bidirectional matching with the objective of improving job vacancies and job seeker profiles using social networking data analysis (cf. Section 3.1) and matching of occupational standards with job vacancies (cf. Section 3.2). The system provides suggestions to improve both job descriptions and vacancies using a combination of text mining methods (i.e. representation, clustering and matching).

3.1 Social network analysis in job seeker modeling

Social networking platforms (also called social networking sites) are being utilized by employers to search for their prospective employees. These websites are good sources not only of employee profiles, but also of their connections together with the witness of their connections that contains useful information about job seekers (i.e. prospective employees). This information (i.e. job seekers profiles and connection witnesses) augment the process of assessing whether or not a certain job seeker is suitable match for a vacancy. According to Ben-Karter (2016), which conducted a survey on the extent to which social networking sites are used for recruitment, 45 percent of companies use Twitter®, 80 percent use LinkedIn® and 50 percent use Facebook® to find talent.

Another important source of information to measure the level of expertise of a job seeker for a given skill is to perform self-evaluation where the job seeker’s own discretion is used to assign value of skill knowledge in a given scale. Although there are a couple of systems that provide a system for skill self-evaluation such as (ItsYourSkills, 2016), they have not incorporated other means for cross-checking the validity of the self-assessment. The importance of social networking-generated measure of skill of an individual in this regard is to check individual’s skill assessment against endorsements of other peers in his/her connection.

For example (ItsYourSkills, 2016), has extensive tree-based profile building system. While this system has an appealing user interface, it fails in a number of ways to address the challenges of user skill profile modeling. First, it suffers from the inherent limitation of close-ended user interfaces – limited options and lack of flexibility (Chala et al., 2016b). Second, its extensive tree-based user interface is only suitable for those who are adept to using websites. A user will be sent to a depth of branching trees that may or may not lead to the skill he/she is going to enter. Third, the system fails to tap the skill profiles of users from social networking sites though social networks are increasingly being used in recruitment and selection processes (Ben-Karter, 2016).

This study is focused on extracting useful knowledge that emanates from relationships between users of social networking sites – the knowledge of each other’s skills, expertise, experiences and attitude – and integrating it into recruitment systems per se in order to improve and evaluating the match between job seekers and job vacancies.

Social networking data used in this study is obtained from professional interactions in StackExchange.org (2017) where users provide description of their skills and qualifications.
As shown in Figure 2, one row represents one user. In addition the data provided by the uses themselves, users garner other information out of their interaction such as asking or answering questions, and commenting. For example, extracting information about the user in row with id 3187 (cf. Figure 2), we get the user described with skills “software engineer” and “python” which when combining with resumé data better describe the job seeker.

3.2 Bidirectional matching

The way human beings match resumes to job descriptions has been summarized into a series of steps including review of job descriptions, summarization and entry of qualifications for the descriptions’ requirements (Jones, 2015).

The automated system, on the other hand, extracts text from multiple documents from various sources and splits the text into words to prepare for the matching process. This method performs a variety of different operations and text analyses related to extraction and matching of several files based on document similarities using indexes. The system is not only helpful to extract and match the specified text from multiple job descriptions but also filters out documents which do not contain a specified text. After the process of matching, the system produces the resulting matched data and stores it into the database for searching.

Once the documents are represented by indexes (i.e. words or terms), we experiment to evaluate n-gram string matching using the indexes from the two sets of documents (i.e. job descriptions and job vacancies) to find out the optimal n-gram (Jurafsky and Martin, 2009). For example, we use keys from indexes extracted from job descriptions provided by job holders to search for patterns in job vacancies provided by employers, and vice versa. Then we compare the results if they have reasonable matching. The choice of bidirectional matching is because it has been reported to perform well in pattern matching (Chatterjee and Perrizo, 2009).

Moreover, it has a space complexity of $O(mn/2)$, where $m$ and $n$ are the number of characters in the search space (Kucherov et al., 2014). The literature review by Hussain et al. (2013) shows that the complexity of bidirectional matching is better than that of all other pattern matching algorithms for text processing.

For instance, considering a job description for a system administrator, one can find a number of vacancies with different job requirements. Let us take part of the job description $D \in \{D_1, D_2, \ldots, D_n\}$ with content “[...] ability to configure systems and networks, manage users, give technical support to users [...]” and two example vacancies $V_1$ and $V_2$.
\{V_1, V_2, \ldots, V_m\}$ with content “[…] experience in troubleshooting systems over wide area network and proven knowledge of working on virtual private networks […]” and “[…] skill in corporate email administration and hardware maintenance […]”, respectively. It is apparent that some of the key requirements of the vacancies such as troubleshooting in $V_1$ and maintenance in $V_2$ are missing in $D$. Thus, the system, on the one side, provides suggestion for the job designers to enrich $D$ by incorporating troubleshooting from $V_1$ and maintenance from $V_2$. On the other side, the system provides recommendations to enrich $V_1$ and $V_2$ by incorporating the terms “configure” and “network” from $D$, respectively (cf. Figures 3 and 4 and cf. Algorithm 1).

**Algorithm 1.** Algorithm for our Bidirectional Framework.

*Require:* $D$ and $V$ are two vectors of strings of length $m$ and $n$

1: procedure BIDIRECTIONALMATCHING( $< D_1, \ldots, D_m >$, $< V_1, \ldots, V_n >$ )
2: \hspace{1em} Cluster($< D_1, \ldots, D_m >$, $< V_1, \ldots, V_n >$) ← Similar($D_i; V_j$) = > Cluster with similarity
3: \hspace{2em} for $c \in$ Clusters do = > for each cluster
4: \hspace{3em} for $D_i \in D_1, \ldots, D_m$ do = > for each job description
5: \hspace{4em} for $t_d \in D_i$ do = > for each keyword in the description
6: \hspace{5em} for $V_j \in V_1, \ldots, V_n$ do for each vacancy
7: \hspace{6em} if ($t_d \not\in V_j$) then append($V_j$, $t_d$) = > append if the term does not exist in vacancy
8: \hspace{5em} for $V_j \in V_1, \ldots, V_n$ do = > for each vacancy
9: \hspace{4em} for $t_v \in V_j$ do = > for each term in vacancy

**Figure 3.** Bidirectional matching to enrich content of vacancies and job descriptions

**Figure 4.** Bidirectional matching: an example
for $D_i \in D_1, \ldots, D_n$ do for each job description
if $(t, v \not\in D_i)$ then append$(D_i, t, v) = >$ append if the term does not exist in job description
return $< D >, < V >$

The algorithm shown in Algorithm 1, clusters similar documents into subgroups (i.e. hierarchies of occupational titles) in order to reduce the search space, before it performs computation of matching and then it returns list of matching jobs. For clustering we used k-means clustering algorithm on the ground that its effectiveness is favored by a number of literatures (e.g. Fahad et al., 2014; Lin et al., 2014).

4. Use case in Industry 4.0 jobs

In this section the applicability of the proposed system is examined in the use-case of job transitions in Industry 4.0. The core idea is to identify the potentials for utilizing bidirectional matching for detection of new trends in the job market through temporal analyzing of job vacancies, and ultimately to provide input for job designers toward improving the quality of job description and keeping them in accord with latest changes.

One of the progressive initiatives which imposes changes in the job market, especially in industrialized countries, is Industry 4.0[2]. Industry 4.0 refers to the current trend in production systems which aim to enhance the automatization and the data exchange degree to the depth which enables and accelerates self-organization functions in production and associated business processes (Industrie 4.0 Working Group, 2013; Bartodziej, 2016).

Aiming at the highest level of autonomy in cyber-physical production systems (CPPS) through employing artificial intelligence (AI) solutions, Industry 4.0 triggers a comprehensive transformation in human job description, job roles as well as conditions and requirements of human learning and didactical conceptions (Ansari and Seidenberg, 2016). The transformation toward Industry 4.0 affects the job market with regard to the transition and evolution of existing jobs as well as creating new ones. The German Institute for Employment Research (IAB) estimated that while Industry 4.0 can “yield an improvement in the economic development, […] in ten years there will be 60,000 fewer jobs than in the baseline scenario. At the same time, 490,000 jobs will be lost, particularly in the manufacturing sector, and approximately 430,000 new ones will be created” (Wolter et al., 2015, p. 8). They concluded that “to a great extent, jobs “switch” between sectors, occupations and qualifications” (Wolter et al., 2015, p. 8). In particular, the emergence of new digital technologies, intelligent systems and organizations, such as CPPS, IoT, internet of services (IoS), augmented reality (AR) as well as smart materials, smart products and smart factory, may result in raising job market demands to hire job seekers who may fulfill new tasks and comply with job requirements, i.e. applicants who hold Industry 4.0s skills, knowledge and abilities in association, e.g. with AI, software and hardware cyber-physical systems.

The target question is how quickly job market and job seekers could cope with the changes imposed by Industry 4.0. In this context, we placed the focus on information technology (IT) sector, examine and compare the IoT jobs trends in job posting relative to other job titles as well as trends in job seeker’s interests in IoT jobs. To put in a nutshell, IoT refers to “a networked world of connected devices, objects, and people” (Greengard, 2015), colloquially known as industrial internet of things which represents the industrial concept of IoT. The analysis gains benefits from the proposed bidirectional matching approach to determine the trends of IoT, especially in the past two years. The bidirectional analysis has been applied to online crawled job postings and job seeker’s interests of using sample data of 65 job seekers and 300 vacancies collected in the period between the beginning of August 2016 and end of November 2016. Figure 5 and Table I show example raw and extracted data, respectively. Figure 6 reveals the growing trends of IoT job posting in the recent years (i.e. in the interval of 2012–2016). This is an indication that IoT jobs are growing and need attention in matching them with job seekers.
At the same time, Figure 7 depicts the job seekers’ interests for IoT jobs which have been drastically increasing, i.e. almost twice, over the past two years (2015–2016). Comparing the findings on job postings and job seekers’ interests, one may identify the unmet demand of IoT jobs for job seekers. As shown in Figure 8, 4.07 postings per job seeker have been detected by September 25, 2016, which reveals the inappropriate adaptation and reaction of the job market to the job seekers tendency, which may be caused on the job market side due to overlooking the job seekers’ interests, and on the job seekers side due to lack of attention to the incremental rate of changes in the industrial sectors. To assure proactive reaction and adjustment to the trends, in both cases, the job market and job seekers should be appropriately and timely notified with regard to the trends of changes in job postings and/or job seekers’ interests, respectively. Such kind of trend analysis using bidirectional matching, as a semantic-aided occupational analysis method, may support time-based and content-based analysis of web-data. It coherently facilitates adopting job market and job seekers strategies for posting up-to-date vacancies, and for coping with speed of market changes with respect to the technological evolution, respectively.
Figure 6. Growing Trends of IoT Job posting in recent years

Figure 7. Increasing job seeker interest for IoT jobs in recent years
5. Evaluation

In order to evaluate the proposed bidirectional matching method, we utilized job seeker profiles bolstered by data from social networking sites and vacancy data in the area of IoT. Data of individuals from professional network that contains professional details of persons (i.e. attributes) and information produced due to interaction of these individuals on topics (i.e. relations) is collected from online open access sources. After cleaning noisy data and eliminating individuals that have no data in either attributes, relations or both, we obtained 65 records of persons with data about themselves and professional connections as well as 110 vacancies. From 65 job seekers with relevant skills for the jobs in 110 vacancy positions, to test the system, evaluation is done using accuracy measure as shown in Equation (1) because it is an evaluation metric that gives a single measure of quality (Manning et al., 2008). The accuracy measure which is the ratio of correct matches to total number of records evaluates the effectiveness, such that CM is the number of records that are actually correct matches to the job under consideration, CNM is the number of individuals that have relevant skills but not matched, NCM is the number of individuals that do not have relevant skills but matched and NCNM is the number of individuals that do not have relevant skills and are not matched. Then:

\[
\text{Accuracy} = \frac{\text{NM + NCNM}}{\text{CM + CNM + NCM + NCNM}}
\]  

For example, for one vacancy, the result shown in the confusion matrix in Table II, is when matching job seeker with vacancy in the absence of social networking data. Whereas, the result shown in Table III is when matching job seeker with the same job vacancy using social networking data included.

The experiment clearly shows promising result in achieving accuracy improvement that the number of incorrect matches are reduced (from 4 to 3) while the number of correct...
matches are increased (from 7 to 10) from 47.27 to 50.91 percent as shown in Tables II and III for the example job vacancy.

Thus, inclusion of social network data in skill measurement for bidirectional matching shows consistent improvement positive difference for 65 job seekers, as shown in Figure 9, improving overall matching accuracy by 59.1 percent.

### 6. Conclusion and outlook

The paper discusses the general framework of online occupational recommender system that utilizes bidirectional matching, occupational analysis method, to improve the accuracy of job matching to job seekers and enrich the quality of recommendations to job seekers and recruiters as well as job designers. It also explored the importance of occupational standards and social networking data in the jobseeker-to-vacancy matching in online recruitment systems and presents an Industry 4.0 use case scenario to showcase the trends in job demands and jobseeker interests with promising insights.

<table>
<thead>
<tr>
<th>Predicted → Actual ↓</th>
<th>Matched</th>
<th>Not matched</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Not correct</td>
<td>4</td>
<td>45</td>
</tr>
</tbody>
</table>

Table II. Preliminary Result (without social network)

<table>
<thead>
<tr>
<th>Predicted → Actual ↓</th>
<th>Matched</th>
<th>Not matched</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Not correct</td>
<td>3</td>
<td>46</td>
</tr>
</tbody>
</table>

Table III. Preliminary result (with social network)

![Figure 9](Matching accuracy with and without social network data (SND))
There are a number of future works in this study. First, implementation of a full-fledged bidirectional matching software prototype should be implemented and deployed so as to measure its effectiveness and also to experiment on the varied use cases to measure its actual usability in the real world. Considering “language variation” across Europe as a challenge of occupational (Big) data analysis, another aspect of the future research is to analyze multi-lingual job descriptions and job vacancies and applying it at micro level (i.e. individual level) to support job seekers to improve the quality of their resume for a particular job posting so as to include required and preferred skills.

Notes
1. In this article, occupational analyst and job designer are used interchangeably.
2. It is also known as fourth industrial revolution.
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