Towards an Agricultural IoT-Infrastructure for Micro-climate Measurements
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Abstract—Modeling, analysis, and control of crop diseases in a minimally invasive way continues to be a grand challenge in agriculture. While some diseases are well understood and possess accurate prediction models, there are many other diseases where not enough information is available yet. This precludes the construction of predictive models, and therefore the protection of such plants. In order to study these diseases it is necessary to acquire sufficient information from the field, that is, the plants’ environment and the plants themselves. This in turn allows one to determine the environmental factors influencing or triggering a disease, and the way the disease spreads among the plants. We tackle this problem by building an agricultural Internet of Things (IoT) infrastructure which we call AIoT, for measuring the micro-climate in vineyards, which abound around Vienna. In this paper we present the overall architecture of AIoT, how it combines the swarm, the fog and the cloud, and describe in some detail the sensors we have developed for the swarm.

I. INTRODUCTION

Crop diseases still represent a major risk for farmers to losing significant parts of their fields’ yield. Unfortunately, for many important diseases, there is still not enough information available yet, for predicting and controlling these diseases. The farmers broadly treat their crops with pesticides, although the plants may not get infected at all. This is both expensive and unnecessarily harmful for the environment.

To overcome this problem, Agricultural Internets of Things (AIoTs) hold a great promise for collecting the missing data, and constructing accurate prediction models for the diseases of interest. In combination with weather stations and weather forecast, farmers can be alerted about impending diseases, and thus reduce the type and amount of pesticides used.

A disease where the time of infection and outbreak, in connection with the weather, is still not known yet, is the powdery mildew in vineyards. In cooperation with the University of Natural Resources and Life Sciences, Vienna (BOKU Wien), we aim to build an AIoT infrastructure, for measuring the micro-climate in vineyards. BOKU Wien has 50 grapevines in their greenhouse and a vineyard of approx. 0.5ha at the outskirts of Vienna. In order to study the powdery mildew on grapevines the following environmental factors are of interest:

- Air temperature (at various locations).
- Relative humidity (at various locations).
- Wind speed (at various locations).
- Wind direction (at various locations).
- Leaf wetness (at various locations).
- Soil moisture (at various locations).
- Bark wetness (at various locations).
- UV radiation (UV-A, UV-B).
- Photon flux density (at various locations).
- Diameter of berries (at various locations).
- Temperature of berries (at various locations).

To study the primary infection of grapevines, the occurrence, and the spread of the powdery mildew has to be recorded. In order to accomplish that, it is necessary to first detect the primary infected grapevines in vineyards. Then, the location and the type of infection need to be evaluated/classified. To create a model that describes how the disease grows it is necessary to record the disease spread. Information that can help in this regard is as follows:

- Leaf mass and growth, stadium of phenological growth.
- Splash effect, i.e., force of rain drops falling on the leaf.
- Spores concentration in the air (asco and conidia).

Finally, it is very important to investigate the proneness of grapevines to getting infected by the powdery mildew. The following information is necessary for this investigation:

- The density of berries on grapes.
- The color of leaves and berries.
- The thickness of the epicuticular waxes on the berries.
- The thickness of the cuticula of the berries.
- The lignin, cellulose and nitrogen content of berries.
- The size and the number of cells in the skin of the berries.
- The cell-wall thickness.
- The rate of transpiration of water.
- The rate of photosynthesis.
- The water content of berries.
- The ripeness of berries:
  - The rate of glucose and fructose.
  - The pH value.
  - The tartaric acid.
  - The malic acid.
  - The phenols.

The main contributions of this paper are as follows. First, we give an overview of the challenges faced in controlling the powdery mildew in vineyards. Second, we introduce a way to
concludes this work and discusses future work directions. This rest of the paper is structured as follows. Section II discusses related work. Section III describes our AIoT architecture and the ideas behind it. Section IV describes the already implemented parts of our AIoT. Finally, Section V concludes this work and discusses future work directions.

II. RELATED WORK

Sensors measuring factors responsible for the health of a plant are available on the market. These are designed either for home use or for professional use. In the first case, they are usually cheap, but do not allow the access to their hardware and software. This is problematic, as one cannot reprogram them for scientific purposes. In the second case, although the products are more expensive, the hardware and software is still not accessible for scientific purposes.

One home-use example is the helloplant smart-plant sensor [1]. This measures the soil moisture, as well as the sun light in order to tell the user, via a smartphone app, when to water the plant, and where to place it. A professional-use example is the fieldmate and the soilmate from AppsforAgri B.V. [2], [3]. The fieldmate measures air temperature and humidity at two levels, as well as soil temperature at two levels. The measurements are transmitted to a cloud service, where the user can access the data. The user also gets forecast information, and the smartphone app tells the user when to employ pesticides to protect the plants.

Another trend in precision farming is to using Artificial Intelligence (AI), in order to improve the monitoring and actuation and sampling activities. It was specially designed with the IoT in mind. The work in [4], is a good overview of the IoT. The authors show and compare various topologies that can be used for an IoT infrastructure. Furthermore, they describe in their work, all the necessary parts, means of communication and protocols currently used in this domain.

III. ARCHITECTURE

In order to properly design the architecture of an AIoT for micro-climate measurements, it is first necessary to organize the sensors into classes and types. Furthermore, an appropriate topology for the AIoT network has to be designed.

A. Sensors

As described in Section II there are many factors that can influence and trigger the powdery mildew. All these factors need to be measured with sensors. To get a better insight in the measurements to be effectuated, we first organize the sensors into the following three classes:

- Environmental sensors
- Imaging sensors
- Chemical sensors

In some cases multiple classes may apply to a single sensor. Environmental Sensors: These are sensors measuring the environment in which they are deployed. This includes measurements that are typically done by weather stations, such as temperature, humidity, atmospheric pressure, or CO2 equivalents. Because of the big availability and the low price of such sensors, they are suited to be placed all over a field.

Imaging Sensors: These are sensors that create a two (or three) dimensional matrix of values, representing an image. A camera is a typical example, measuring visible light, and creating a two dimensional image. More sophisticated cameras measuring invisible light, such as ultra-violet or infrared, or measuring some specific range of the light spectrum, are also possible. Cameras that measure multiple narrow light spectra are called multi- or hyper-spectral cameras, depending on the amount of spectra they are measuring. This kind of sensors are well suited to measure size, and to detect and classify objects. Infrared cameras can also be used to measure object temperature. Each pixel of the resulting image represents a particular temperature value.

Chemical Sensors: These sensors measure chemical substances, and are usually more expensive than environmental sensors. One reason for their higher cost is that they used less than the environmental sensors. As a consequence of this fact, it is in general too expensive to massively deploy them in the fields. However, it is still possible to mount these more expensive sensors on a robot or a drone, building this way a mobile sensing station. This station can then be driven through the field and take the required measurements.

B. Infrastructure and Communication

The basic AIoT infrastructure is shown in Fig. 1. It can be divided into three parts: The swarm shown in Fig. 1(a), the fog shown in Fig. 1(b) and the cloud shown in Fig. 1(c).

The swarm: This consists of set of sensing and actuation nodes, deployed at sufficiently many locations in space and time, such that the data they collect or act upon, enables the prediction and control of the considered disease. A swarm node may consist of a micro controller, one or multiple sensors and/or actuators, and a communication unit. This allows a swarm node to perform simple processing of the sensed data, and to specialize its control activities. It also allows it to protect the data through encryption and decryption.

The fog: This is the link between the swarm and the cloud. It directly communicates with the swarm nodes and transfers the data to the cloud, where it is stored. A fog node typically
consists of a more powerful computation unit, one or multiple units to communicate with the sensors, such as Bluetooth Low Energy (BLE), and with the cloud, such as a communication unit which is connected to the Internet.

With a more powerful computation unit, fog nodes are able to further process sensor data. This enables a fog node to filter data, set control actions (based on this data), etc. Some actions might be a trigger for an actuator activity. For example, starting and stopping an irrigation system, or sending notifications to a user. As fog nodes are in general directly connected to swarm nodes, they can react very fast. Fog nodes can either be simple computers, Single Board Computers (SBCs) or mobile robots, that communicate with the sensors and transmit the data to cloud. Depending on the swarm’s means of communication, smart-phones and tablets can also be used to receive and forward data from the sensors to the cloud. The fog nodes can also deploy more sophisticated security mechanisms, and manage the identities of the swarm nodes.

The cloud: This provides services for users and machines. One major service is data storage. It is important to safely store the received sensor data in a database, and to offer services to for further processing of the data, typically through Application Programming Interfaces (APIs). Exploiting these APIs other programs can get data from the cloud, store it, and visualize it in a (web based) User Interface (UI) or smartphone app. The cloud can also provide machine-learning tools for analyzing the measured data, and build for example, prediction models based on the content of this data.

Time and Time-synchronization: Measurements recorded by a swarm node need a time-stamp in order to be valuable. Otherwise, they fail to provide useful information about system behavior. A measurement can be current, taken minutes ago, or even hours ago (cf. real-time systems [7]). To properly describe a system, it is necessary to know when a value has been measured. Time-stamping values can be done by a swarm node itself, or it can be done in the fog layer. However, this is only possible if the value the fog receives, was measured right away. If a swarm node has to store an entire sequence of measurements over time, and send the sequence to a fog node later on, then the swarm node might want to time-stamp its measurements. In general, the minimal amount of information a swarm node has to provide to a fog node is the time difference between successive measurements. The fog node can then compute the correct time stamps.

Consider now time synchronization in more detail [8]. Many electronic components have tolerances due to the nature of manufacturing. Consequently, they do not behave exactly the same way. This leads to micro-controllers having clocks that do not tick synchronously. The result is a swarm of nodes whose times drift away from the real time and from each other. If this drift sums up, measurements lose their value because they do not represent the sensor value at the time they claim. This can give wrong information to users and to machine learning tools and furthermore result in wrongly made decisions or models. It is therefore necessary to provide synchronization tools ensuring that the time at which measurements were taken is correct. Clock synchronization has to be done among both swarm nodes and fog nodes. Fog nodes can have a leading role to providing a master-clock to the swarm.

Computation: The large number of interconnected swarm and fog nodes, with quite powerful computation units, can be used to performing analysis, compression, filtering, and sensor fusion, before the data reaches the cloud. This computation is referred to as Edge-computing in [9]. At the swarm level, micro controllers are much more powerful than to just reading out a sensor’s value. Their computation unit can be used to filter and pre-process measurements and it can also be used to do sensor fusion. This is useful in reducing the amount of data that needs to be stored on the swarm node and that needs to be transmitted. Computation, however, needs power which means that it comes to a cost of the battery life. Hence there is a trade-off between data pre-processing at a swarm node, and the node’s lifetime or need for maintenance. Fog nodes are typically machines that have much more computational power.
than the swarm nodes. Their lifetime is also not crucial as they are normally not powered by batteries. Thus fog nodes are perfectly suited for first analysis and a first response tasks, if necessary. The fog can act in a very fast manner, because it is located near the swarm, and directly communicates with its nodes. This makes the fog an ideal architectural component of the AIoT for time-critical tasks. These include simple control tasks, sending messages to users, or commands to actuators, based on the measurements of the swarm nodes.

At the cloud level, the IoT infrastructure has most of its computational power. While one major service of the cloud is data storage, another one is data analysis. Because almost no control tasks will be performed at this stage, real-time response in the cloud is not crucial. The analysis of the data however is important, for learning various correlations and certain system and environment behaviors. The cloud supports planing, and the automatic synthesis of prediction models.

C. Further Challenges

The challenges below are not necessarily related to the successful creation of a disease-prediction model. However, their solution leads to a much more versatile infrastructure.

Security: This is one of these challenges. It is very important to protect the data that is exchanged between the different layers from being hijacked by unauthorized people. Modern micro-controllers, especially those used for IoT purposes, typically contain encryption units to securely encrypt data. But also physical security is important. Swarm or fog nodes, such as those that are placed all over a field, need to be securely placed to protect them from being stolen. Cloud nodes, are typically placed in data centers, where high security standards are common. But also at this place it is important to give the access rights only to those people who really need it.

Localization: This is another very important challenge. For swarm nodes that are physically spread all over a certain place, it is important for further processing to know where the swarm node measures its value. This can either be done manually, by assigning the location to the swarm node. But in case of several hundreds or thousands of such nodes, this might end up in a lot of manual work. Especially if it is supported to relocate swarm nodes. Placing localization chips, such as GPS, on each swarm node is not an option, because of the increasing costs and the additional power consumption. For these cases it necessary to create a self-localizing swarm network.

IV. IMPLEMENTATION

Power consumption: This is a main focus in the design of a swarm node. As swarm nodes will be mounted all over the place in an outdoors field, where no power supply is to be typically expected, the nodes have to run on batteries. Moreover, recharging or changing batteries involves manpower, that should be reduced to a bare minimum. Hence, swarm nodes have to run as long as possible on a single battery.

One swarm node should preferably run at least one crop season without a need to recharge the battery. To achieve this goal, it is necessary to use low-power micro-controllers, communication units and sensors. Software also plays a major role in power consumption. The micro-controllers can be put to sleep, where power consumption is reduced to a bare minimum, but during this time, they can not do any calculations, any communication, or measurements. So there is a trade-off between doing actual work and battery lifetime. It is also important to measure the battery’s status. This is crucial for taking steps to recharging nodes on time, and ensuring this way a continuous measurement of the system.

Swarm-node design: As shown in Fig. 2, this is based on the Simblee System-on-Chip (SoC), with an ARM-Cortex M0 microprocessor, bluetooth low energy (BLE) communication stack, and integrated BLE antenna. These nodes are equipped with a battery manager, for both loading the battery from a 5V power supply, and for monitoring the battery-charge level. We have currently designed two types of swarm nodes.

The first type of swarm nodes is shown in Fig. 2a. Its purpose is to measure the soil-moisture and the soil-temperature. The soil-moisture is measured using the capacitive method, where two isolated copper areas are exposed to a material that changes the capacitance of the copper areas. Between the copper areas and the material there is a small layer of protective varnish, so that the copper areas do not touch the material, to prevent the electrical connection between the two layers. With a clock circuit that alternates the voltage exposed to the copper capacitor, a voltage forms at the end, that can be measured by an Analog-Digital Converter (ADC). The lower the voltage is, the more wet material is exposed to the copper capacitor. This method is superior to methods where the resistance between two electrodes, that are placed in the material, is measured, because it does not oxidize and thus does not change its values over time. The soil-temperature is measured with an DS18B20 temperature-measuring unit.

Fig. 2: The developed swarm nodes based on the Simblee SoC.

(a) Swarm node to measure soil temperature and moisture.

(b) Swarm node to measure environmental influences in the air.
The second type of swarm node is shown in Fig. 2b. It measures environmental temperature, relative-humidity, atmospheric-pressure, and air-quality. The sensor used to measure temperature and relative-humidity is the ENS210 by ams AG. To measure atmospheric-pressure (and temperature), the BMP280 by Bosch sensor-tec is used. For air quality measurements the CCS811 by ams AG sensor is used. Although the CCS811’s application is indoor air quality measurements, we will use it also for outdoors for evaluation purposes.

Fog-node design: Fog nodes are based on the Raspberry Pi SBC. They have WiFi and Ethernet-network capabilities, as well as, a BLE communication stack. Furthermore, they are cheap, and run Linux based OS which makes them a perfect match for a fog node in our simple AIoT infrastructure.

Cloud-node design: Finally, the cloud service runs on a permanently available server or personal computer. The software used for the cloud service is the open source project ThingsBoard. This software already comes with the feature of receiving messages from sensors via various protocol types. It also stores the received data in a database. Furthermore, the software comes with various web-based tools for visualizing the data for a user. Thingsboard also offers an API, giving access to the data to other software and services.

V. CONCLUSION AND FUTURE WORK

The work in this paper has introduced the main design principles for developing an AIoT infrastructure measuring micro-climate parameters, with the goal of creating disease-prediction models. The importance of having an infrastructure with many nodes and the opportunities it opens were discussed where appropriate. Although this work is based on the idea of building an AIoT infrastructure, it can also be used for other sectors, such as smart homes and smart buildings.

The swarm nodes we have built will have to be thoroughly evaluated and improved, before their outdoor placement. Additional swarm-node types will also have to be developed, for measuring other environmental influences, that are important to study the powdery mildew. After equipping the vineyard with a large number of swarm nodes, we will start to collect data of at least one season. The harvested data will be thereafter used to feeding machine learning algorithms that will learn various correlations among the data in a first step, and disease-prediction models in a second step.
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