Parsimonious Channel Models for Millimeter Wave Railway Communications
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Abstract—We show that the deterministic two-ray model and the statistical two-wave with diffuse power (TWDP) model are suitable channel models for millimeter wave train-to-infrastructure wireless communications. Both models make parsimonious use of model parameters and are therefore implementable with very low complexity. Once directive antennas are employed, such models turn out to be accurate. The wireless channel is mainly dominated by the line-of-sight component and a ground reflection then. These two components lead to an oscillatory interference pattern with instantaneous frequency defined by the geometry. We derive fading envelopes to find a simple parametrization of the TWDP model through the deterministic two-ray model. The effectiveness of our approach is demonstrated on ray-tracing data.
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I. INTRODUCTION

Interestingly, millimeter wave (mmWave) frequency bands have been candidates for vehicular communications already for several decades [1]–[3]. The key to a better understanding of (mmWave) railway communications lies in reasonable channel modeling [4], [5].

At lower frequencies measurements have been made to predict the performance for railway communications [6]–[10]. However, for mmWaves, accurate, yet simple channel models, inevitable for link-level performance studies [11]–[14], are still lacking.

In our prior work [15], based on ray-tracing data, we already demonstrated that railway communication scenarios employing directive antennas are effectively modeled via a two-ray model. Traditionally, the multi-slope behavior of the observed path loss was explained by a two-ray (ground reflection) model [16], [17]. The applicability of the two-ray model for the current dedicated short range communication (DSRC) standard around 5.9 GHz is shown in [18]–[20]. Especially for millimeter waves, it has been observed that channels are dominated by a few multipath components [21]–[30], and therefore, models employing only a few rays are even better justified. Evidence for the two-ray model can also be found in [31], where the deviations from the two-ray model were explained by road undulations. These road undulations, or in the train context the heterogeneous ground and the hardly predictable reflection coefficient, motivate us to transform the deterministic two-ray model into the statistical Two-Wave with Diffuse Power (TWDP) model.

Our Contributions

We demonstrate on ray-tracing data [32] that the two-ray model is a suitable deterministic small-scale fading model for line-of-sight (LOS) mmWave scenarios. We derive fading envelopes depending on antenna alignments, geometry, and bandwidth.

Next, we argue that the two-ray model is a specific, deterministic variant of the statistical TWDP model. For enclosed structures, such as aircraft cabins and buses, the applicability of the TWDP model is demonstrated by Frolik [33]–[35]. The TWDP model is flexible enough to accommodate additionally smaller multipath components as so called diffuse components. Furthermore through statistical modeling, uncertainties, for example, about reflection phases, road undulations, or path lengths, are automatically included. The derived quantities of the two-ray model will serve to parametrize the TWDP model.

II. TWO-RAY MODEL

The two-ray (ground reflection) model has its widespread use as model for the path loss coefficient in wireless communications systems. Nevertheless, the two-ray model is a small-scale fading model as it describes an interference pattern of two waves. Analogously to [36], the description in the delay domain supports our arguments. Our analyzed scenario, leading to a two-ray model, is depicted in Fig. 1.

A. Time-Domain Description

The channel impulse response of the two-ray model reads

$$h(d, \tau) = a(d)(\delta(\tau) + g(d)e^{i\phi(d)}\delta(\tau - \tau_0(d)))$$

(1)

where a subsumes the free space attenuation of the LOS path of length $l_1$, and the distance-dependent antenna gains of the transmitter $G_{TX}(d)$ and receiver $G_{RX}(d)$, respectively. By the notation $G_{TX}(d)$ we stress that the antenna gains for a given geometry and beamforming strategy (fixed beamforming or dynamic beamforming) are only dependent on the distance.
d. In other words, given the alignments and the height of the antennas, the elevation and the azimuth angle of the transmitted and received waves are implicitly given. Subscript L or R reflects whether we focus on the LOS component or on the reflected one. For distances \(d \gg h_L, h_R\) much longer than the transmitter and receiver height, the factor \(a\) is commonly approximated to

\[
a(d) \approx \frac{\lambda \sqrt{G_{\text{TX}}(d)G_{\text{RX}}^*(d)}}{4\pi d}.
\]

(2)

Despite the large bandwidths of mmWave systems, the relative bandwidth is mostly below 5% which allows us to drop the frequency dependency of \(a\) through fixing the wavelength \(\lambda\) to the center frequency. The second, reflected and delayed component, has analogously a (complex) path attenuation of

\[
a_R(d) \approx \frac{\lambda \sqrt{G_{\text{TX}}(d)G_{\text{RX}}^*(d)}}{4\pi d} e^{j\phi(d)},
\]

(3)

where \(\phi\) models the phase change due to reflection. We factor out the gain of the LOS component and describe the reflected component by the relative loss function

\[
g(d) = \frac{G_{\text{RX}}(d)G_{\text{RX}}^*(d)}{G_{\text{TX}}(d)G_{\text{RX}}^*(d)}.
\]

(4)

Assuming, again, a relatively long ground distance \(d\) we can approximate the delay of the reflected component to [15]

\[
\tau_0(d) = \frac{\Delta l}{c} = \frac{2h_L h_R}{d} \frac{1}{c}.
\]

(5)

If we employed a system bandwidth that resolves delay \(\tau_0\) in (1), we could collect the energy of both rays by a multipath receiver, for example, a rake receiver. The receive power \(|h(\tau)|^2\) then falls off exponentially with distance. A narrowband receiver cannot resolve both rays and simply adds them up. Depending on the delay (phase) of both paths, an interference pattern is caused by the receive filter convolution.

B. Frequency-Domain Description

As mentioned above, depending on the bandwidth, we either are possible to resolve both paths and no fading will be present, or we do not have enough time resolution and fading will occur. To analyze the strength of the fading process we derive the mean power (large-scale fading) and envelope formulas for constructive interference and for destructive interference (small-scale fading) in the frequency domain. In the following derivations we drop the function arguments (braces) to achieve compact equations.

The Fourier transform of (1) reads

\[
\mathcal{F}\{h(d, \tau)\} = H(d, f) = a\left(1 + g e^{-j(2\pi \tau_0 - \phi)}\right).
\]

(6)

The power spectral density is calculated as the magnitude square of the Fourier transform (6)

\[
|H(d, f)|^2 = a^2\left(1 + g^2 + 2g \cos(2\pi f \tau_0 - \phi)\right)
\]

\[
= a^2\left(1 + g^2 + 2g \cos\left(\frac{4\pi h_L h_R}{\lambda} - \phi\right)\right).
\]

(7)

To calculate the large-scale fading we average the power spectrum on a confined area. The functions \(a\) and \(g\) are changing relatively slowly with changing distance, but the term \(\cos\left(\frac{4\pi h_L h_R}{\lambda} - \phi\right)\) in (7) has a spatial fading period [36] of

\[
\Delta d|_{2\pi} = \frac{\lambda d^2}{2h_L h_R} = \frac{\lambda d}{\Delta l}.
\]

(8)

Spatial averaging over a length of \(\Delta d|_{2\pi}\) removes the small-scale fluctuations leaving only the large-scale fading

\[
\left|H(d)\right|^2 = a(d)^2\left(1 + g(d)^2\right).
\]

(9)

Next we calculate the constructive and destructive envelope of the two-ray model. The effect of the bandwidth \(B\) is modeled through uniformly distributing the transmit power in \(P_x \sim \mathcal{U}(f_0 - B/2, f_0 + B/2)\). The average receive power is then given by

\[
\mathbb{E}_{P_x}\{|H|^2\} = a^2(1 + g^2) + 2a^2 g \int \frac{1}{B} \cos(2\pi f' \tau_0 - \phi) df'\]

\[
\hspace{10cm} f' = f_0 - \frac{B}{2}
\]

\[
= a^2(1 + g^2) + 2a^2 g \cos(2\pi \tau_0 f_0 - \phi) \text{sinc}(\tau_0 B).
\]

(10)
The sinc function is defined as $\text{sinc}(x) = \frac{\sin(\pi x)}{\pi x}$. As $-1 \leq \cos(2\pi \tau_0 f_0 - \phi) \leq 1$, the following receive power envelopes are achieved

$$E_{P_r}\{|H|^2\} \leq a^2(1+g^2)+2a^2g\sin(\tau_0 B) \quad (11a)$$
$$E_{P_r}\{|H|^2\} \geq a^2(1+g^2)-2a^2g\sin(\tau_0 B) \quad (11b)$$

C. Simplistic Modeling of Directive Antennas

To calculate the envelopes given above, one needs to know the antenna pattern to compute Eq. (4). Sometimes, only the gain values or half-power beam width values at elevation $\theta_{3\text{dB}}$ and azimuth $\varphi_{3\text{dB}}$ of the directive antennas are the known variables. To keep the model applicable, a simplified antenna model is used at this point, in which the pattern is based on a cosine function taken to a higher power. By doing this, all values except for the extrema $-1, 1$ will progressively decrease. The exponent $n$ is derived to fulfill the half-power beam width. For example, the exponent of the elevation pattern (E-plane) is chosen to ensure that

$$\cos \left( \frac{\theta_{3\text{dB}}}{2} \right)^n = \frac{1}{2} \quad \Rightarrow \quad n = \frac{-1}{\ln \left( \cos \left( \frac{\theta_{3\text{dB}}}{2} \right) \right)} \quad (12)$$

where $\ln$ is the binary logarithm. The final gain pattern, including the mechanical alignments at elevation $\theta_a$ and azimuth $\varphi_a$, is given by

$$G(\theta, \theta_a, \theta_{3\text{dB}}, \varphi, \varphi_a, \varphi_{3\text{dB}}) = G_{\text{max}}$$
$$\cos \left( \frac{\theta - \theta_a}{2} \right)^{1/\ln \left( \cos \left( \frac{\theta_{3\text{dB}}}{2} \right) \right)} \cos \left( \frac{\varphi - \varphi_a}{2} \right)^{1/\ln \left( \cos \left( \frac{\varphi_{3\text{dB}}}{2} \right) \right)} \quad (13)$$

The example patterns generated by Eq. (13) are illustrated in Fig. 2. To the best of the author’s knowledge, this practical approach of obtaining equations for the antenna patterns has not yet been proposed, yet this approach is of course very related to the Gaussian beam model [37], [38]

$$G_{\text{Gauss}}(\theta, \theta_a, \theta_{3\text{dB}}, \varphi, \varphi_a, \varphi_{3\text{dB}}) = G_{\text{max}}$$
$$\exp \left\{ -4 \ln \left( 2 \right) \left( \frac{\theta - \theta_a}{\theta_{3\text{dB}}} \right)^2 \right\} \exp \left\{ -4 \ln \left( 2 \right) \left( \frac{\varphi - \varphi_a}{\varphi_{3\text{dB}}} \right)^2 \right\} \quad (14)$$

where $\ln$ is the natural logarithm. However, there are drawbacks in using these methods: the missing side lobes and the inflexibility of the exact pattern since only half-power bandwidths are factored in.

Now the two-ray model, including the simplified antenna pattern in Eq. (13) and the derived Eq. (9) and Eq. (11), is compared with the ray-tracing data from [32] (see Fig. 3). In [32], the SNR data were studied. To obtain the SNR values from the proposed model, the transmit power is then set to $P_T = 20\, \text{dBm}$, and the noise figure is selected to be $N_F = 10\, \text{dB}$ (see [32]). The SNR is expressed as

$$\text{SNR}_{\text{dB}} = P_T|_{\text{dBm}} + E_{P_r}|_{\text{dB}}\{ |H|^2 \} |_{\text{dB}}$$
$$- \left( -174 \, \text{dBm/Hz} + 10 \log_{10}(B) \right) |_{\text{dBHz}} + N_F|_{\text{dB}} \quad (15)$$
Fig. 4. Fitted large-scale fading, fading envelopes, and $\Delta$-parameters. (Panel 1) The SNR from Fig. 3 is shown with logarithmic abscissa scaling. The black dashed line shows the predicted large-scale power from Eq. (9). The red dashed line shows the estimated large-scale power, which is computed through the sliding average approach. (Panel 2) The SNR fluctuations are shown by removing the large-scale trend. The envelopes given in Eq. (19) are plotted in black dashed lines. The red, dashed, vertical lines show the evaluation regions for the ML parameter estimation. (Panel 3) This shows the ML fitted $K$-parameter of the TWDP model. The $K$-factor decreases with increasing distance as the directive antenna illuminates more surrounding buildings; hence, more multipath components are generated. (Panel 4) This panel presents the ML fitted $\Delta$-parameter of the TWDP model. The theoretical prediction generated from the proposed model is again plotted as a black dashed line. The prediction and observation agree well.
III. TWO-WAVE WITH DIFFUSE POWER MODEL

The Two-Wave with Diffuse Power Fading (TWDP) small-scale fading model assumes fading due to the interference of two strong radio signals and numerous smaller, so called diffuse, signals. Although deterministic modeling as two-ray ground reflection model is possible, a statistical model captures uncertainties and variations, for example, about the phase change of the reflection.

A. Mathematical Model and Parameter Fitting

TWDP fading was first introduced in [39]. A more extensive mathematical description is provided in [40]. For the convenience of the reader, we briefly summarize [40]. The TWDP fading in the complex-valued baseband is given as

\[
 r_{\text{complex}} = V_1 e^{j\phi_1} + V_2 e^{j\phi_2} + X + jY ,
\]

where \( V_1 > 0 \) and \( V_2 > 0 \) are the deterministic amplitudes of the non-fluctuating specular components. The phases \( \phi_1 \) and \( \phi_2 \) are independent and uniformly distributed in \([0, 2\pi)\). The diffuse components are modeled via the law of large numbers as \( X + jY \), where \( X, Y \sim N(0, \sigma^2) \) are independent Gaussian random variables. If \( \phi_1 \) and \( \phi_2 \) are chosen deterministically and if \( \sigma \to 0 \), the TWDP model is turned again into the two-ray model. The \( K \)-factor is defined analogously to the Rician \( K \)-factor as the power ratio of the specular components and the diffuse components

\[
 K = \frac{V_1^2 + V_2^2}{2\sigma^2} .
\]

The parameter \( \Delta \) describes the amplitude relationship among the specular components

\[
 \Delta = \frac{2V_1 V_2}{V_1^2 + V_2^2} .
\]

The \( \Delta \)-parameter is bounded between 0 and 1 and equals 1 iff both amplitudes are equal. A third parameter \( \Omega \) captures the second moment (the average power) of the fading amplitude. As we use the TWDP model just for describing the small-scale fading (the fluctuations around the mean) we will force \( \Omega = 1 \) through normalization.

To estimate the second moment \( \Omega \) of the ray-tracing data, we apply a sliding window estimate with adaptive window size. The window size is chosen to stretch over two spatial periods as defined in (8). The parameter tuple \( (K, \Delta) \) is estimated through the method of maximum likelihood (ML) estimation as in [30], [41].

B. Calculation of \( \Delta \) based on the Envelopes

We normalize the envelopes (11) by the mean power (9) to achieve \( \Omega = 1 \). The sum voltage \( V_{\Sigma} \) and difference voltage \( V_{\Delta} \) of both waves is then given as

\[
 V_{\Sigma|\Delta} = \sqrt{1 \pm \frac{2g|\text{sinc}(\tau_0 B)|}{1 + g^2}} .
\]

The following system of equations defines the individual voltages \( V_1, V_2 \)

\[
 V_1 + V_2 = V_{\Sigma} \quad \text{(20a)}
\]

\[
 V_1 - V_2 = V_{\Delta} . \quad \text{(20b)}
\]

Through squaring (20a) and (20b) and adding them, the product of \( V_1 \) and \( V_2 \) derives to

\[
 V_1 V_2 = \frac{g|\text{sinc}(\tau_0 B)|}{1 + g^2} . \quad \text{(21)}
\]

Plugging (21) into the squared Eq. (20b), gives the condition

\[
 V_1^2 + V_2^2 = 1 . \quad \text{(22)}
\]

Putting (21) and (22) into the definition of \( \Delta \) leads to

\[
 \Delta(d) = \frac{2g|\text{sinc}(\tau_0 B)|}{1 + g^2} = \frac{2g(d)|\text{sinc}(\frac{2\pi h d}{c} B)|}{1 + g(d)^2} . \quad \text{(23)}
\]

Note that we are not able to derive the \( K \)-factor from the two-ray model. The two-ray model assumes a LOS component and one specular reflection, without modeling other, smaller components, thus \( \sigma \to 0 \) and hence \( K \to \infty \). In Fig. 4 we compare the obtained parameter fits with the predicted values of our proposed model (black dashed lines). The ML fitted \( K \)-factor shows a negative trend with increasing distance. Remember that we employ directive antennas that illuminate a bigger area at larger distances and hence allow reflections from more and more surrounding buildings. The predicted \( \Delta \)-parameters from (23) agree well with the ML estimated parameters.

IV. CONCLUSION

We have shown that both the two-ray model and the TWDP model can be easily parametrized by geometry, bandwidth and antenna directivity to accurately reproduce ray-tracing data. Both models can be directly applied in link-level simulations to study effects on the physical layer. Furthermore, since we have found closed-form solutions for the mean SNR as well as for the SNR fluctuations, a simplified base station placement and antenna tilting analysis is possible even without running simulations.
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