Toughness enhancement in TiN/WN superlattice thin films
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ABSTRACT

Transition metal nitride thin films traditionally possess a low intrinsic fracture toughness. Motivated by the recently discovered fracture toughness enhancing superlattice (SL) effect, as well as the remarkably high potential for toughness predicted by theoretical studies for TiN/WN superlattices, we synthesise a series of these materials by DC reactive magnetron sputtering. The SL coatings demonstrate a vacancy-stabilised cubic configuration throughout, as well as a marginal lattice mismatch between the TiN and WN layers. All investigated mechanical properties produced a distinct dependence on the bilayer period, featuring a hardness peak of 36.7 ± 0.2 GPa and a minimum of the indentation modulus of 387 ± 2 GPa.

The toughness-related quantities of the SLs in particular show a significant enhancement compared to monolithic TiN and WN, including a tripling of the fracture energy. The fracture toughness is raised from 2.8 ± 0.1 (TiN) and 3.1 ± 0.1 (WN) to 4.6 ± 0.2 MPa√m by the SL arrangement. We relate this maximisation to the vastly disparate elastic moduli and compositional fluctuations. To complement our experimental data, we present Density Functional Theory-based models to disentangle the conspicuous trends observed for TiN/WN superlattices.

© 2019 Acta Materialia Inc. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The superlattice (SL) structure — which is characterised by ultrathin layers of two alternatingly and coherently grown materials — has been demonstrated to be an effective approach to simultaneously enhance the hardness and the fracture toughness of hard protective coatings. Within the field of nitride based SLs, a pioneering experimental study by Helmersson et al. [1] revealed that the hardness of TiN/VN SLs with a bilayer period of 5.2 nm is more than doubled compared to monolithic TiN and VN, as well as ternary TiVN [1]. Building upon this finding, Chu and Barnett conceived a model to describe the superlattice effect based on dislocation glide within the layers and across the interfaces in these systems [2]. The claim that the difference in shear modulus between the individual layers constitutes the main reason for the hardness maximum was strengthened most prominently by studies on the TiN/Nb$_x$V$_{1-x}$N system [3]. Mirkarimi, Hultman and Barnett [3] selected a composition $x$ of Nb$_x$V$_{1-x}$N that matched TiN in terms of its lattice parameter, but retained a disparate shear modulus to isolate the effect of coherency strains and shear moduli on the hardness enhancement. Although the coherency strains between the layers were virtually nullified, the authors observed a hardness maximum at a bilayer period of about 8.2 nm.

More recently, investigations on TiN/CrN SLs suggested that the superlattice effect also extends onto the fracture toughness [4]. By employing in-situ micromechanical cantilever bending tests on freestanding superlattice films, the authors found that the fracture toughness increased with decreasing bilayer period ($\Lambda$), reaching a maximum at $\Lambda \approx 6$ nm. For ultrathin layers ($\Lambda \approx 2$ nm), the fracture toughness dropped to the lowest value. Since the recorded load-displacement data in the micromechanical tests suggested pure elastic deformation until failure, it was concluded that other bilayer-period dependent mechanisms than those identified by Chu and Barnett [2] must be responsible for the peak in fracture toughness. These might be: coherency strains, misfit dislocation arrays at the interface, spatially oscillating elastic moduli influencing crack growth, average grain size and other defects confined into individual layers.

The potential of SLs to increase the toughness of transition metal nitrides (TMNs) also elicited a surge of interest from the realm of
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usually formed in the cubic NaCl-based WN system. Under ambient conditions WN crystallises in a hexagonal
system. Depending on the deposited conditions, this hcp structure can be transformed into a tetragonal one, which
is analogous to the starting material's hcp structure. This transformation is a promising performance in simulations, TiN/WN superlattices are
presented in the literature. Additionally, numerous vacancy-stabilised polymorphs of the cubic NaCl-based WN have
been proposed in the literature. Despite showing the lowest formation energy at 0 K, the NbO-type phase (space group Pm-3m)
with 25% of vacancies on both sublattices [7,8] is seldom reported in experimental studies [9]. Unlike that, the solely N vacancies
have been successfully synthesised for a wide range of stoichiometries, showing that the occupation of the N sublattice depends strongly on the applied deposition conditions [10,11]. Vacancies in general, can effectively influence the preferred crystal structure as well as metastable solubility limits of such systems, as shown for Ta-Al-N [12], Mo-Al-N [13], and Mo-Cr-N [14].

While the current state of research may present the hardness-maximising SL effect as a thoroughly studied topic, the fracture toughness of such structures has only been explored by a singular experimental observation thus far. Hence, the aim of the present study is to expand on this initial finding. TiN/WN is a predestined system for this purpose. The extraordinary performance of TiN-WN-related structures in terms of the criteria proposed by Pugh and Pettifor [5,15] in combination with the considerable difference between the elastic constants of TiN [16] and WN [8,17] as well as the possibility to manipulate the lattice parameter of WN via the vacancy concentration should render the resulting enhancement of the fracture toughness particularly pronounced and informative. The present study is roughly divided into three parts. In the first part, we show and discuss theoretical results produced by DFT, in order to obtain an overview of the expected properties of the involved material systems, as well as to assess the theoretical feasibility of the project. We then use this knowledge to tailor our experimental approach, the results of which are presented in the central section, including dissections of XRD, nanoindentation, fracture toughness and morphological data. To further our understanding of the observed relationships in the experiment we present one final theoretical section on the mechanical properties of TiN/WN SLs. Whenever appropriate, we let theory and experiment coalesce to gain a more holistic perspective.

2. Methodology

2.1. Modelling

The Vienna Ab-initio Simulation Package (VASP) [18,19] together with the projector augmented plane wave (PAW) pseudopotentials were employed to carry out the Density Functional Theory (DFT) calculations. The exchange-correlation effects were treated under the generalised gradient approximation (GGA) [20] using a Perdew-Burke-Ernzerhof (PBE) exchange and correlation functional [21]. The plane-wave cut-off energy was always set to 600 eV, while the k-vector sampling of the Brillouin zone provided a total energy accuracy of about $10^{-3}$ eV/atom or better. Our simulation cells were based on the cubic rocksalt (Fm-3m) structure. In particular, stacking a desired number of cubic cells in the (100) direction produced TiN/WN SLs with various bilayer periods. Vacancies in both the bulk and the SL systems were distributed in an ordered (e.g., the NBO-type WN) or disordered manner employing the Special Quasirandom Structure (SQS) method [22]. In the latter case, a sufficiently large supercell (containing 64 and 128 atoms for the bulk and the SL systems, respectively) was constructed. Lattice parameters of the defect-free structures were optimised by fitting the energy vs. volume data with the Birch-Murnaghan equation of state [23] while all structure optimisations in the vacancy-containing variants were performed by relaxing supercell volumes, shapes, and atomic positions.

Chemical stability of various systems was quantified by calculating their formation energy, $E_f$. For example,

$$E_f = \frac{1}{\sum n_i} \left( E_{\text{tot}} - \sum s_i n_i \mu_i \right)$$

wherein $E_{\text{tot}}$ represents the total energy of the supercell, $n_i$ and $\mu_i$ correspond to the number of atoms and the chemical potential, respectively, of a species $i$. The reference chemical potentials for Ti, W, and N are conventionally chosen to be the total energy per atom of hcp-Ti, bcc-W, and the $N_2$ molecule, respectively.

Dynamical stability, assured by an absence of soft phonon modes in vibrational spectra, was investigated for selected systems using the Phonopy package [24]. To assess elastic properties of various structural candidates, a tensor of elastic constants was calculated from the Voigt’s notation to transform this fourth-order elastic tensor to a 6×6 matrix, which was further projected onto a desirable (cubic or tetragonal) symmetry [28]. The polycrystalline bulk, B, and shear, G, moduli were determined by averaging the Reuss’ and Voigt’s estimates [29,30], while the polycrystalline Young’s modulus, E, was evaluated as $E = 9BG((3B + G)$, which is valid for isotropic systems. Following the formulæ in Ref. [31] we computed Young’s modulus values in the prominent crystallographic directions.

Tendencies for brittle/ductile behaviour were reviewed by plotting the B/G ratio vs. Cauchy pressure, $c_2-c_44$ [15]. In the case of NaCl-based TiN/WN SLs - which do not exhibit overall cubic but tetragonal symmetry - effective Cauchy pressure values were estimated as $1/3(c_{12}-c_{66}+c_{13}-c_{55}+c_{23}-c_{44})$. Since bilayer period dependent trends in mechanical properties are very costly to obtain from first-principles (especially for defected systems), we adapted the linear elasticity continuum model by Grimstitch and Nizzoli [32] to calculate effective elastic constants of SLs composed of two layers with arbitrary symmetries. In the original formalism, the algorithm requires elastic constants of the two-layer materials together with their volumetric ratio, disregarding any heterogeneity introduced by interfaces. In particular, the input elastic constants correspond to the equilibrium lattice parameters of each individual phase, which improperly represent the stress state of the material in the SL. To incorporate a more realistic picture of the interface, we extended the formalism to SL composed of n-layer materials. The interface-related effects were entered by setting the elastic constants of one of the involved layer materials to those of chosen superlattice, SL*, with a bilayer period $\Lambda*$. At $\Lambda = \Lambda*$ the volumetric ratio of $SL*$ was 100%, while an increase of (the total) $\Lambda$ gradually diminished the interface effects by decreasing the volume ratio of $SL*$ to incorporate more of the “bulk-like” layers.

Moreover, to corroborate our fracture experiments, tensile strength in terms of cleavage energy and stress for brittle cleavage were estimated using the rigid-block displacement method [33,34].
2.2. Experimental procedures

All coatings — both superlattices and monolithic films — investigated in this work were synthesised via unbalanced DC reactive magnetron sputtering using an AJA International Orion 5 magnetron sputtering deposition system. We mounted one 3" Ti target and one 2" W target onto the respective cathodes and used the computer-controlled shutter system to synthesise SL coatings with bilayer periods between 2.8 and 166.7 nm. Si (100) and MgO (100) substrates were ultrasonically cleaned first in acetone and then in ethanol for 5 min and subsequently mounted in a rotatable substrate holder. Before starting the deposition, we evacuated the system to a base pressure of approximately 10⁻⁴ Pa, thermally purged the chamber and all components therein at the chosen deposition temperature of 500 °C for 30 min and subsequently ion-etched the substrates for 10 min in a pure Ar atmosphere with a pressure of 6 Pa by applying a constant voltage of ~750 V to the substrates. The coatings were deposited by applying currents of 600 mA and 1000 mA to the W and Ti targets respectively while bleeding an Ar/N₂ gas mixture with a flow ratio of 5.3 sccm/4.7 sccm into the chamber (while keeping the total pressure at 0.4 Pa).

A separate generator was used to apply a constant bias voltage of 200 V for the substrates during the deposition time to ensure the formation of a dense microstructure in our films. The parameters above resulted in deposition rates of 14.7 and 10.6 nm/min for the formation of a dense microstructure in our films. The parameters above resulted in deposition rates of 14.7 and 10.6 nm/min for monolithic TiN and WN respectively. The deposition rates of the TiN/WN SLs were reasonably constant around 12.1 nm/min. In all cases, we aimed for total film thicknesses between 1.5 and 3 μm, to ensure reliability of the mechanical testing methods. The approximate sputter yields of the targets under these conditions were 0.34 (2" W) and 0.33 (3" Ti).

Structural investigation of the produced coatings was conducted using a symmetric Bragg-Brentano X-ray diffraction (XRD) setup featuring Cu Kα radiation. A Ge (220) hybrid monochromator guaranteed Cu-Kα1 radiation only. The thickness and morphology of the coatings were analysed by taking cross-sectional images of the samples with an FEI Quanta 250 FEG (a field emission gun scanning electron microscope — FEGSEM).

The microstructure of the TiN/WN films was investigated by a JEOL 2100F field emission microscope (200 kV) equipped with an image-side C₂-s-corrector. The cross-sectional TEM samples were prepared using a standard sample preparation approach including grinding, polishing, dimpling, and ion-milling. The exposure time for the HRTEM images was set to 10 s. The aberration coefficients were set to be sufficiently small, under which the HRTEM images were taken under slightly over-focus conditions (close to Scherzer defocus). STEM images shown in this paper were recorded using a high-angle annular dark-field (HAADF) detector, with the detector inner angle/outter angle set to 54 mrad/144 mrad, respectively. Under these conditions, the STEM-HAADF contrasts are nearly proportional to the atomic number (Z-contrast image).

The fracture toughness of all thin films was unveiled by performing pre-notched single cantilever bending experiments of freestanding coating material [35]. These cantilevers were prepared with a focused ion beam (FIB) workstation (FEI Quanta 200 3D DFIB), which was also used to remove the substrate material beneath the cantilevers. These cavities below the coating were cut using subsequent steps of 5 nm, 3 nm, and 500 nm, lowering the ion beam current for cuts close to the film material. The cantilevers themselves were cut with 1 nA to obtain the round shape and 500 nm for fine patterning steps. A pre-crack was incised into each cantilever with an ion beam current of 50 pA. We chose an acceleration voltage of 30 kV for all FIB processes and aimed for dimensions of roughly t x t x 7t for all cantilevers, where t refers to the coating thickness (in μm). The bending tests were executed inside the aforementioned FEGSEM by a PI85 Picolindenter (Hysitron). The spherical diamond tip attached to the indenter had a tip radius of about 1 μm. Selecting a rate of 5 nm/s for the displacement controlled bending processes, we loaded the cantilevers until failure. The maximum recorded force F₁ at failure as well as the actual dimensions of the cantilevers — determined by measuring the fracture cross-section and the lever arm in the SEM — were all used to derive a value for the critical stress intensity Kc (in MN/m²) for each of our coatings. These calculations relied on the model established by Matoy et al. [36], which is based on linear elastic fracture mechanics and is mainly constituted by the following two formulae:

\[ K_c = \frac{F_1 t}{b w^{3/2}} f \left( \frac{a_0}{w} \right) \]  

(2)

Wherein \( f \left( \frac{a_0}{w} \right) \) denotes a polynomial shape function with the following definition:

\[ f \left( \frac{a_0}{w} \right) = 1.46 + 24.36 \left( \frac{a_0}{w} \right) - 47.21 \left( \frac{a_0}{w} \right)^2 + 75.18 \left( \frac{a_0}{w} \right)^3 \]  

(3)

In the equations above, \( I \) stands for the length of the cantilever, \( b \) for the breadth and \( w \) for thickness of the freestanding coating material. The depth of the pre-existing crack \( a_0 \) usually fell within the range of 0.15t to 0.28t.

To shed light onto the hardness values and Young’s moduli of the thin films we worked with a Fischer Cripps Laboratories ultramicroindentation system (UMIS) fitted with a Berkovich indenter tip. In total, 31 indents were inflicted upon each specimen with forces ranging from 3 mN to 45 mN. To keep the influence of the substrate on the measurements at a minimum, all indents that exceeded a depth of 10% of the coating thickness were disregarded. The indentation modulus of each coating was deduced by combining the reduced modulus provided by the nanoindenter with the DFT-calculated Poisson’s ratio in accordance with the method outlined by Fischer-Cripps [37].

Lastly, whenever possible, measurements in this document are quoted and shown in terms of their sample mean and standard error. This is to estimate the accuracy of the calculated means for a given sample size. For all quantities that we derived from two or more measured properties (e.g. the critical strain energy release rate \( G_c \)), we used the rules of error propagation to estimate the standard error of the derived quantity.

3. Results & discussion

3.1. Theoretical studies — structures and mechanical properties

Considering the wide range of stoichiometries exhibited by WN as well as the complex effects of the interface, the structure of TiN/WN superlattices could be rather intricate and may inherently contain a high amount of vacancies. For this reason, we first employ quantum-mechanical simulations to compare several TiN/WN systems (λ ≈ 2 nm) with different vacancy types (Ti, N, W), contents (25, and 50 at.% in a respective sublattice) and spatial distributions (ordered vs. disordered vacancies within all layers vs. vacancies clustered in the interface region) in terms of their chemical stability. In consideration of the MgO (100) substrates that were used for all mechanical testing methods of our project, all the simulation superlattices were designed to have (001) oriented interfaces. Structural analysis of the fully relaxed TiN/WN SL — with no vacancies yet considered — reveals a shift of W and N (001) planes caused by the biaxial coherency stresses. In light of comparable results obtained for metastable MoN/TaN SLs [38], this lowering of
symmetry can be understood by a (partial) elimination of phonon instabilities of the cubic WN through relaxation towards the tetragonal $\zeta$-WN (P4/nmm). The calculated formation energies suggest that WN layers of the SL are substantially stabilised (as compared to the vacancy-free system) when some of the metal and/or non-metal lattice sites remain unoccupied (Fig. 1a).

Contrarily, vacancies distributed within TiN layers are found energetically unfavourable. In line with previous studies [8], WN layers of the most stable TiN/WN superlattice exhibit the NbO-type structure, yielding 25% of both metal and non-metal lattice sites unoccupied. Energetically close are the TiN/W0.5N and TiN/WN0.5 modifications. The almost negligible energy differences ~0.005 eV/\text{at.} (not shown here) between various defect distributions (at a fixed vacancy content and for the same vacancy type) indicate there is no strong preferential site for vacancies. In terms of vibrational stability, the important stabilisation role of vacancies in the WN layers is clearly underpinned by the calculated phonon density of states (DOS) (Fig. 1b) uncovering non-zero DOS values in the imaginary frequency range (shown as real negative values) of the defect-free SL.

Since imaginary frequencies correspond to soft phonon modes, such a system lacks dynamical stability. A SL architecture containing 50% of the stable TiN is thus still incapable of eliminating phonon instabilities of defect-free WN. Interestingly, also the TiN/W0.5N SL is found vibrationally unstable. Therefore, the structural candidates that can be potentially synthesised in the experiment are the TiN/W0.5N and TiN/WN0.5 SLs, exhibiting no imaginary phonon DOS. As formation energies of the two polymorphs are comparable, the stability order depends strongly on the actual choice of the N and metal chemical potentials (Equation (3)). Consequently, the $N_2$ partial pressure in the reactive sputtering process is expected to present a crucial factor for tuning the chemistry of the TiN/WN SLs.

In order to preselect structural candidates with exceptional toughness, we correlate the DFT calculated bulk-to-shear modulus ratio, B/G, with the Cauchy pressure of various conventional nitride (SL) coatings, as well as those of TiN/WN SLs and their constituents (Fig. 2). The semi-empirical Pugh and Pettifor criteria [39,40] (in combination with the results in Table 1) point towards a highly disparate character of WN depending on its exact structural configuration. The TiN/WN$_{\text{NbO}}$ SLs noticeably outclass established binary TMNs and nitride SLs. The other stable cubic polymorph of WN, the NbO-type structure, in contrast, scores comparably high (~300 GPa), exceeding SLs with 50 at. % of W vacancies above ~80 GPa. The overall polycrystalline Young’s modulus maximum of 452 and 478 GPa is predicted for the TiN/WN$^{\text{NbO}}$ superlattice with bilayer period ~1.69 and ~3.4 nm, respectively.
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In order to preselect structural candidates with exceptional toughness, we correlate the DFT calculated bulk-to-shear modulus ratio, B/G, with the Cauchy pressure of various conventional nitride (SL) coatings, as well as those of TiN/WN SLs and their constituents (Fig. 2). The semi-empirical Pugh and Pettifor criteria [39,40] (in combination with the results in Table 1) point towards a highly disparate character of WN depending on its exact structural configuration. The TiN/WN$_{\text{NbO}}$ SLs noticeably outclass established binary TMNs and nitride SLs. The other stable cubic polymorph of WN, the NbO-type structure, in contrast, scores comparably high (~300 GPa), exceeding SLs with 50 at. % of W vacancies above ~80 GPa. The overall polycrystalline Young’s modulus maximum of 452 and 478 GPa is predicted for the TiN/WN$^{\text{NbO}}$ superlattice with bilayer period ~1.69 and ~3.4 nm, respectively.

### 3.2. XRD analyses

The X-ray diffraction (XRD) patterns show face-centered cubic
(fcc) peak sequences for all monolithic (TiN and WN) coatings. Based on the peak positions, lattice parameters of 4.24 Å and 4.25 Å were derived for the monolithic TiN and WN films deposited on Si (100) substrates, which were grown with the same parameters as the SLs (indicated by the red frames in Fig. 3). It is worth noting that TiN and WN deposited on Si (100) depict a rather polycrystalline diffraction pattern, although a slight crystallographic (100) texture is visible in the pattern of WN. The peak positions in the XRD patterns of our pure TiN coatings align closely with our reference pattern, indicating a stoichiometric composition and structure, as well as a lattice parameter that concurs with both literature values and simulation results [16]. The peaks of our WN films shift towards lower angles as the nitrogen content in the sputtering atmosphere increases. While the WN peaks of the coatings deposited in nitrogen-poor gas mixtures lie relatively close to the DFT-calculated peak positions of rs-WN0.5, the peaks of the films grown using higher concentrations of nitrogen gas move towards the theoretical reference pattern of stoichiometric rs-WN (cf. the peak shift to lower 2θ angles with increasing nitrogen partial pressure in Fig. 3). This shift implies that the concentration of vacancies on the nitrogen sublattice is highly sensitive to changes in the composition of the sputtering atmosphere. Such a sensitivity has already been reported for (cubic) vacancy-stabilised MoN and TaN [43], thus we expect to encounter a similar behaviour in WN. Furthermore, for N2 flow rates of 4 sccm or lower an additional peak sequence can be seen, which we attribute to metallic bcc-W. Thus, such conditions provide an insufficient nitrogen supply for the full reaction of all ejected W atoms into WN. Hence, we had to compromise by finding a gas mixture that would eliminate all metallic tungsten from our WN films, while keeping as many nitrogen sites vacant as possible, to replicate the promising theoretical performance of rs-WN0.5 as closely as possible.

The coating that adhered the closest to these criteria was the WN deposited at an Ar:N2 flow rate ratio of 5.3:4.7. Since these conditions also produced TiN with a rs structure throughout, we

### Table 1

Calculated lattice parameters and elastic constants for the structures discussed in this paper (cP refers to the Cauchy pressure). For the superlattices, the bilayer period was varied to uncover any theoretical trends. All presented structures are rocksalt-based.

<table>
<thead>
<tr>
<th>Structure</th>
<th>( \lambda ) (nm)</th>
<th>( a ) (Å)</th>
<th>B (GPa)</th>
<th>G (GPa)</th>
<th>E (GPa)</th>
<th>( E_{100} ) (GPa)</th>
<th>( c_{P} ) (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiN</td>
<td>n.a.</td>
<td>4.255</td>
<td>279</td>
<td>183</td>
<td>451</td>
<td>523</td>
<td>0.23</td>
</tr>
<tr>
<td>WN</td>
<td>n.a.</td>
<td>4.374</td>
<td>350</td>
<td>unstable</td>
<td>unstable</td>
<td>413</td>
<td>unstable 310</td>
</tr>
<tr>
<td>WN0.875</td>
<td>n.a.</td>
<td>4.345</td>
<td>218</td>
<td>106</td>
<td>274</td>
<td>322</td>
<td>0.29</td>
</tr>
<tr>
<td>WN0.625</td>
<td>n.a.</td>
<td>4.289</td>
<td>331</td>
<td>107</td>
<td>291</td>
<td>326</td>
<td>0.35</td>
</tr>
<tr>
<td>WN0.6</td>
<td>n.a.</td>
<td>4.181</td>
<td>331</td>
<td>125</td>
<td>334</td>
<td>359</td>
<td>0.33</td>
</tr>
<tr>
<td>WN0.6NO</td>
<td>n.a.</td>
<td>4.133</td>
<td>349</td>
<td>255</td>
<td>555</td>
<td>751</td>
<td>0.24</td>
</tr>
<tr>
<td>W0.6N</td>
<td>n.a.</td>
<td>3.900 (a)</td>
<td>9.855 (c)</td>
<td>unstable</td>
<td>unstable</td>
<td>unstable</td>
<td>0.54</td>
</tr>
<tr>
<td>TiNWN</td>
<td>3.620</td>
<td>4.209</td>
<td>311</td>
<td>96</td>
<td>261</td>
<td>408</td>
<td>0.36</td>
</tr>
<tr>
<td>TiN/WN0.5</td>
<td>0.843</td>
<td>4.270</td>
<td>286</td>
<td>132</td>
<td>343</td>
<td>462</td>
<td>0.30</td>
</tr>
<tr>
<td>TiN/WN0.5</td>
<td>1.668</td>
<td>4.272</td>
<td>297</td>
<td>71</td>
<td>197</td>
<td>362</td>
<td>0.39</td>
</tr>
<tr>
<td>TiN/WN0.625</td>
<td>2.512</td>
<td>4.255</td>
<td>307</td>
<td>152</td>
<td>391</td>
<td>534</td>
<td>0.29</td>
</tr>
<tr>
<td>TiN/WN0.6NO</td>
<td>3.327</td>
<td>4.267</td>
<td>307</td>
<td>125</td>
<td>331</td>
<td>491</td>
<td>0.32</td>
</tr>
<tr>
<td>TiN/W0.5N</td>
<td>3.364</td>
<td>4.191</td>
<td>302</td>
<td>193</td>
<td>478</td>
<td>629</td>
<td>0.24</td>
</tr>
</tbody>
</table>

![Fig. 2. Plot of the B/G ratio against the Cauchy pressure featuring numerous common TMNs and nitride SLs.](image2.png)

![Fig. 3. X-ray diffraction patterns of monolithic TiN and WN. Four WN coatings are shown, which were deposited using different Ar:N2 mixtures (in sccm). The conditions chosen for all further SL depositions are framed. The corresponding TiN – deposited using these conditions – is depicted as well. The referential peak positions for TiN (reference code 00-038-1420) and W (04-014-0263) were taken from the HighScore Plus database. For all WN-related structures, we employed DFT calculations to determine the theoretical peak positions.](image3.png)
used them for all further depositions. The peaks of monolithic WN deposited in such a reactive atmosphere coincide most closely with our referential DFT-calculated pattern of rs-WN\textsubscript{0.625} (with the same formation energy ~ -0.71 eV/atom. as rs-WN\textsubscript{0.53}). Such a departure in stoichiometry from rs-WN\textsubscript{0.5} is a relatively common observation, as past studies have reportedly reached N vacancy concentrations of as low as 7% in the rocksalt structure [11]. However, residual stresses can also influence the peak positions [44]; estimations of the vacancy concentration solely based on peak shifts are thus rather limited in accuracy. Moreover, it should be noted that minor differences between experimental and theoretical XRD patterns may be a result of the well-known overestimation of the lattice constants by the GGA-DFT method.

The XRD patterns of all coatings grown on MgO (100) platelets (Fig. 4b), which were used for all further analyses, depict a clear (100) texture. The derivable lattice parameters of TiN and WN on MgO (100) are essentially identical to those on Si (100), since the (200) peaks on both substrates occur at virtually the same diffraction angle (please note that, in this approximation, we neglect the effect of macro-stresses on the peak position). Multi-layers on both substrates – Si (100) and MgO (100) (Fig. 4a and b, respectively) – show distinct satellite peaks, which suggests the presence of a superlattice structure with sharp interfaces in most TiN/WN coatings. The nanolaminates with the highest and lowest bilayer period pose the only exceptions to this trend as they fail to show satellite peaks of significant intensity. For the coating with the highest bilayer period, this behaviour is expected, since its bilayer period was estimated by SEM measurements to be 167 nm. At such high \( \Lambda \)-values, the satellite peaks would effectively merge with the main Bragg peaks, see for instance Ref. [45]. For the SL with the lowest bilayer period (2.8 nm), this disappearance of the satellite peaks could be indicative of interdiffusion between the layers, partially replacing the sharp interfaces between TiN and WN with a ternary TiWN interphase.

Out of all the reference patterns of the DFT-proposed structures, the synthesized TiN/WN superlattices align most closely with that of the rocksalt-based cubic TiN/WN\textsubscript{0.5} structure. In fact, the TiN/WN SLs show a better agreement with the simulated structure featuring a nitrogen vacancy concentration of 50% within the WN layers than the monolithic films. This indicates that the SL architecture facilitates the stabilisation of WN layers with vacancy concentrations unattainable by the bulk materials at the same deposition conditions. Moreover, we calculated a reference XRD pattern for a theoretical TiN/WN\textsuperscript{WNO} SL structure with a bilayer period of 3.64 nm based on the theoretical lattice parameter, which we used to extrapolate an fcc peak sequence. Upon close analysis, we were unable to detect an alignment of our experimental peak positions with the calculated ones in Fig. 4a, suggesting an absence of this phase in our coatings. Also, a full simulated reference pattern of WN\textsuperscript{WNO} (not depicted) reveals additional peaks, as a consequence of vacancy ordering, which are not covered by the standard fcc sequence seen in our experimental data (Figs. 3 and 4). Lastly, the XRD data presented in Figs. 3 and 4 also excludes rs-WN\textsubscript{0.3}N, as well as TiN/WN\textsubscript{0.3}N as possible constituents of our monolithic WN and TiN/WN SLs respectively. These phases were already found to be dynamically unstable by our calculations (see previous section), and the comparison of the experimental XRD-derived lattice parameters of our WN and TiN/WN (~4.25 Å) with the calculated lattice parameters of the W-deficient structures (Table 1) further reinforces our notion that these structures are non-existent in our synthesised films.

The coatings on Si (100) were only used for XRD analyses, because Si facilitates the growth of polycrystalline films, which show the full fcc peak sequence, making the comparisons of our experimental XRD patterns with referential patterns considerably clearer. TMN thin films on MgO (100) are usually highly textured and produce a (200) peak only.

### 3.3. HRTEM analyses

An overview of high-angle annular dark field scanning transmission electron microscopy (HAADF-STEM) images of epitaxial TiN/WN multilayers with bilayer periods \( \Lambda \) of 2.8 nm, 8 nm and 10.2 nm on MgO (100) is presented in Fig. 5a, b and c, in which the distinct contrast represents the WN (bright) and TiN (dark) layers. Accordingly, three typical HRTEM phase contrast images recorded along the [001] viewing direction are displayed in Fig. 5d (\( \Lambda = 2.8 \) nm), Fig. 5e (\( \Lambda = 8 \) nm), and Fig. 5f (\( \Lambda = 10.2 \) nm), respectively. The atomically resolved HRTEM images clearly reveal the bilayer atomic structure, in which respective TiN and WN layers (labeled) are distinguished, and interface atomic structure.

The Fast Fourier Transform (FFT) patterns of the HRTEM images (insets) confirm the presence of stabilised fcc phase in the multilayers, which is consistent with the XRD measurement, and further indicate a close match of the lattice constants between the layers, supporting our previous conclusions on the structure in the WN layers. According to the atomic resolution images, it is also noticed that there are dislocations (exemplified in Fig. 5f) and more distorted regions (labeled by arrows in Fig. 5f) distributed within the WN layers. The [001] growth direction and cubic/cubic coherent interfaces are also found in Fig. 5d (\( \Lambda = 2.8 \) nm), Fig. 5e (\( \Lambda = 8 \) nm), and Fig. 5f. The measured interplanar spacing of WN layers, \( d_{WN}=0.210 \) \( \text{nm} \) in Fig. 5d, 0.210 nm in Fig. 5e and 0.209 nm in Fig. 5f. These values show an excellent agreement with the calculated lattice parameter of rs-WN\textsubscript{0.5} (4.181 Å, see Table 1).

### 3.4. Nanoindentation

The hardness data of coatings deposited on MgO (100) presented in Fig. 6a shows that all TiN/WN superlattice structures possess higher readings than the monolithic TiN and WN coatings. A clear maximum of 36.7 ± 0.2 GPa is uncovered for the TiN/WN SL with a bilayer period of 8.1 nm. Above and below that bilayer period, the hardness of the TiN/WN system declines distinctly and can be fitted by logarithmic trends in accordance with the model of

![Fig. 4. X-ray diffraction patterns of all SL coatings deposited on Si (100) (a) and of selected coatings deposited on MgO (100) (b). The arrows in (b) exemplify the positions of satellite peaks, the dashed black line in (a) illustrates the progression of these satellite peaks with changing bilayer period. The referential peak positions for the two variant SL structures were calculated by DFT.]
Due to the very close match of the lattice parameters as obtained from XRD, it seems reasonable that our TiN/WN SLs roughly follow a model that neglects coherency strains and centres on differences in the elastic moduli of the layers.

The hardness values recorded for TiN and WN reside at $31.7 \pm 0.2$ GPa and $32.0 \pm 0.4$ GPa, respectively. In contrast, the indentation modulus of films on MgO (100) (Fig. 6b) shows a minimum of $387 \pm 2$ GPa for a SL structure with a bilayer period of 12.5 nm. Together with the TiN/WN coating featuring a bilayer period of 10.2 nm, this specimen seemingly fails to adhere to the rule of mixture, as its indentation modulus falls below those of both monolithic coatings. However, the XRD patterns and HRTEM images implied a difference in vacancy concentration between the monolithic WN and the WN layers in the SLs. Therefore, the monolithic WN is an imprecise reference for the SLs. While in the case of TiN the indentation modulus of $452 \pm 3$ GPa agrees perfectly with the ab initio polycrystalline Young's modulus $E \approx 451$ GPa (cf. Table 1), the $389 \pm 4$ GPa recorded for the WN coating resides above the polycrystalline Young's modulus calculated for WN$_x$ structures (Table 1), but still below the $E_{[100]}$ value of β-WN$_{0.5}$ (448 GPa), a variant rs-structure featuring ordered vacancies on the N-sublattice. Therefore, this deviation may be caused by small differences in the vacancy concentration and distribution between theory and experiment.

The indentation moduli of the SLs consistently fall in between the calculated polycrystalline and directional [100] Young's moduli. This set of data thus cannot serve as the sole confirming factor for any structural questions. However, the substantial divergence of the theoretical Young's modulus of WN$^{[00]}$ from our experimental readings further reinforces the previously established notion that this phase is absent from our coatings. The two entities — hardness and indentation modulus — were combined to deduce an H/E ratio, depicted in Fig. 6c, unveiling that the SL structure in general enhances this empirical indicator of toughness. Also, the H/E ratio of TiN/WN SLs is noticeably maximised by a bilayer period of 10.2 nm.

### 3.5. Fracture toughness evaluation

The results of the micromechanical bending tests of coatings on MgO (100) are presented in Fig. 7a in terms of the calculated critical stress intensity $K_C$. Perhaps the most striking feature in Fig. 7a is the strongly pronounced dependence of the fracture toughness on the bilayer period. The highest fracture toughness was $4.6 \pm 0.2$ MPa$\sqrt{m}$ for the SL coating with a bilayer period of 10.2 nm. The maximum constitutes an increase of $K_C$ of 67% compared to monolithic TiN and 53% compared to the pure WN coating, for which we measured values of $2.8 \pm 0.1$ MPa$\sqrt{m}$ and $3.1 \pm 0.1$ MPa$\sqrt{m}$, respectively. To put that into perspective, other coatings grown within the same deposition system and tested via the same procedure as the TiN/WN films were TiN/CrN SLs, TiSiN (both grown on Si (100)) and TiAlN (grown on Al$_2$O$_3$ (1T02) platelets). Depending on their bilayer period or composition, these coatings...
materials reached maxima of 2.0, 3.0 and 2.7 (as deposited) MPa√m respectively [4,46,47]. TiAlN and TiAlTaN deposited in an industrially scaled arc evaporation system exhibited maximum fracture toughness readings of 3.5 and 4.7 MPa√m, respectively [48].

Moving below and beyond a bilayer period of 10.2 nm, the values decrease markedly, but consistently surpass the monolithic coatings—a trend that mimics the behaviour of the H/E ratio presented further above. This suggests an interplay between at least two different mechanisms. The right-hand sided branch of the trend—showing an increase of the fracture toughness and decrease of Young’s modulus—with decreasing bilayer period may be caused partially by changes of the bonding characteristics in the material. Furthermore, a proportionality of $1/\sqrt{\Lambda}$ can be fitted to the three points along this branch of the trend. In doing so, our fracture toughness trend shows similarities to the predicted fracture strength enhancement of laminar composites consisting of layers with vastly different elastic moduli [49].

Since the HRTEM and HAADF images in Fig. 5d–f, as well as the XRD patterns, indicate that the rs-WN$_{0.5}$ structure is stabilised in the WN layers of the SLs with bilayer periods at and above the fracture toughness peak, the elastic moduli of the WN in these films differ significantly from those of TiN (theoretical values given in Table 1). Thus, we assume that these significant periodic fluctuations of the elastic properties across the film are the main contributing factor of the fracture toughness enhancement with decreasing bilayer period. We envision that the decreasing fracture toughness with decreasing bilayer period could be attributed to a gradient of the nitrogen concentration in the WN layers close to the interface. WN in the bulk of the layers appears to lie rather close to rs-WN$_{0.5}$ in stoichiometry, according to our XRD patterns and HRTEM images. However, a more detailed comparison of the (200) peak positions of the SL with bilayer periods of 8 nm and 5.2 nm uncovers a miniscule downward shift of the diffraction angle. This could be associated with an enlargement of the lattice parameter, due to a higher occupancy of the nitrogen sites.

The high-energy-environment during sputtering, as a result of the elevated deposition temperature combined with the impact energy of the sputtered atoms, could induce diffusion of nitrogen between the perfect stoichiometric TiN and the vacancy-rich WN. Due to the dependence of the mechanical properties of WN on the defect type and concentration (see Fig. 2 and Table 1), a varying degree of N-vacancies along the interfaces could noticeably alter the fracture properties of TiN/WN SLs with a lower bilayer period and thus higher concentration of interfaces. A larger proportion of a stiffer phase within the WN layers would also diminish the markedness of elastic fluctuations, leading to a decrease of both the fracture toughness and the elastic fracture energy.

Lastly, the SL with the lowest bilayer period evidently diverges from the suggested trend, showing an increase of $K_{IC}$ compared to the next lowest bilayer period. In combination with the diminished intensity of the satellite peaks recorded for that coating, the trend-
breaking value serves as a strong testimony to the formation of a ternary TiWN across the interfaces. The literature generally ascribes a high potential for toughness to this compound, which would coincide with our measurements [12,50]. Fig. 7 may evoke the impression that the outlier deviates from the rule of mixture, however, the reference for the properties of TiWN would be a theoretical pure rs-WN0.5, which we did not observe in our monolithic WN coating.

We further combined our experimental results from the bending tests and nanoindentation with our DFT-calculated Poisson’s ratios to derive an estimate of the fracture energy (i.e. the critical strain energy release rate) $G_C$ (in J/m²) via the basic relationship for plane strain conditions in Equation (4) [51]. Therein $\nu$ represents the Poisson’s ratio and $E$ the Young’s modulus in Pa.

$$G_C = K^2_C \left( \frac{1-\nu^2}{E} \right)$$

This methodology is accompanied by inherent limitations. Firstly, the indentation modulus derived from nanoindentation measurements may deviate from the actual Young’s modulus. Secondly, the bilayer periods of the majority of our SL coatings reside above the explorable realm of DFT calculations. Thus, we assumed the Poisson’s ratio of 0.32 calculated for TiN/WN0.5 with $\lambda = 3.327$ nm to remain constant for higher bilayer periods, since the Poisson's ratios in Table 1 appear to stabilise around this value. Also, this theoretical bilayer period already overlapped with our experimental ones. Lastly, plane strain is an idealised scenario, which represents the geometry of our cantilevers fairly closely. For the contrasting case (i.e. plane stress), the $(1-\nu^2)$-term disappears, increasing all our readings by roughly 10%. Following this model, the fracture energy for plane stress is given by the basic relationship for plane strain conditions in Equation (4) [51].

Furthermore, Fig. 8c depicts a distinctly brittle and intergranular fracture surface for TiN. WN and two more exemplary TiN/WN SLs feature a less faceted texture (Fig. 8d–f). The TiN/WN specimens (Fig. 8e and f) in particular show a series of fine fracture lines that originate at the narrow bridges. The pattern of the fracture lines concurs with simulations of Brinckmann et al., who predicted the bridges to be the region where a crack would nucleate [35]. Also, their model recommends displacement controlled tests on cantilevers with narrow bridges and deep notches in order to obtain the most accurate critical stress intensity values [32]. While we conducted all our tests displacement-controlled, it is apparent that the geometries of the WN and TiN/WN samples depicted in Fig. 8 adhere more closely to these criteria than the TiN cantilevers.

The higher degree of deformability implied by both the toughness data in Fig. 7, as well as the micrographs in Fig. 8 is confirmed by the load-deflection curves. Based on cross-sectional SEM images we measured a thickness of 2.6 μm for TiN and around 1.9 μm for WN, as well as the represented TiN/WN SLs. The resulting size differences of the cantilevers are unaccounted for in the absolute deflection plotted against the applied force in Fig. 9a. In Fig. 9b, however, the dimensions are considered, as the stress intensity of one representative cantilever per selected sample is confronted with the corresponding relative deflection (expressed in %). For this purpose, the absolute deflection values of each presented curve were divided by the thickness of the respective cantilever, as all other dimensions of the cantilevers were chosen in relation to their thickness. The absolute values of this relative deflection on their own possess limited significance; however, they enable a qualitative comparison between the coatings. The normalised curves

![Fig. 8. SEM micrographs of a cantilever, cavity and the indenter before testing (a), as well as several fracture cross sections. (b) shows an enhanced cross-section of the TiN/WN SL with a bilayer period of 166.7 nm. (c) and (d) represent TiN and WN respectively. The fracture surfaces of the toughest ($\lambda = 10.2$ nm) and least tough ($\lambda = 5.2$ nm) SLs are depicted accordingly in (e) and (f).](image-url)
suggest a two times larger elastic deformability for the toughest TiN/WN superlattices compared to monolithic TiN. In combination with the increased critical stress intensity, this doubled elastic deformation limit contributes towards the substantially enhanced fracture energy (emulated by the shaded areas under the curves). Additionally, the slopes of the curves reflect the trend observed in the indentation modulus, as the coatings with higher indentation moduli also produce a steeper slope in Fig. 9b.

3.6. Modelling-based interpretations of bilayer-dependent trends

In view of the compositional fluctuations (i.e. variations of the vacancy concentration on the N-sublattice) suggested by both XRD and mechanical investigations, we employed the generalised linear elasticity Grimsditch-Nizzoli method (see the Methodology section for details) and simulated bilayer dependent elastic data for various nanolayered systems. Thereby, we aimed to match the observed experimental trend of the indentation modulus, to assess the possible influence of changes in the vacancy concentration across the WN layers in our SL thin films. The interface region was approximated by either TiN/WN0.5 or TiN/WN SLs, while the bulk-like layers in TiN were modelled by rs-TiN. The N vacancy gradient was achieved by changing the volumetric ratio of (i) the tetragonally distorted $\alpha$-WN and (ii) the N substoichiometric rs-WN$_x$ ($x = 0.5$–0.88) within the WN layers. Fig. 10 depicts the Grimsditch-Nizzoli based models succeeding to reproduce the evolution of indentation data (Fig. 6b) to the highest degree of precision. Notably, depending on the chosen approximation of the interface - TiN/WN$_{0.5}$ or TiN/WN SLs - either the polycrystalline Young’s modulus or the (100) directional variant resulted in a reasonable agreement with the experiment.

The model implementing interface effects through the 2.5 nm TiN/WN$_{0.5}$ SL leads to a hypothesis that the indentation moduli below and at the peak at $\Lambda \approx 6$ nm originates from populating the N sublattice in the WN layers. Specifically, the volume fraction of the stoichiometric $\alpha$-WN in WN layers increases (to the detriment of rs-WN$_{0.5}$) from ~20 to 40 at. %. The indentation modulus decrease at higher $\Lambda$ can be attributed (i) to the diminishing contribution of interfaces and (ii) to the fact that a partial stabilisation (20–40 at. % in the WN layers) of (nearly) stoichiometric WN in the SL is no longer possible (similarly to, e.g., cubic AlN which can form in AlN/TiN, AlN/TiAlN and AlN/CrN SLs only if its thickness does not exceed 2 nm [52–56]). The second model based on the defect-free 3.6 nm TiN/WN interface suggests that the $\alpha$-WN constitutes ~85 at. % of the WN layers below and at the peak at $\Lambda \approx 6$ nm. The volume fraction of the stoichiometric WN, however, decreases rapidly when going to higher bilayer periods and the rs-WN$_{0.88}$ (expectably also the rs-WN$_{0.50}$) is stabilised instead.

All in all, the above findings clearly speak for fluctuations of the vacancy concentration across the WN layers in our SL thin films. The proposed compositional evolution may further shed light on the trends in fracture toughness. As a next step, we calculated cleavage energy, $E_c$, for brittle cleavage and estimated $K_{IC}$ according to a simple formula

$$K_{IC} = \sqrt{E_{pol}E_c}$$

where $E_{pol}$ represents directional Young’s modulus and $c$ is a scaling factor, conventionally set to 4 [57]. To properly represent the experimental data, SLs were cleaved perpendicular to the interfaces. Supporting the experimental finding that our SL coatings outperform their monolithic constituents, the 2.5 nm TiN/WN$_{0.5}$ interface ($K_{IC} \approx 2.92$ MPa√m) exceeds the fracture toughness of the monolithic WN$_{0.5}$ ($K_{IC} \approx 2.86$ MPa√m) and TiN ($K_{IC} \approx 2.50$ MPa√m). These results, however, are incapable of reproducing the complete experimental bilayer-dependent $K_{IC}$ trend.

Essentially, the overall $K_{IC}$ of the SL may reflect the fracture
behaviour of the individual layer components (featuring, moreover, inhomogeneous defect distributions) in a very intricate fashion. The strong WN and the interface layers can be substantially weakened in a SL arrangement, which is not captured by the present simulations. Nevertheless, the model demonstrates that a certain contribution to the overall toughness enhancement can be found on the bonding level.

4. Summary & conclusions

By conducting DFT calculations, we identified TiN/WN$_{0.5}$ superlattices as a feasible system with a supposed potential for ductility clearly exceeding that of the monolithic constituents as well as many other established TMs. Based on the insight acquired from our calculations we synthesised a series of TiN/WN SLs with varying bilayer periods in addition to monolithic TiN and WN. The desirable composition of WN$_{0.5}$ is achievable only in the SL arrangement, while in the monolithic case a higher occupancy of the N-sublattice was reached under the applied deposition conditions. Lowering the overall amount of nitrogen leads to the formation of metallic W. The experimentally measured maximum fracture toughness of $4.6 \pm 0.2$ MPa$\cdot$m$^{1/2}$ for TiN/WN with a bilayer period of 10.2 nm ranks among the highest recorded values within the field of TMs and significantly surpasses our monolithic TiN and WN — which yielded $2.8 \pm 0.1$ and $3.1 \pm 0.1$ MPa$\cdot$m$^{1/2}$, respectively. This progression of the fracture toughness mirrors the trend of our calculated Pugh's and Pettifor's criteria for these materials, thus confirming their applicability for qualitatively comparing materials of similar categories. Furthermore, the fracture energy of 48.8 $\pm$ 3.5 J/m$^2$ of our toughest SL coating constitutes an enhancement by a factor of 3 compared to monolithic TiN (15.2 $\pm$ 1.4 J/m$^2$). These results underline the effectiveness of the superlattice architecture for improving TMN thin films. We attribute this conspicuous effect to the difference in the elastic constants between TiN and rs-WN$_{0.5}$. By employing a theoretical model based on the Grimsditch-Nizzoli method, we conclude that the decrease in toughness observed for low bilayer periods, may be caused by the formation of Mo-Al phases and mechanical properties of Mo-Al—N. Acta Mater. 107 (2016) 273—278, https://doi.org/10.1016/j.actamat.2016.01.053.
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