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Abstract
Visual data analysis can be envisioned as a collaboration of the user and the computational system with the aim of completing a given task. Pursuing an effective system-user integration, in which the system actively helps the user to reach his/her analysis goal has been focus of visualization research for quite some time. However, this problem is still largely unsolved. As a result, users might be overwhelmed by powerful but complex visual analysis systems which also limits their ability to produce insightful results. In this context, guidance is a promising step towards enabling an effective mixed-initiative collaboration to promote the visual analysis. However, the way how guidance should be put into practice is still to be unravelled. Thus, we conducted a comprehensive literature research and provide an overview of how guidance is tackled by different approaches in visual analysis systems. We distinguish between guidance that is provided by the system to support the user, and guidance that is provided by the user to support the system. By identifying open problems, we highlight promising research directions and point to missing factors that are needed to enable the envisioned human-computer collaboration, and thus, promote a more effective visual data analysis.

CCS Concepts
• Human-centered computing → Visual analytics; Visualization theory, concepts and paradigms; • Information systems → Decision support systems;

1. Introduction
Data analysis refers to procedures to make sense of data [Tuk77]. As we continue to produce ever-growing amounts of data, data analysis is a necessity and has implications on many disciplines, such as environmental sciences, medicine, or business development. Information Visualization (InfoVis) is a combination of data analysis, human-computer interaction (HCI), psychology, visual design, and computer graphics [BS03]. InfoVis is commonly known as an effective user-centered way to make sense of large and complex data by means of external cognition. Non visual approaches to data analysis exist too. Data mining [FPSSU96] is probably one of the most known machine-centered methods. Its main focus is extracting patterns and models of the data, both for describing phenomena but also for predicting future events. While InfoVis solutions focus predominantly on providing visual means to interact and explore the data, mining methods are instead seen as black boxes, consuming data and producing models.

Visual Analytics (VA) stems from the goal of intertwining the strengths of visualizations and computational models. Keim et al. [KMS∗08] described the VA process, listing the different affordances of the user and the computational hardware [Gib77]. Despite the great amount of work in this area, it is still unclear how this human-computer collaboration should be put into practice. While in the past there has been a lot of effort of producing effective interactive interfaces [LCWL14] as well as computational models [GG99, Ber06], just a few approaches were focused on bringing together the strengths of humans and computers in a mixed-initiative manner [Hor99]. A widely used term in this research direction is human-computer collaboration, which refers to the joint efforts of two or more agents (of which at least one is human and one is a computer) to achieve a common analysis goal [Ter95]. Achieving an effective system-user integration (SYSTEM ⇐ USER), however, is still a largely unresolved task, mostly because it requires to effectively combine multiple aspects of the data analysis process, like for instance the tasks to be supported, the computational methods needed, the knowledge of the users, and the visual means to be utilized, just to name a few. In past years, great efforts have been conducted into this direction. Scientists tried to tackle selected aspects of the knowledge generation model [SSS∗14b]. Bertini and Lalanne [BL09] describe scientists’ attempts to enhance visualizations with computational
methods, or support mining with visual means. However, they also state that an effective integration, in which the affordances of human and computer are balanced and effectively combined, has not been accomplished yet. In particular, they claim that opening the black box of data mining techniques so to allow users to steer the process is far from being solved.

A promising attempt to enable a better collaboration of the human and the computer is guidance. Guidance is, for its nature, a mixed-initiative process: It comprises (1) the assistance a system gives to a user, and (2) to the feedback the user provides to the system in order to steer the analysis process and to achieve a common goal. In the context of mixed-initiative data analysis, Ceneda et al. [CGM∗17] describe what input data source the guidance process can exploit, what are the possible outcomes of this human-computer collaboration and the different degrees of guidance the users may need [CAS∗18]. Although all ingredients (What?) necessary for this collaboration exist, a description of the ways they should be intertwined to obtain effective results (How?) is still missing [BL09].

With the aim of providing an initial answer to this question, we survey the literature of mixed-initiative guidance approaches. We complement the original work on guidance with a description of how the system and the user interact during the data analysis process. We achieve this, by focusing on four dimensions:

1. the objective of guidance, i.e., the reason why guidance is provided in the first place;
2. the guidance degree, i.e., how much and which quality of guidance is provided;
3. from the user perspective, we will describe how users are enabled to provide feedback to steer the guidance process and
4. the types of feedback the user gives to the system. In particular, users’ feedback can be tailored towards the guidance received in the past or by encouraging future guidance.

Considering the guidance degree and the type of guidance, will allow us to describe how the general analysis objective is reached from a system perspective. The focus on the interaction modalities and feedback types, will allow us to illustrate how the objective is achieved from a user perspective.

In the effort to identify the guidance objectives, we exploit the knowledge generation process described by Sacha et al. [SSS∗14b]. More specifically, we mark the steps of the analysis process on which a computational system acts to provide guidance to the user (SYSTEM → USER). We further describe the visual means used to convey such guidance. In this way, we want to highlight how guidance is provided to the user. For the two other dimensions, we exploit the guidance characterization by Ceneda et al. [CGM∗17], and the well-known literature regarding interaction and feedback in visualization [Dow99]. In this way, we aim to describe how conversely the users are able to influence and steer the guidance process (SYSTEM ← USER). We formulate our goals in two research questions:

1. What approaches provide guidance to support the different tasks/steps of the visual analysis process, and how is this human-computer collaboration taking place?
2. What traits of the visual analysis process are nowadays uncovered by the majority of mixed-initiative guidance techniques?

By answering the aforementioned questions, we aim at providing an overview of guidance approaches and at the same time stimulate future research of guidance approaches in visual data analysis. Thus, our main contributions are:

- We provide a categorization of existing guidance approaches, in visual data analysis;
- We illustrate how guidance can be used to support the most common analysis tasks;
- We outline open challenges and emerging research directions, in the field of guidance and derive what are the missing factors to make the human-computer collaboration work effectively.

2. A Systematic Review of Literature

In this paper, we provide a systematic review of guidance approaches by describing how all the procedures and activities involved in the data analysis process are conducted and fostered by the system and the user in a shared and collaborative manner. In the following, we outline our research methodology and provide a clarification of the terms we use.

Literature Research and Methodology Our methodology was characterized by a sequence of refinement cycles, in which we alternated bottom-up to top-down phases. On the one hand, we performed a comprehensive literature research, looking for visual data analysis approaches containing elements of guidance. On the other hand, in a top-down fashion, we refined the literature research with respect to the categories we identified in our literature review.

Being a mixed-initiative process, guidance is strongly rooted in the HCI community. This is where we started our research. We looked into the proceedings of major conferences like the Conference on Human Factors in Computing Systems (CHI), using keywords like: "mixed-initiative", "guidance", as well as synonyms and related words. We expanded the research following the references of the initial pool of papers we collected and using the functions of Google Scholar to retrieve pertinent related works. We further explored the proceedings of further conferences, like IEEE VIS (InfoVis, VAST), and IEEE International Conference on Knowledge Discovery and Data Mining (KDD). In this last group of conference proceedings, we looked for techniques and approaches focusing on specific aspects of the knowledge generation process (e.g., data transformation, model building).

A final phase of the literature research was then reserved to make an initial selection of the papers and skimming the non pertinent ones. Among all the works we collected, we kept just the approaches that constitute a mixed-initiative approach, i.e., containing elements of both, human and system guidance. In total, we collected more than three hundred papers. After the categorization we ended up with fifty-three papers, from the over three-hundred papers initially selected (see Table 1).

What we do cover In this report, we review guidance approaches. Guidance is envisioned as a dialogue between human and computer where the user brings his/her own problems and the system tries...
to support. At the same time, the user is also enabled to steer the course of the conversation, guiding the system. In terms of data analysis, the aim of guidance is to define and take actions to provide an answer to the analytical needs a user may develop during an interactive visual data analysis session, which hinder him/her from concluding the analysis. To understand if a given approach can be described as guidance, a simple question must be asked: is it the system or the user who makes decisions, takes actions and promotes the answer? Being guidance a mixed-initiative process, the only answer to it is: Both of them, the user and the system [CGM*18]. Thus, just approaches complying to this definition and comprising both user and system guidance were collected.

What we do not cover It is important to specify further our focus, by describing what we do not cover. Guidance is defined as a mixed-initiative process. Since a collaboration consists of two parties working together, in our categorization we do not consider approaches in which only one agent is responsible for completing the whole task. Hence, we do not consider those approaches that are usually referred to as human-computation systems [CC12, QB11, YCK09] in this report. Conversely to guidance, where human and system efforts are intertwined, human-computation systems consider just one side of the collaboration. They mainly consist of methods to exploit human abilities (e.g., image/sound/pattern recognition) for all those tasks that a computer is not yet good at, sometimes using different entertaining expediants, such as gamification [VAMM*08, VALB06]. For the same reason, we do not consider pure system-initiative or user-initiative approaches [CGM*18]. Those are approaches in which only the user (or the system) is in charge of taking decisions and advance the analysis, with the other agent taking part in the analysis as a passive executor. Since many InfoVis, VA, and also data mining papers may be ascribed to these categories we excluded them from the report. The reason is very easily explained. Conversely to guidance, only one agent is responsible for producing results and decision making. For this reason, we did not consider them in our work.

2.1. Concepts and terminology

Guidance. We build on the characterization of guidance by Ceneda et al. [CGM*18]. Guidance is defined as a mixed-initiative “computer-assisted process that aims to actively resolve a knowledge-gap during an interactive visual analytics session” [CGM*17, p.2]. Formally, guidance is characterized by an input, which consists of a description of the needs of the user (a knowledge-gap), plus a list of resources the process could use to generate assistance. The output consists of the computed answer to the user’s knowledge gap and a set of visual means to communicate this answer. The output may be further characterized by a degree, indicating the amount of guidance provided by the answer. Three degrees of guidance are described: prescribing, directing, and orienting guidance. We will use them together with a description of the guidance answer and the visual means used to convey this answer, in order to specify how guidance is provided from the system-side to reach the given analysis objective:

- **Prescribing guidance** is the highest degree of guidance. The system establishes a set of mandatory actions, or specifies step-by-step instructions the user should take to proceed.
- **Directing guidance** is an intermediate degree. The system leads the user along multiple analysis paths and trails. The user has more freedom, but receives also less guidance. This is usually achieved by the system-indication of multiple alternative analysis options.
- **Orienting guidance** is the lowest degree. At this stage, the system aims only at keeping the user oriented, easing the exploration of the dataset, by providing, for instance, some suggestions or additional information, but without pointing to some concrete analysis path or to actual actions.

Knowledge generation model. The ultimate goal of the data analysis is making sense of data by exploration, verifying hypotheses, and generating new insights and knowledge. This process is illustrated by Sacha et al. [SSS*14b]. We build upon the dimensions of the knowledge generation process to characterize the analysis objective, the guidance process aims to support.

- **Data**: the user may need help to manipulate the data. This includes all the pre-processing procedures before the data is visualized or analyzed.
- **Visualization**: the user may need help to visualize the data or to refine an existing visualization. This includes finding a proper visual mapping of the data.
- **Model**: the user may need help to create a model of the data, or to refine an existing model. This includes finding a correct model of the data or appropriate parameter settings.
- **Exploration**: Although high level activities, such as exploration of a dataset, are mostly a human prerogative, the system may still be able to provide support. This includes supporting the interaction with the system itself, but also activities, like the definition of an analytical goal or the discovery of new findings.
- **Verification and Knowledge Generation**: Other high level activities a system might support are verification and knowledge generation. This includes the provision of means for collecting findings found during the exploration phase and connecting them with each other in order to foster complex insights, to prove or disprove hypotheses, and thus, to generate new knowledge.
3. Categorization Scheme

In the previous sections, we described the basic concepts of this survey. In the following, we explain the different dimensions we consider and how we compose those to form a categorization scheme. Note that a given paper may fall in more than one category, since user and system guidance coexist in the same approach. However, each category covers different aspects of the same approach.

3.1. Categories

The guidance process can be seen as a back and forth loop between the user and the system. The system guides the user and the user guides the system by providing feedback to the system guidance (see Figure 1). Thus, the system and the user are in a constant dialog until the analysis objective is reached. We describe these two different directions of guidance separately.

**SYSTEM → USER** When guidance is produced by the system and directed towards the user, the system takes the initiative to support the user. Notice that this is not necessarily the first step of a guidance process, since any of the two parties can initiate the process at any time depending on who is most qualified to solve the current step [Hor99]. To categorize approaches that are directed from the system towards the user, we ask three questions:

- **What** is the analysis objective?
- **How much** guidance is provided to reach the objective? What is the degree of the provided guidance?
- **What** type of suggestion is provided?

To answer the first question, we exploit the knowledge generation model of VA [SSS+14b]. This model gives an overview of the high-level procedures of a visual data analysis process. The user might need help at different points of this process. Thus, analysis objectives might be, for instance, supporting data transformation, model visualization, or model building. To answer the second and the third question, we use the guidance dimensions. In particular, we use the guidance degree [CGM+17] to describe how much assistance is provided. We further describe the visual dimensions used to communicate the guidance [CM84], to illustrate what type of guidance answer is provided and how it is communicated to the user. In this way, we aim to describe not only the degree of guidance, but also to the type of output the system produces to guide the analysis. These could be for instance simple suggestions, ordered options, or step-by-step instructions.

**USER → SYSTEM** The second type of guidance is directed from the user towards the system, and is characterized by the actions a user can take to influence the system guidance (i.e., the next suggestions or steps). This could also include asking for the system guidance in the first place.

- **How** can the user provide feedback and guidance to the system?

To answer this question, we discriminate how the user guidance can be derived from user’s actions, and what is the direction of such guidance. There are two ways for the user to provide information that can be utilized as user guidance: 1) direct actions, and 2) indirect actions. The first group is the most common and includes approaches in which the user is directly responsible for modifying parameters of the guidance mechanism or selecting data elements. Usually, this is achieved by interaction with the user interface (i.e., widgets, sliders, handles, lists etc.). The second group includes approaches in which the user guidance is not directly communicated, but is indirectly and implicitly derived from the actions the user takes in the analysis process. For instance, a user moving data elements to distinct regions of the interface might indirectly signal the intention of grouping these elements, instead of directly choosing a clustering algorithm and modifying its parameters. Approaches that adjust their guidance mechanism in this way assign a semantic to each action (or sequence of actions) the user performs. This is closely related to the notion of “the user is the loop” forged by Endert et al. [EHN12, EHR∗14]. We will refer to this category as guidance inference, as we describe how user guidance is inferred, either through direct or indirect actions.

Besides this, we consider the direction of this user guidance. According to cognitive science and psychology [Dow99], the actions a user performs on the data or on the visualization can be used for fine-tuning the guidance provided in the previous analysis loop by the system. In this case, we talk of feedback to the guidance provided in the past, which can be utilized to fine-tune future guidance. In the other case, the user actively asks for what she/he would like to see (e.g., with sketches), or what should be expected from future guidance loops. In this case, we refer to those actions as feedforward or actions performed to call for future guidance.

The guidance direction can be further grouped into: positive and negative feedback and positive and negative feedforward, as the user might evaluate (positively or negatively) the guidance provided by the system in a previous analysis loop, or she/he might use positive or negative examples of what the guidance results should look like or should not look like.

Thus, we categorize approaches according to the way the guidance is fine-tuned: either by feedback to previous guidance or by feedforward calls for guidance. In this manner, we are able to provide a description of how guidance is provided to the system.

3.2. Axes of the Categorization

In this section, we describe our categorization scheme, which also structures the remainder of this paper. For a visual representation of this categorization, we refer to Figure 2. From a high-level perspective, we distinguish between two general processes: user and system guidance. We do not describe these two processes in a completely symmetrical manner. This is due to the fact that some aspects, such as the guidance objective, are the same for user and system guidance within one data analysis cycle. Thus, we describe this objective only once for the system guidance. Although multiple goals can be pursued, existing approaches generally support one goal at the time.

Our categorization scheme is structured as follows: on the highest level we distinguish between system and user guidance. For each group we consider two categorization axes (i.e., four categorization axes in total): for system guidance we outline 1) The **analysis objective** to describe what is the final goal of the guidance process and 2) the **guidance degree** to assess how much assistance...
is provided to the user. This also includes a description of the type of guidance, and the means the guidance process utilizes to provide it. For user guidance we consider 3) the guidance inference which describes how user guidance is derived: this could be either from direct or indirect actions, as well as 4) the guidance direction which specifies if the user guidance is provided by evaluating the past or by giving directions for the future. We call these two directions feedback and feedforward. In summary, with these four axes we aim to give a comprehensive overview of how guidance approaches support a data analysis process, and in general how the human-computer collaboration is pursued.

We will use these categories also in Table 1: at this regard we report in bold the suffixes of the categories as used in the table (e.g., Map for Mapping, Trans for data transformation etc.). The categorization scheme is defined by the following description:

- **System guidance**
  The system provides guidance to the user.
  - **Analysis Objective**. We distinguish between different analysis objective that are supported by the guidance system:
    - **Data**: approaches that provide guidance to data transformation activities. We further stress if the guidance is aiming to support single operations (e.g., the imputation of missing values) or the whole manipulation process (e.g., compose a data preprocessing pipeline).
    - **Visualization**: approaches that guide the visual mapping of data or model visualization.
    - **Model**: approaches that provide guidance for model building or parameter refinement activities.
    - **Exploration**: approaches that guide data exploration by supporting the discovery of findings or suggesting user actions.
    - **Verification and knowledge generation**: approaches that provide guidance to the generation of new knowledge from raw findings (i.e., guidance for the management of findings and insights).
  - **Guidance degree and guidance type**.
    We further categorize approaches according to what extent and what type of guidance they provide:
    - **Prescribing guidance**: approaches that support a given analysis task by prescribing step-by-step actions.
    - **Directing guidance**: approaches that provide ranked recommendations to steer and direct the analysis process.
    - **Orienting guidance**: approaches that aim at improving the user’s orientation. This is achieved with the use of visual hints and the provision of unranked suggestions.

- **User Guidance**
  The user provides guidance to the system. We distinguish ways in which the user is able to influence and steer the guidance process or ask for guidance in the first place. We do this by focusing on how user guidance is derived from the user’s actions and on the direction of such guidance.
  - **Guidance Inference**
    - **Direct actions**: approaches in which direct actions are the main way for the user to steer and provide guidance to the system. We further distinguish if single actions are taken into consideration or the whole actions history is taken into account.
    - **Indirect actions**: approaches that allow users to steer the analysis through indirect actions. User intentions and needs are discerned from user actions such as manipulating data elements or rearranging the view.
  - **Guidance Direction**
    - **Feedback**: approaches that allow the user to steer the analysis by evaluating the guidance and the results provided by the system in the previous analysis loop (i.e., giving positive or negative feedback). Thus, this kind of guidance is directed backwards, towards the past.
    - **Feedforward**: approaches that allow the user to steer the analysis by proactively suggesting what he/she wants (or does not want) to see as a result in the future analysis steps. This guidance is directed forward, towards the future.

4. System Guidance to Human Activities

**SYSTEM \rightarrow USER** - At first, we describe the main mechanisms by which the a computational system provides guidance to the user.

4.1. Analysis Objective

We start by categorizing the reasons why a system provides guidance in the first place. We do so by investigating the analysis objective.

**Data**. Approaches falling in this category provide guidance to preprocessing operations that operate directly on the data, for instance, data wrangling and data cleansing [KHP+11]. Although the literature covering this first elaboration step is vast, just a few works contemplate guidance. This is usually achieved by means of recommendations and prediction of appropriate algorithms, parameters and visualizations [HHK15]. Most of these works stem from the initial ideas of Kandel et al. [KPHH11] and are nowadays pursued in the context of Trifacta [Tri].

**Data Wrangling and Cleansing** - On the subject of data wrangling, Kandel et al. proposed Wrangler [KPHH11], a visual interactive tool to support data transformation. Aside the visual design considerations, some aspects of their tool relate to guidance. In particular, Wrangler is able to guide the selection of appropriate data transformations, based on the data type and by matching the current data with a shared database of data transformations. Furthermore, in line with the guidance objectives, the provided transformations are not executed automatically, but the user is left the possibility to modify them according to the specific scenario. These modifications are then used to adapt the generation of future recommendations. On the other hand, Kandel et al. [KPP+12] support data cleansing. Data cleansing is often a semi-automatic activity, usually based on algorithms exploiting different metrics for determining data quality problems and user actions to consider the different quality issues in the right context. To support this task, Kandel et al. focus on providing suggestions of proper visualizations to compare quality metrics and the corresponding data values. Finally,
May et al. [MBD*11] present Smart-Stripes, a tool that provides the users the possibility to steer the process of feature selection. Feature subset selection is a procedure that usually is done before data analysis, to extract the most important features from a large multidimensional dataset. In their work, automated methods and user-interaction are intertwined so to open the algorithmic black box and provide the user with an informative overview of the most interesting features. This is achieved, by decomposing the different measures characterizing the data features and relating them to precise data subsets, showing to the user the overall influence of precise portions of data on the overall measures, and thus on the resulting features.

Data Preprocessing - While the previous approaches focus on single tasks, Bernard et al. [BRG*12] instead focus on the whole data preprocessing process by providing guidance to compose the steps and procedures necessary to have usable data for analysis (see Figure 3). In particular, they aim at integrating domain knowledge and metrics to guide the imputation of parameters and the selection of appropriate values for the single processing steps. This is achieved by showing promising parameters, but also the possible effects of the single choices on the overall result. Focused on the overall preprocessing procedures is also the work by Heer et al. [HHK15], which constitutes a good starting point for a better human-computer collaboration in this area. In fact, they do not propose a solution to a specific problem in data transformation, but instead they propose a framework for supporting and guiding the user during the whole process. Their idea is to have a so-called predictive interaction, in which the system suggests next steps, and the user selects features (that will influence the generation of future suggestions) and chooses among the system suggestions.

Visualization. In this category we outline tools and approaches that aim to support either the mapping of data to visual forms or the visualization of data models. However, just a few guidance techniques are devoted to support the latter scenario.

Visual Mapping - Fujishiro et al. [FTIN97] developed GADGET, a system that presents the user either possible additions to existing visualizations and complete visual mappings for the user’s convenience. The suggestions are based on the data and on task descriptors as well as on the similarity of the current visual mapping to a database of example mappings. The interaction and the choices of other users indirectly influence the provision of new suggestions. Bertini et al. [BS06] designed an approach to support the user in visualizing over-plotted areas and improve the overall image quality. This is achieved by algorithms and metrics that measure the degree of overlapping data. Through these metrics, the visualization is modified and the over-plotted areas are sampled preserving the most important data features. Koop et al. [KSC*08] present VisComplete, a system that aids users in the process of creating visualizations by using a database of previously created visualization pipelines. The system learns common design paths, and according to the current user input, it suggests visual additions. Gotz et al. [GLK*10] describe a behavior-driven system suggesting the user a set of visualizations that should be effective for a given inferred analytical task. This work is based on a previous study, in which the authors show the relation between tasks.
Figure 3: Jürgen Bernard [Ber15] provide directing guidance to the data preprocessing step. The approach aims to support the user in composing and input suitable parameters for data manipulation processes. User guidance is derived from user’s direct interaction with the tool. This feedback is then used to refine the system guidance.

and user interactions [GW09]. In a similar manner, O’Donovan et al. [OAH15] present DesignScape, a system proposing a set of ordered suggestions to improve the current visual design. Two distinct types of suggestions are available: refinement suggestions, which improve the current design, and brainstorming suggestions, which change the style. Bouali et al. [BGV16] designed a system providing suggestions of proper visual mappings to the user. The user can choose and select the most promising one and provide weights of the most appropriate data columns to be included in the final visualization. On the base of these interactions, the guidance algorithm refines the recommendations. Finally, Wongsuphasawat et al. [WMA∗16, WQM∗17] describe Voyager, a system featuring a recommendation engine capable of suggesting effective visual mapping, considering both the current data selection, as well as expressiveness criteria (see Figure 4).

Model Visualization - Zheng et al. [ZAM11] present a tool that allows the user to visualize the model of a given 3D object. The system suggests informative views based on the results of a clustering algorithm. The views are sorted and the choice of a suggestion triggers the recalculation of the rendered scene and the calculation of new suggestions. Ankerst et al. [AEK00] in their work propose some useful hints for model visualization too. Although mainly focused on model building, the system they describe supports also the visualization of the model. Guidance is provided by proposing change of visualizations (e.g., expand a tree node), and by offering a look-ahead function which is useful for the user to understand how the model will look like in the future.

Models. Approaches in this category deal with supporting the creation and optimization of data models. This is usually achieved by providing the users with the most promising algorithms and by guiding the selection of proper parameters.

Data Mining - Most of the literature on this topic is built around classification and clustering algorithms augmented with visual means. They differ mainly for the kind of algorithms involved, the application scenario, and for the use of specific visual means to achieve their goal. Bernard et al. [BDV∗17] devised a tool for supervising the labeling of human motion data. This is achieved by the provision of suggestions of viable candidates for labeling (see Figure 5).

Choo et al. [CLKP10] describe a system that interactively helps the user to classify data. Through the use of dimension reduction algorithms, the computed clusters are visualized as scatter plots. Sub-
subsequently, the user is able to modify the initial classification thanks to similarity and distance metrics, showing how the initial clusters relate among each other. Through such metrics, the user is allowed to modify and steer the classification process. The results of this interaction cycle will be then incorporated and used for the calculation of the next clusters. In a similar way, Garg et al. [GRM10] use hidden markov models to segment data. By providing her with a semantic interpretation of the clusters, the user is then able to refine the initial segments. Migut et al. [MW10, MvGW11] apply a similar methodology to a risk-assessment scenario. Patients with psychiatric diseases are classified by intertwining algorithms and user feedback. Drucker et al. [DFB11] designed a system supporting the creation of a data model by proposing the most prominent elements to be added to the different clusters. The recommendations are based on a machine learning model that adapts over time, making the suggestions dynamic.

Ankerst et al. [AEK00] proposed a supervised tool for building decision trees combining the computational power of the system and the knowledge of the user. This is one of the few examples where the model building procedure (the black box) is opened and split into separated steps to allow fine tuning of operations. The user is also able to steer the process, and intervene at each elaboration step. On the same line, Endert et al. [EFN12] allow the user to fine tune and steer model building activities, by representing data on the 2D plane. The system supports the user by searching for similar related data entities, that are displayed and positioned together. The user can directly move data points around to alter the clusters and influence the discovery of similar data.

Parameter Refinement - Müller et al. [MAK*08] present Morpheus, a tool supporting the visualization and interactive exploration of subspace clusterings. In particular, it helps users to interactively choose the best parameter setting. By presenting different visualizations representing the results of different parameter choices, users may choose the best ones that generates the desired subspace clustering. Dörk et al. [DLB13] emphasize and visually highlight parameter options leading to relevant views based on their popularity, timeliness, and availability. To foster a better parameter selection, Jeong et al. [JZF*09] describe a tool that shows the relations between the data and the output of a principal-component analysis algorithm. This is achieved by highlighting the effects that each data column has on the final result.

Exploration. Exploratory analysis combines the previous analysis steps (i.e., data preprocessing, data visualization, data models and algorithms) to achieve a higher goal, usually a complex task. The primary aim of providing guidance during data exploration is to support the user interaction and the discovery of new findings. A finding is an interesting observation made by an analyst [SSS*14b], and it usually refers to the disclosure of a pattern, or some interesting data subset.

Findings - The majority of the works providing exploration guidance, achieve their goal by pointing the user to interesting data and data structures. Heer and Boyd. [HB05] describe Vizster, a visualization system supporting the exploration and navigation of large social networks with the goal of finding communities. The system identifies and highlights the such communities and provides the user with means means to browse them. Johansson et al. [JLJC05] show clusters using parallel coordinates and apply a number of visual techniques (i.e., highlighting, grouping, coloring, applying textures) that support an efficient analysis of the structure within these clusters.

To support exploration of weather phenomena, Steed et al. [SSJKF09] designed a system that displays the correlation among environmental variables and the underlying data, so that users can understand them better but also be able to use them more efficiently to predict weather events such as hurricanes. Adler et al. [ASM*10] support visual navigation in surgical operations by augmenting the visualization environment with patient-specific anatomical data. The user/surgeon is enabled to set and change the most appropriate visual target as the exploration evolves. By using a flexible degree of interest function, Alsakran et al. [ACZ*11] show the user interesting relations among a set of streaming textual data. The user is allowed, at anytime, to modify the interest measure and influence the layout of incoming nodes. Ip et al. [IV11] present a system that helps the user to identify salient patterns and interesting areas in very large images (e.g., landscapes). This is achieved by means of a saliency measure, that serves to identify interesting areas for user exploration. Domino [GGL*14] supports the exploration of multiple datasets. It supports the user by providing hints to arrange, combine, and extract subsets of different datasets. In contrast to that, StratomeX [LKS*12] is focused on the exploration of relations in cancer sub-type datasets. The system displays ribbons between data columns to highlight relations among data features. Scorpion [WM13] is a tool that supports the exploration of data outliers, by pointing users to the possible data tuples from which these outliers originated. Finally, Bernard et al. [BSW*14] developed a system that emphasizes the most interesting relations among data.

Figure 5: Bernard et al. [BDV*17] provide orienting guidance to model building activities. Through the use of unsupervised and supervised methodologies, the approach is able to provide the user with suitable suggestions of labels (see red box in the figure) for different captures of human motion data.
subsets, thus helping the user gaining an overview of the dataset. Gladish et al. [GST13] developed an approach that, by using a flexible degree-of-interest measure, is able to show interesting data regions to explore during the analysis of hierarchical data (see Figure 6).

**Actions** - A few works deal with guiding the exploration by supporting directly the interaction. This is usually translated into suggesting the next actions to take. One of the first attempts in this direction is Systematic-yet-flexible system by Perer and Schneiderman [PS08]. Unexplored states are shown to the user so he/she can systematically explore all the dataset. In the context of personalized learning, Krishnamoorthy et al. [KB06] present the user a set of personalized suggestions about the next documents to explore. Streit et al. [SSL+12] designed a model to steer exploratory analysis. Based on data features and task descriptors the system shows the users the data to explore and the next (alternative) steps to take in order to complete a given task. The approach developed by May et al. [MSDK12] presents signpost pointing at interesting regions of the graph, thus informing the user about the possible next steps to take. In a similar way, Crnovrsanin et al. [CLWM11], upon selection of a node in a graph, recommend the user a set of interesting actions to perform to reach interesting nodes.

**Verification and Knowledge Generation.** While the previous works focus on findings, the following ones deal with arranging those findings into valuable insights and new knowledge.

Yang et al. [YXRW07] designed an approach for managing discoveries in visual analysis. The system supports the organization of facts and findings by suggesting clustering of a given discovery based on semantic similarity. Shrinivasan et al. [SGL09] present an approach for helping the user in the activity of connecting the dots. Based on the current line of inquiry, the system suggests findings, notes and concepts and how to arrange them together. Chen and Scott [CBY10] automatically calculate annotations of large images by calculating and providing a step-by-step exploration of large images. The system exploits bayesian user modeling to transform interaction into useful hints of user’s intentions. The system is able to infer the different phases of the analysis, the tasks and user needs, and subsequently provide suggestions to continue the analysis and pursue an inferred task. Horvitz and Scott [CBY10] automatically calculate annotations of data snippets selected by the user. The user can directly modify the annotation which again affects the generation of future annotations.

**Prescribing.** One way of providing guidance is directing the user along a promising analysis path. The system, given the analysis context (i.e., the current data and tasks) computes the best way, also in terms of efficiency, to reach directly a satisfactory conclusion of the analysis [CGM+18].

Horvitz et al. [HBH98] describe the design and the implementation of a system to provide assistance to software users. The system exploits bayesian user modeling to transform interaction into useful hints of user’s intentions. The system is able to infer the different phases of the analysis, the tasks and user needs, and subsequently provide suggestions to continue the analysis and pursue an inferred task. Chen and Scott [CBY10] automatically calculate annotations of data snippets selected by the user. The user can directly modify the annotation which again affects the generation of future annotations. Ip et al. [IV11] guide the user through the visualization of large images by calculating and providing a step-by-step exploration of the most promising and interesting views.

**Directing.** The name suggests its main purpose: directing the analysis. In fact, this guidance degree aims at solving the user’s knowledge gap by presenting a set of alternative options for further analysis. The given suggestions/options differ in terms of quality and costs for different paths leading to the same result or in terms of interest for paths leading to similar or new targets. When compared to prescribing guidance, the options provided by this guidance degree are higher in number and differ in quality. For instance, an analytical system, based on an interestingness indicator, may suggest the user a set of alternative data cases that may be useful for the analysis, or provide a set of alternative interaction steps. Although it is clear that the freedom of the user is higher (given the

**Summary**

In summary, orienting guidance is more focused on providing means to understand the answer to his/her problem, instead of providing a ready-made answer.

**4.2. Guidance Degrees and Guidance Type**

In the past section, we described the objectives, i.e., the reasons why a system provides guidance. In the following, we focus on how much guidance is provided as well as the type of assistance. Ceneda et al. [CGM+18] describe three guidance degrees: prescribing, directing, and orienting guidance. The first two degrees, prescribing and directing, provide a high level of assistance, with the former focused on the choice of the one most appropriate way to reach the results, and the latter describing the mechanisms to calculate a wide set of options to continue the analysis. In simple words, prescribing and directing guidance are focused on the provision of suggestions. Orienting guidance, on the other hand, plays its role at a lower subtle level, exploiting the user’s perceptual abilities to provide him/her with a set of visual hints to foster the analysis.
higher number of options provided), this guidance degree may also introduce a certain level of uncertainty, and provide suggestions not directly related to the tasks in focus.

**Recommendations.** Directing guidance is tied strongly to recommender systems. Recommendations assume different forms according to the different goals they are created for, and to the analysis step they should support. To support data transformation, the system simply suggests to the user the most suitable functions to modify the data [KPHH11], and clean and polish the data [KPP∗12], or to support feature selection for data profiling [MBD∗11]. The same happens for data visualization where steering guidance translates into systems that provide suggestions of different visualization alternatives, usually ordered on the basis of specific perceptual characteristics [WMA∗16,BGV16,FTIN97]. To support data modeling, steering guidance usually provides the user with different algorithms and parameters [DFB11,AEK00]. However, this guidance degree assumes a particular interest when it allows the steering of the whole exploration process, pointing users to interesting findings [JLJC05,MSDK12,SSL∗12].

**Orienting.** Maintaining user’s mental map and orientation is a fundamental goal of any visualization tool. This importance has been recognized in various studies [PHG07,AP13]. With the term orientation, we refer to the structural cognitive information a user creates internally by observing an image, which represents the user’s underlying understanding of the information. Hence, sustaining context comprehension and improving the user’s orientation during the analysis influences the user’s perception of the dataset and of the tasks. Orienting guidance can be provided to the user by exploiting low level information extracted from the dataset, in this case this information is mapped to basic perceptual properties to guide the user, or by exploiting users’ interaction to support the analysis by providing suggestions (see Figure 7). Differently from directing guidance, the suggestions do not have a clear order, or priority. In the following, we distinguish the different orienting approaches according to the visual properties used to support guidance and the kind of suggestions they provide. The two groups are not mutually exclusive, but refer to different aspects of the same process.

**Highlighting and removals.** These approaches play with the preattentive skills of human perception to provide guidance. Contrasting the color hue and intensity of important elements, with those of the surroundings allow the users to quickly and preattentively identify them, without the need for a longer sequential search [Maz09,SKMW17].

Vizser [HB05] signals the presence of communities in social networks by color change. Nodes and links of such communities are highlighted and color is used to encode distance. To guide feature subset selection, May et al. [MBD∗11] color code interesting data columns. Color change is also used to relate selected data features to the overall quality measures, highlighting in this way causal relationships. Ankerst et al. [AEK00] present a visual technique for building decision trees. Possible split attributes and split points are highlighted, so to steer the building process. Similar techniques adopt highlighting for classification. Data points for which a given label has not yet been assigned, or for which the classification is uncertain, are presented in a different color [GRM10,MW10].

**Layout and Form.** 2D position, spatial grouping, and marks are properties that our eyes perceive faster and that attract our attention [CAS∗18]. Guidance approaches use, for instance, links to signal relations or the positioning of elements to suggest the user that a (hopefully) better layout can be obtained. Usually this is achieved by means of (user-defined) metrics that express the user’s intentions and goals. Closeness is often used to signal the belonging of a certain point to a cluster [MAK∗08]. However, when uncertainty is involved, it might still not be obvious to the user which cluster to choose. To support this task, Choo et al. [CLKP10] visualize links among the data element and the most appropriate cluster. Similarly, but at a higher level of abstraction, Stratomeq and Domino [LSS∗12,GGL∗14] are two approaches that present the users relations between different datasets using glyphs (e.g., ribbons). Building a story is important to flawlessly compose connections among facts and events. Thus, guiding story building activities is the aim of the approach developed by Hossain et al. [HARN11]. In particular, relations among documents are shown for the user’s convenience.

**Motion.** Flicker and motion are also important preattentive visual features. They are very useful to quickly attract the user’s attention. This is why they are frequently used in our daily life, for instance in commercials and in traffic lights. However, we could find just one approach exploiting such visual properties for guidance. Johansson et al. [JLJC05] use animation and textures to bring the attention of the user to important characteristics of the data. Aim ing to show clusters in a high density parallel coordinates plot, they animate different lines with differing phase velocities to emphasize the skewness or the variance of data clusters.

**Suggestions.** In general, providing orienting guidance is achieved by presenting suggestions. The system utilizes a complex combination of the expedi ents described above (i.e., highlighting, glyphs, etc.) to provide analytical options, so that the user can proceed towards her/his goal. Differently from directing guidance, these suggestions have equal weights (i.e., are not sorted according to importance) and therefore the resulting guidance degree is considered lower.

Using a flexible degree-of-interest function the system developed by May et al. [MSDK12] is able to produce recommendations regarding data subsets that are worth investigating. In particular, the system supports orientation by pointing the user to graph regions outside the active exploration area by means of visual glyphs, as well as a possible shortest path to reach that region. Luboschik et al. [LMS∗12] ease the exploration of multiscale data. The approach points the user to scales and regions within the data that exhibit behavior of interest without the need for an exhaustive search. The system aggregates the data of the finest granularity into more coarse-grained data. Consecutive data scales are compared, the important data characteristics of the fine-grained data are preserved and visualized in the overview, so that the user can have a view of the most important characteristics without the necessity of panning and zooming operations. Jiang et al. [JN15] developed a method to support the creation of queries. The system calculates the relevance of the query parameters with respect to what a user is doing (interaction) and highlights the most prominent values for those parameters.
Figure 7: Orienting guidance can be provided by encoding the information the user needs by using different perceptual properties. Highlighting (a) can be used to make visible information that could have some interest for the user, for instance data columns (highlighted in red). Changing the layout and using forms for different data subsets may stimulate the user to explore them. For instance, in Figure (b), different data subsets are connected with visual ribbons (highlighted in red in figure b) to signal interesting relationships. Motion can be a way to convey guidance too. In Figure (c), motion is used to signal that the data under analysis has a specific characteristic. The reader can imagine the pink line moving up and down inside the rectangle highlighted in red. In general, the end-goal of orienting guidance is provide suitable suggestions to proceed the analysis. In figure (d), the system suggests interesting graph regions to explore next (the arrow highlighted in red), the guidance process. In the following, we describe the direction of user guidance and how it is derived from the user’s actions.

5.1. Guidance Direction: Feedback and Feedforward

We discern approaches that allow the user to foster the analysis by either evaluating the results and the guidance the system has produced in the past and those that allow the user to input directly what results or what kind of guidance suggestions he/she expects to see in the future. Following the terminology used in the cognitive science, we call this feedback, in the first case, and feedforward actions, in the latter case. We further specify and the quality of such actions: they can be positive and negative. Thus, we end up with four combinations: positive and negative feedback and positive and negative feedforward. Ideally, feedback and feedforward action sequences should alternate: A feedforward action may stimulate the system to produce specific results that are subsequently evaluated by user feedback and so on.

Positive and Negative Feedback. Most of the works we analyzed enable the user to provide feedback (either positive and negative), so in the following we will report just a few example approaches to show how those approaches implement the feedback loop. For a complete overview, refer to Table 1.

To guide view selection in volume visualization, Zheng et al. [ZAAL11] propose an approach that suggests optimal viewpoints. The user is enabled to provide positive feedback to these suggestions by selecting the most promising ones. As a reaction, the system updates the suggestions, pointing to new and promising but so far unseen view directions. Fujishiro et al. [FJIN97] designed a system supporting the design of appropriate visualizations. As the user interacts with the tool, the system proposes and suggests additions to the actual design. The user, by selecting the most appropriate additions, guides and provides feedback to the guidance mechanism, influencing future suggestions. A similar ap-
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A new approach is proposed by Müller et al. [MAK*08]. The Morpheus system supports the interactive exploration of subspace clustering, by presenting suitable results. Based on the discovered knowledge, the user can give feedback to the system for improving the suggestions. In this case, the feedback loop enables the user to set parameters and thus to discover meaningful subspace clusters. Andrienko et al. [AAR*09] provide guidance to support the visual clustering of trajectories. In this context, users are enabled to modify the cluster result computed by the system, by excluding one or several sub-clusters from the cluster itself. Other aspects of this approach relate to the feedforward concept, thus we will discuss it in the next paragraph. Stein et al. [SHJ*15, SSS*14a] propose a visual analytics approach supporting the analysis of soccer matches. By extracting the most interesting features from the data, the system is able to propose to the user interesting events that characterize the match. The user can steer the exploration process by confirming or rejecting previously unlabelled events and use them as additional training data for the classifier. Finally, by capturing low-level analytical task results, Click2Annotate [CBY10] supports semi-automated insights annotation. If the user is not satisfied with the annotations generated by the system, he/she can modify and affect the outlook of future annotations by dragging and dropping statistical measures into the annotation itself.

Positive and Negative Feedforward. Another group of approaches enable the user to directly input what he/she wants to obtain from the analysis. Therefore, the following techniques differentiate themselves from the previous in that the user is focused on the future of the analysis instead of the past. This is usually achieved by sketching examples. Sketch-based information retrieval is a very popular field. However, in the context of this review, we just consider the literature related to guidance techniques.

Chegini et al. [CSG*18] developed a system supporting the visual exploration of patterns in large scatter-plot matrices. Usually, the analysis space is huge, so to reduce users’ effort, the system recommends suitable patterns for close-up investigations. On the other hand, the user is enabled to actively input what he/she is currently looking for in the data: the user can directly draw or select patterns representing the searched output. Andrienko et al. [AAR*09] in their work support clustering of trajectories. They allow users to provide feedforward actions. Users are in fact enabled to split, combine, and create their own clusters, thus suggesting directly to the system how the clustering algorithm should categorize the data. The work by Janetzko et al. [SSS*14a] comprises elements that can be related to feedforward actions. In fact they allow the user to steer the exploration of semantically meaningful soccer events by integrating the possibility for the user to sketch and describe dangerous situations that should be taken into consideration. Migut et al. [MvGW11] guide the classification of psychiatric patients. The user can steer the model building process by indicating to the system prototypes of patients they are interested in. The iCluster system [DFB11] helps the user to cluster large document collections by providing recommendations. The system learns and subsequently adjusts the suggestions as the user interacts with the tool showing to the system how he/she would like to organize the documents. The approach conceived by O’Donovan et al. [OAH15] aims to guide the design of visual layouts. Users can specify their own intents in form of constraints, and by sketching partial layouts, hence, steering the guidance process.

5.2. Guidance Inference

While in the previous section, we analyzed the direction of user guidance, in this section we describe in what way the user can convey such guidance to the system. The most common way to infer user guidance, is by taking the user’s direct actions with the interface widgets into consideration, for instance, using drop-down lists, buttons, check-boxes, etc. This comprises, for instance, considering the direct input of weights for mining algorithms or the selection of visual parameters for a visual mapping, but also annotating data for insight generation.

Different taxonomies are available to discern how a user can provide input [AES05, YaKS*07, Shn96, AAB*11]. Existing taxonomies on this topic are mainly focused on assigning a meaning to certain actions, with the aim to understand the user’s intents. However, in the context of this survey, we analyze how this interaction affects the guidance process. The other way to derive guidance is by considering indirect actions. We chose this focus in line with the notion of “user is the loop” forged by Ender et al. [EHR*14]. They move the focus from approaches exploiting direct actions towards the creation of new approaches in which the user does not simply take part in the analysis process, but is part of it. This new concept fosters the creation of more immersive tools, that directly learn from user interactions, instead of waiting for direct user input.

Direct Actions. This is the most common way of providing input and providing guidance. We analyze tools and techniques that offer direct user input through interface widgets. We also take into consideration the temporal aspects of such interaction, for instance, when exploiting a history of actions to derive the user’s intent.

Direct manipulation of parameters - To support data transformation, May et al. [MBD*11] propose a method that highlights interesting data features. On the user side, the direct selection of those interesting features causes the recalculation and updates those measures and metrics, closing the guidance loop. Bernard et al. [BRG*12] support the design of a preprocessing pipelines for time-series data. While the system points to the most promising parameters for each processing step, the user is enabled to steer the process by selecting appropriate weights directly.

Bouali et al. [BGV16] provide guidance for the generation of visualizations. The system proposes a set of suggestions, that the user can choose from. On the other hand, the selection of the most appropriate visual mapping provides an input for the creation of the next visualization generation. Similarly, in Design-Scape [OAH15] previews of design suggestions are shown to the user, who can select the most promising one. Many other approaches exploit direct user feedback to generate visual mappings [WMA*16, KSC*08, GLK*10].

Ankerst et al. [AEK00] support the generation of decision trees. The direct selection of the next split points steers the tree construction process. Choo et al. [CLKP10] propose a system to guide the data classification process. Users can directly select an
area in the data view containing uncategorized items, and subsequently re-run clustering algorithms to optimize the process. Similarly, Garg et al. [GRM10] help the user to associate elements to proper clusters. The user is directly involved in the manipulation of the clustering parameters, to split and join clusters. Other approaches follow a similar strategy to model building [MvGW11, AAR*09, MW10, JZF*09, DFB11, PSHD96].

Similar concepts exist for data exploration and annotation. Domino and Stratomex [GGL*14, LSS*12] support this task by suggesting how different parts of data are related. Subsequently, the user can interact, connect, and arrange data chunks, based on those suggestions. Streit et al. [SSL*12] allow exploration steering by presenting next analysis steps. Based on the given task, the user can subsequently choose the most appropriate analysis direction. Ip et al. [IV11] guide the exploration of large images. By means of direct actions performed on the interface, the user can modify the selection of interesting views and image areas. Shrinivasan et al. [SGL09] help the construction of data stories by structuring the data according to a given start and end document. The user can directly choose among the suggested structures and affect the composition of the story, as well as of the story-line. Many other approaches are present in literature [YXRW07, HB05, JLJC05, SSJKF09, CBY10, HARN11, Fia12].

History - This category comprises those approaches that go beyond capturing single actions. A temporal component is also taken into consideration. Hence, complex action patterns and sequences of interactions are compared within each other to understand the user’s analytical intents. The system can exploit such findings to fine tune the guidance, provide better suggestions, and steer the analysis process accordingly.

Gotz et al. [GW09] support visualization creation by taking into consideration complex interaction patterns. The captured patterns are compared with a knowledge base to understand the visual task the user is performing. This, in turn, influences the suggestions of visualizations that best fit the inferred task. Horvitz et al. [HBH*98] support data exploration by modeling the time-varying needs of the users by means of bayesian networks. The suggestions proposed by the system to pursue an analytical goal are influenced by the user actions. Temporal series of actions are interpreted and based on the inferred goal a next step is proposed. Yang et al. [YXRW07] provide guidance to extract valuable information nuggets hidden in the data based on the user’s preferences. Also in this case, such interests are inferred directly from the user’s action history, and are the base for the retrieval of new information nuggets.

Indirect Actions. Indirect actions involve providing feedback by acting on the data, rather than explicitly stating intentions through the interface widgets.

Spatial Actions - Strictly connected with implicit feedback is the concept of spatialization. For instance, a user provides guidance to the system by acting directly on the data. The system, thus, learns and infers weights, parameters, and preferences from the user’s actions. In particular, spatialization is derived from how the user modifies the spatial properties of the data (e.g., moving and grouping data).

Endert et al. [EFN12] designed ForceSpire to guide the visual exploration of text documents. To achieve that, this tool modifies the spatialization of data items on a canvas, in such a way that the rendered layout reflects the user notion of similarity among documents. A decisive aspect of this approach is that distance metrics are implicitly suggested by the user through what they call semantic interactions. The movement, the juxtaposition of data points (documents) is interpreted, and the weights determining the similarity metrics are implicitly changed.

To the best of our knowledge, ForceFire is the only approach using semantic interaction and the implicit feedback paradigm through spatialization. However, although not directly connected with Endert’s ForceSpire [EFN12], other approaches (marked with an empty black circle in Table 1) utilize similar expedients to allow users to signal their intents, and implicitly provide feedback to the system. Garg et al. [GRM10] support model building activities allowing the user to resolve inconsistently categorized data points by moving them to different clusters. Jeong et al. [JZF*09] allow the user to move data items to different clusters to influence the dimension reduction algorithm. Finally, Vizster [HB05] allow layout modification by moving the nodes of a social network graph.

6. Discussion, Future Research and Limitations

In the previous sections, we described the categorization of guidance approaches (Table 1). We illustrate how the system provides guidance to the user to reach a given objective, and how much guidance is provided (Section 4). We gave details of how the user is enabled to guide the system, closing the guidance loop (Section 5). In this section, we discuss and analyze the outcome of our categorization, listing opportunities for future research.

A Comprehensive View: When looking at the summary Table 1, one immediately notices that it presents several white areas. In the table, the different papers (the rows) are ordered according to the supported guidance objective. One result of our review is that guidance approaches are not new to the field of visual data analysis. However, as we can see, most of the approaches we reviewed offer simple solutions to specific contextualized problems, overlooking the more general problem of providing guidance in data analysis. Just recently, the situation has started to change, with approaches that try to offer more comprehensive guidance solutions. However, the analysis process is not yet covered in its entirety. To sum up, although the interest is growing, guidance is still a young research topic in the vast area of data visualization, data analysis, and visual analytics, and substantial research is required to make guidance a widely used and effective technique.

Guidance Objective: If we look at the guidance objective, the trend is represented by approaches providing guidance to single objectives and single tasks. Just a few approaches deal with multiple objectives at the same time, and moreover, some problems are not even sufficiently tackled yet. The least represented category is the one covering approaches that provide guidance to insight verification and knowledge generation as well as model visualization activities. For the latter objective, we think that this is simply due to the fact that such a task is usually covered by the general data visualization and visual mapping step. For the former (i.e., guidance to support insight verification and knowledge generation), the
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<table>
<thead>
<tr>
<th>Papers</th>
<th>System Guidance</th>
<th>User Guidance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Guidance Objective</td>
<td>Guidance Deg.</td>
</tr>
<tr>
<td></td>
<td>Transf</td>
<td>Map</td>
</tr>
<tr>
<td>Total: 53</td>
<td>5</td>
<td>7</td>
</tr>
<tr>
<td>[MBD+11]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[BRG+12]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[KPHH11]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[KPP+12]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[HHK15]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[BGV16]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[WMA+16]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[FTIN97]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[GLK+10]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[GW09]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[OAH15]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[MAK+08]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[GRM10]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[MW10]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[AAR+09]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[DLB13]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[AEK00]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[ZAM11]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[CLKP10]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[MVGW11]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[JZF+09]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[EFN12]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[DFB11]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[KPN16]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[BDV+17]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[BFN12]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[ASM+10]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[HB05]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[JLC05]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[YXWR07]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[IV11]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[SSJKF09]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[ACZ+11]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[LSS+12]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[GGL+14]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[HBH+98]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[SSL+12]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[PSS08]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[BSW+14]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[MSDK12]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[CLWM11]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[GST13]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[TSTR12]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[ST15]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[JN15]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[LMS+12]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[KB06]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[WM13]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[CBY10]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[GLD09]</td>
<td>•</td>
<td>•</td>
</tr>
<tr>
<td>[HARN11]</td>
<td>•</td>
<td>•</td>
</tr>
</tbody>
</table>

Table 1: Table summarizing the classification of guidance papers. Columns represent the different aspects we took into consideration, while papers are listed as rows. The rows are sorted according to the guidance objective they support. We considered approaches providing guidance for different objectives: approaches supporting data Transformation, visual Mapping, Parameter setting, Model Visualization, Model Building, Exploration and Knowledge generation. We considered three Guidance degrees: Orienting, Directing, and Prescribing guidance. We also describe the user side of guidance, in particular the guidance Inference: Direct and Indirect actions. Finally, we provide details of the guidance Direction: whether it is Feedback or Feedforward. Empty black circles (∗) show approaches that offer this functionality, but to a minor extent.
lack of approaches is due to the fact that those tasks are historically a human prerogative, requiring high-level reasoning, where the system can just provide minor support. Still, with the recent advancements in machine learning, there is much room for further improvements. Users could benefit greatly from more guidance tailored towards supporting high-level tasks. On the other extreme, the most supported task is data exploration (see Table 2). This is where there is more space for creativity and research, especially if we consider the large amount of scenarios in which data exploration is usually needed. We can further see that just a small group of techniques offers guidance for more than one objective. One exception is model building activities and parameter setting tasks that are usually supported at the same time, since they are naturally inter-connected. However these objectives represent rather an exception. We see a promising research direction in this lack. A comprehensive guidance approach supporting the user along the whole analysis process, i.e., from data manipulation, to knowledge and insights generation, would be a decisive step towards the goal of obtaining effective guidance, however, it is far from being realized.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Transf</td>
<td>Map Par ModV ModB ExpL Know</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Or.</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Dir.</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Pres.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: Summary of the papers offering a specific guidance degree in relation to the guidance objective. The numbers in the cells represent the amount of approaches providing a certain degree of guidance (i.e., orienting, directing and prescribing) for a particular task (i.e., data transformation, visual mapping, parameter refinement, model visualization and building, exploration and knowledge generation).

Guidance Degree: Looking at the guidance degrees, we see a similar situation. The majority of approaches provides basic guidance (i.e., orienting guidance) and uses simple expedients to support the analysis (see Table 2). In this scenario, orienting guidance is mostly provided during data exploration tasks. Directing guidance (i.e., providing alternative options to continue the analysis), is mostly provided during data transformation tasks (i.e., options to manipulate the data are offered) and visual mapping tasks (i.e., alternative visual encodings are provided). It is also easy to see the scarcity of approaches providing prescribing guidance, which may not be a bad thing, since a certain degree of freedom is usually not only required but also recommended during data analysis. We see a chance for future research in the development of further directing guidance approaches, since they provide the user with support but at the same time leaving him/her sufficient freedom to steer the analysis.

Finally, also the number of approaches providing multiple degrees of guidance is limited. We believe that the support of multiple guidance degrees is a fundamental step towards the provision of effective and dynamic guidance solutions, since they would allow for adapting the guidance degree as the user becomes more experienced.

User Guidance: Although some approaches consider aspects that can be referred to as implicit interaction means, direct interaction is offered by the vast majority of the considered approaches. This is no surprise, since it is the most straight-forward form of interaction. Just one among the approaches we considered, offers indirect interaction. To make a short recall, this means that information that can be an input to the guidance mechanism (i.e., algorithms and parameters) is derived indirectly, while the user interacts with the data (in contrast to a direct input via sliders or buttons). For instance, a user may signal that a certain data-point belongs to a given cluster just by changing its position in the visualization, instead of changing the clustering parameters. This represents an open area for further research. It is clear that changing interaction strategy may be difficult, however indirect interaction represents also a more natural way of dealing with the data, especially from a guidance point of view, where this may lead to a better user-system dialogue and thus to guidance solutions that are better accepted by the users. On a similar note, another open challenge is considering not only a single user action as means to derive the user’s intent, but also multiple sequences of actions, thus exploiting the temporal information and context that is provided.

Feedback: Finally, we analyze the types of feedback users can provide to the guidance system. Most of the techniques provide traditional feedback, which means that users evaluate the results provided by the system in the previous analysis loop. A few approaches allow for feedforward, i.e., what the user would like to see from future analysis steps (see Table 3). In this case, a combination of both types would give users the possibility to better fine-tune the guidance offered by the system, and would add to the communication possibilities between user and system.

Visualization of Guidance: One limitation of our work is that we did not capture completely the way the guidance suggestions are communicated to the user. We attempted to do so providing categories for the different guidance degrees, instantiating an initial categorization, and distinguishing among the different visual means used to communicate the guidance, like highlighting, change of colors, movement, and so on. However, since the visual means used, the tasks to be supported and the guidance degree are strongly inter-dependent, we could not provide a finer-grain description of this aspect. This aspect should be further elaborated in future research.

<table>
<thead>
<tr>
<th>Deg.</th>
<th>Guidance Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Feedback</td>
</tr>
<tr>
<td>Or.</td>
<td>31</td>
</tr>
<tr>
<td>Dir.</td>
<td>16</td>
</tr>
<tr>
<td>Pres.</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 3: Summary of the papers offering a specific guidance degree in relation to the guidance direction. The numbers in the cells represent the amount of approaches providing a certain degree of guidance (i.e., orienting, directing and prescribing) for a particular direction (i.e., feedback and feedforward).

Black box Approaches: One of the most challenging aspects of the research on guidance is the possibility that it offers to open the so-called black box of mining algorithms. This means that through guidance, users are supported in the process of transforming the algorithmic black box into a white box, allowing the user to steer
the analysis at each step of the model building process, fine tuning parameters on-the-fly, thus allowing a better control and in the end obtain better results. In the past, Bertini and Lalanne [BL09] already pointed out that just a few approaches allow the user to steer the analysis process in such a way. At the time, they cited Ankerst et al. [AEK00] as the only approach allowing the user to control the model building process. Unfortunately, we did not find a much better situation today. Aside Ankerst, a few authors published works that try to open the black-box of data analytics [MBD+11, CLKP10, BRG+12]. We think that guidance could be helpful also in this respect. Having the possibility to fine tune at such fine-grain the analysis process will result in improved visual analysis results. However it also presents challenges: not all the operations should be allowed, nor all the possible permitted actions will lead to the desired results. At this regard, the study and development of guidance approaches could ease and facilitate the process.

6.1. An agenda for guidance in visual data analysis

We summarize the findings and contributions of our work by listing a set of qualities and research directions that we consider decisive for the development of comprehensive guidance mechanisms in visual analysis. As mentioned earlier, the expected goal of each guidance approach is to be effective [CAS+18, CGM+17]. This means that user and system guidance should concur to reach the established analysis objective. To realize such an end-goal, guidance approaches must be accepted and trustworthy. We see a timely provision of guidance as necessary not to interrupt the analysis flow. All the approaches we considered offer guidance tailored towards single objectives. Therefore, providing guidance at the right time is relatively easy since only objective is in focus. If future approaches aim to support multiple objectives, the timing of guidance will be even more important. It may be the case that some tasks can be solved easily by the user without any help, in such situations the provision of guidance may be rather harmful than advisable. In the same way, providing guidance at the wrong time might be also counter productive.

In line with the previous point, guidance should be designed to be context-aware. This means that the system must know what is the actual state of the analysis. Moreover, appropriate visual means should be used not to confuse the user. The majority of approaches we analyzed offers a single guidance degree, and with that, simple visualization means. However existing solutions might not be sufficient for more complex tools. Also in this case, the risk is to confuse and distract the user from the what is important, if those visual means are wrongly used in the analysis environment. We do not call for the development of completely new visualization techniques for guidance, but instead for the conscious use of the ones already existing, for a seamless integration of the guidance suggestions in the analysis loop. At this regard, the collection of guidelines to design and integrate guidance into visualization solutions should be on the research agenda.

We further argue for making sure that guidance is controllable and predictable. Users should be enabled to steer the analysis, turn off the guidance if not needed, and ask themselves for assistance in other cases. In the same way, guidance must be predictable and non-disruptive, in the sense that it should not alter unexpectedly the course of the analysis, and thus preserving the user’s mental map. Some of the guidance approaches we describe offer the possibility to steer the guidance process and the course of the analysis at a fine-grained level. However, as already observed black box approaches are still predominant.

We see guidance as a dynamic process. It must adapt to different situations, recognize different knowledge-gaps, and consequently adapt the level of intervention. Thus, correctly identifying the user’s intent is fundamental for well-suited system guidance. Considering common signals to initiate guidance, like for instance long stall times or absence of interaction, may not be sufficient. A tight collaboration with cognitive and psychology sciences might be key to adequately capture and understand the user’s behavior at a deeper level. One way to formalize tasks and support dynamic guidance is by using taxonomies. Because of their generality, they may be exploited to frame general scenarios in which guidance may be useful. However, due to this generality, it is also not straightforward to apply such taxonomies to specific practical contexts. This limits the design of guidance for a wide set of tasks. Thus, we see potential for further improvement of guidance in the research of multilevel taxonomies.

Finally, especially because this was not considered by any of the approaches we identified, we call for more research to support guidance in collaborative scenarios. At this regard, cloud intelligence could be used as an input to the guidance process and facilitate analysis tasks that single users may find hard to solve by themselves. From our point of view, this is an important step towards effective and widely established guidance in modern real-life scenarios.

7. Conclusions

In this paper, we selected, analyzed, and reviewed fifty-three papers dealing with guidance to support visual analysis tasks. We chose to look at such approaches from two complementary perspectives: user and system guidance. We did this in accordance with the characterization of guidance [CGM+18] and to emphasize its mixed-initiative nature [Hor99]. Analyzing existing work in this respect, we identified details of how users and systems are able to join their efforts to reach an analysis objective and support the visual data analysis process. We summarized our findings in Table 1 which shows that guidance, although it has its roots in the visual data analysis, is still a young and promising research field, offering many unresolved challenges. In conclusion, users are usually left alone with powerful, yet overwhelming visual analysis techniques. We believe that augmenting these techniques with efficient guidance is a crucial step towards unburdening the user, and thus, leveraging the real potential of such systems. While existing work already tackles some aspects of guidance in visual analysis, much more research is needed to realize truly comprehensive guidance approaches, that exploit state-of-the-art methods of artificial intelligence to constantly monitor the user’s intents and knowledge gaps, and efficiently support the analysis goals.
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