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Abstract—IoT systems are becoming an increasingly important
component of the civil and industrial infrastructure. With the
growth of these IoT ecosystems, their complexity is also growing
exponentially. In this paper we explore the problem of testing
and evaluating large scale IoT systems at design time. To this end
we employ simulated sensors with the physical and geographical
characteristics of real sensors. Moreover, we propose Sensyml,
a simulation environment that is capable of generating big data
from cyber-physical models and real-world data. To the best of
our knowledge it is the first approach to use a hybrid integration
of real and simulated sensor data, that is also capable of being
integrated into existing IoT systems. Sensyml is a cloud based
Infrastructure-as-a-Service (IaaS) system that enables users to
test both functionality and scalability of their IoT applications.

Index Terms—IoT, scalability, System-of-Systems, simulation,
sensors

I. INTRODUCTION

The Internet-of-things (IoT) is a multidisciplinary ecosys-
tem under constant development and expansion. The concept
emerged from a simple idea, namely to connect household
devices or “things” with users or other things over the internet.
For example a sensor in an electrical outlet is measuring elec-
trical current and provides a user with information whether
an appliance connected to this outlet is active or not and
what is the energy consumption of this appliance. However,
IoT systems are evolving from application oriented “ad-hoc”
systems like this, towards hierarchically structured and highly
integrated large-scale systems. It is projected that the number
of IoT devices will reach 100 billion units until 2030 [1]. The
increased number of IoT devices is proportional to the growth
of data produced and stored annually. A report published
in 2018 projected the growth of the global datasphere to
astonishing 175 ZB in 2025 [2].

An IoT system consists of three major components: the
swarm, the fog and the cloud. The swarm is akin to our skin
and muscle cells. It consists of millions of sensors and actu-
ators that are used to interact with the things. The fog is akin
to our backbone. It is network of relatively simple computers,
close to the swarm, and used for routing and real time control.
Finally, the cloud is akin to our brain. It is a large computer
farm used for data storage, planning and machine learning. The
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IoT hosts multiple applications that are designed and operated
by different organizations. The applications have to operate
in parallel and share existing infrastructure. Services created
by each application must be communal within a system, to
avoid unnecessary redundancy and reduce resource overheads.
A Cyber-physical system combines digital representation of
a system and physical description to observe behavior of
the system [3]. A combination of CPS and IoT systems can
be classified as System-of-System(SoS) [4]. As such system
is able to adapt to emerging conditions, and learn about
the physical system and its behavior. In general, it is quite
difficult to predict in advance data throughput and the ade-
quate dimension the IoT infrastructure precisely, and therefore
simulation is a convenient way of exploring such properties.
In this paper we are proposing a simulation environment
called Sensyml that is capable of simulating large scale data
during application development. Sensyml is capable of hosting
multiple types of sensors with physical and geographical
characteristics similar to real sensors, where sensors can be
derived from mathematical models or extracted from existing
online services. Moreover, Sensyml allows us to explore the
capability of the IoT to satisfy its given specification under
emerging conditions (e.g., power limitations, data growth). The
simulation environment can be integrated in existing hardware
infrastructure to test basic functions of the IoT and how the
IoT scales up.

The rest of the paper is organized as follows. Section II
provides the technical and theoretical background. Section III
describes state-of-the-art. Implementation details for Sensyml
are described in Section IV. Section V evaluates Sensyml and
reflects on its application of the in real-world use cases. Finally
in last two sections we discuss future work and provide final
remarks.

II. BACKGROUND

A. CPS/IoT Ecosystem Infrastructure

The project CPS/IoT Ecosystem [5] [6] explores synergies
between cyber-physical systems (CPS) and IoT as a corner-
stone infrastructure for development of smart services and
applications. The IoT is evolving from singular application
oriented systems towards heterogeneous clusters of applica-
tions sharing underlying hardware and/or software.
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a) IoT as an Infrastructure: A generalized definition of
an infrastructure states: “An infrastructure is the basic physical
and organizational structures and facilities (e.g. buildings,
roads, power supplies) needed for the operation of a society
or enterprise [7]”. Therefore, a system that supports structures
of higher level of operation or functionality is part of an
infrastructure. The project CPS/IoT Ecosystem organizes IoT
in three scopes of operation: cloud, fog, and sensor/actuator.
Each scope is represented by its functionality spectrum and its
ability to perform certain tasks.

b) Cloud: Cloud systems are built on high-performance
computation devices capable of handling large amounts of
data (alias Big Data). They are commonly located of-site in
large data centers and reachable exclusively through Internet.
Sensors/actuators are low performance devices that interact
with the physical environment.

c) Sensor/Actuator: A sensor measures a certain physical
property and this data can be used to provide novel aspects
for aware applications, to optimize a process or improve
user experience. In Section I we described how an electrical
current sensor is increasing the functional spectrum of a simple
electrical outlet.

d) Fog: The effort of communicating data between these
two layers is often underestimated. The communication and
computational devices between the sensors and the cloud we
refer as Fog. They allow mid-range performance and wide
spectrum of communication standards. Fog devices provide
the ability to handle, aggregate, and filter data relatively close
to the source and with relatively small latency.

B. Everything-as-a-Service (XaaS)

A model where assets like infrastructure, hardware, soft-
ware, intellectual property, testing or security are offered as a
service is referred to as “as-a-Service” model [8]. Everything-
as-a-Service (XaaS) is a term that comprises all the different
models that use the “aaS” concept. Infrastructure-as-a-Service
(IaaS) is a concept introduced in cloud computing where
users can lease computing resources over a specific time and
cost model [9]. In CPS/IoT Ecosystem we are translating
this model further to fog and sensor layers, building a het-
erogeneous platform where individual software and hardware
components can be used as services. To estimate the growth
factor of an application and ensure its scalability the CPS/IoT
Ecosystem platform provides Testing-as-a-Service (TaaS) that
includes simulation, evaluation and experimentation.

C. Scalability

Scalability was always a vague term because it is highly
dependent on the domain and application where it is applied.
The notion of scalable systems originated with hardware
architectures and denoted ability of the system to maintain
work efficiency for arbitrary number of processors and a
variable algorithm size [10]. A scalable system is able to ac-
commodate increasing number of objects and elements, while
maintaining a graceful functionality, and being responsive to
changes in size [11]. The scalability is commonly associated

with performance properties, however scalability observed in
other properties especially in distributed and software systems
[12]. In this section we will to explore important aspects of
scalability in respect to IoT as an infrastructure as defined in
project CPS/IoT Ecosystem [13] [6].

According to Bondi in [11] scalability can be classified
in four groups: load scalability, space scalability, space-time
scalability and structural scalability. In distributed system
scalability can be manifested in distance or speed in relation to
distance. Load scalability represents the ability of the system
to continue to function with moderate and tolerable decline
in performance under increased workload. The system should
behave in a similar way under low, moderate and high work
load. Space scalability is related to memory consumption of a
system. If the number of tasks increases memory consumption
should remain within reasonable limits. Space-time scalability
refers to the ability of a system to function seamlessly or
with reasonable decline in performance even if the number of
tasks increases by an order of magnitude. Structural scalability
states that an implementation of a system and standards and
regulation allow the system to expand, increasing the number
tasks it can perform or number of objects it can serve, without
additional changes to the implementation or standards. This
can hold either indefinitely or for a specific time frame.
Systems could be allowed to scale in one aspect but they
could be limited in other, giving the system ability to grow
only within certain period of operation.

D. Modeling and Simulation

Having formal models of CPS/IoT systems at hand opens
up powerful capabilities with respect to planning, simulation,
programming, deployment and maintenance [14]. CPS/IoT
systems cover an extremely wide range of environments that
need to be considered in order to gain meaningful insights into
their workings, including views on, e.g., embedded systems,
network topologies and information flow.

An important aspect of well-defined models is that they
can be used for the creation of executable artifacts (code
generation) [15]. Depending on the level of detail provided
in the models and depending on the context of the code gen-
eration, one can imagine different kinds of generated artifacts,
including high-level configuration information or compilable
ANSI C code [16]. In the context of CPSs, it might be
tempting to generate embedded code based on the hardware
configuration of the embedded system (e.g., changing the
port assignment of a sensor would be reflected in the code
generation by injecting the correct pin number into the code).
In the context of IoT, a change in the network topology could
lead to changes in the code of embedded systems with respect
to the internet protocol (IP) addresses or hosts an embedded
system would connect to, or the software communication
protocol or payload format could be switched from one to
another and thus the respective parts of the code could be
“bulk”-replaced.

When it is possible to generate code fragments or even
complete systems from formal models, this code generation
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can be triggered by higher-order code generation frameworks
and produce multiple variants of code with distinct variations.
Thus, it enables the creation of numerous “cyber” entities,
which leads to the ability to simulate the behavior of a CPS
system without the need to physically prepare and deploy em-
bedded systems. These simulation entities could be generated
with behavior that follows a certain function and/or they could
employ some random behavior, depending on the configuration
of the higher-order code generation framework.

The application of model-driven engineering techniques
to the field of CPS/IoT application development has been
investigated, e.g., in [17]. While this study did not explicitly
consider “simulation” as a target application, it shows that the
main focus of models in the IoT domain was on creating se-
mantic or meta models with the aim of describing deployment
issues, service composition, devices themselves, and required
middleware. We believe, that with these pieces of information,
it is feasible to generate executable code fragments that can
be used for simulation efforts.

To reasonably evaluate the scalabiliy of a CPS/IoT infras-
tructure or application it is required to be able to set the load
on processing units, communication channels, storage devices,
power supplies to reasonable limits and observe the behavior
of the system under these conditions. Leveraging models can
lead to the generation of many CPS/IoT entities in a plethora
of configurations and deployed on various computing nodes.

E. Quality of Service in IoT

Many modern IoT scenarios have stringent quality of service
(QoS) requirements that cannot be met by cloud-based solu-
tions alone. In particular in latency-sensitive IoT scenarios,
message routing to the cloud incurs round-trip times that can
be detrimental to the application. Low-latency communication
and data processing near the edge is therefore a critical
requirement for satisfying these QoS requirements [18].A
fundamental issue that confronts Fog computing systems in
IoT scenarios is proximity detection between sensors, actu-
ators, and edge resources; and a key enabler for proximity
detection is network QoS monitoring. Furthermore, to enact
service level agreements (SLAs) for IoT scenarios, a system
requires detailed and timely information about network QoS.
Research has shown that straight-forward solutions to network
QoS monitoring do not scale well with increasing number of
network nodes [19], and that established approaches in cloud-
computing, e.g., proximity detection in CDNs, have serious
limitations when applied in IoT scenarios [20]. Specifically,
high-resolution QoS monitoring, necessary for both proximity
detection in mobile scenarios, as well as SLA enactment,
can put a high strain on the network. IoT scenarios further
exacerbate this problem, due to the immense amount of
networked devices involved.

III. RELATED WORK

Simulation environments can be organized in several
groups: full stack simulators, big data processing, network
simulators [21]. From the perspective of scalability all three

groups are important in their own scope, depending what
aspect of the system we want to evaluate. In this work we
are focusing on the scalability of the infrastructure and data
processing. This considers load scalability of the fog nodes and
cloud virtual machines due to increased number of sensors.
We identified number of simulators that could be used to
evaluate load scalability e.g., iFogSim [22], DPWSim [23],
CloudSim [24], IoTSim [25], SimIoT [26]. Simulation envi-
ronments can approximate production conditions of a system
to a certain level. They depend on the accuracy of the models
and resources they are allowed to use. In order to be able to
validate results experimentation and testing environments need
to be reproducible and repeatable. To achieve this research and
commercial communities introduced concept of an IoT testbed
where users can implement their applications and perform
evaluation on existing infrastructure. Few research initiatives
created mid and large-scale IoT testbeds to bring smart city
and IoT infrastructure closer to developers without the need
to build costly individual experimental setups. Fit/IoT LAB
[27] (initially known as SensLAB) is a testbed project in
France with over 1500 wireless sensor nodes. It is a multi-
user platform for research on wireless nodes with standard
and custom node possibilities, also it provides a mobility
research platform based on mobile robots. Other testbeds
include SmartSantander [28] an European project with goal
to build large scale IoT network in four European cities.
Japanese project JOSE [29] short for “Japan-wide orchestrated
smart/sensor environment” also provides the ability to virtual-
ize infrastructure and execute multiple applications and IoT
services at the same time. The testbeds provide ability to
validate application designs on large scale networks. However,
they are still bound with a fixed number of sensors. Combining
functionality of a testbed with a simulation environment like
Sensyml provides more realistic evaluation scenarios with the
ability to scale number of sensors or fog devices.

Scaling an application from a prototype to large distributed
systems in IoT: the heterogeneous nature of IoT makes it
almost impossible to have a single simulation environment
for the whole application. Existing IoT simulation frame-
works focus on exploring design properties of the IoT system
by establishing typologies and related constraints. Sensyml
focuses on big data generation using sensors created from
mathematical models or real existing data (Internet, database).
We are able to simulate multiple heterogeneous sensors and
connect them to existing infrastructure (fog and cloud nodes)
to test its functionality or scalability.

Testbeds focus on real life examples with specific use cases
where they create an arbitrary number of nodes. In order to see
full potential of such application it is necessary to implement
large numbers of sensors. It is difficult to fully evaluate the
capabilities of fog or cloud software and hardware. Sensyml
is a simulation platforms that augments any IoT testbed by
allowing it to model any type of sensor and simulate almost
any number of these sensors. The simulation environment is
dynamic and cloud based utilizing micro-services technology
to ensure scalability of the simulation system itself. It provides
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interface virtualization such that fog and cloud applications
can use existing interfaces to connect to individual sensors
or group of sensors. Furthermore, it can be combined with
heterogeneous infrastructures and can be accessed by multiple
users at the same time. Section IV provides a description of the
Sensyml simulation environment and its practical application.

IV. SENSYML: SIMULATOR FOR IOT SENSOR SWARM

In this section we present a cloud based simulation envi-
ronment for IoT sensor nodes. It provides an extension to the
CPS/IoT Ecosystem and allows users to spawn and simulate
various sensors with geographical and physical relation.

Fig. 1. Room Temperature Simulation Model.

A. Simulation Environment

Sensmyl uses software agents to implement simulated sen-
sor functions within a larger simulation environment. Sensor
functions can be derivatives of cyber-physical models (see
Figure 1) from tools like MATLAB [30], simple models with
pseudo-random generated parameters, or model with random-
ized values extracted from historic data of a physical sensors,
or real-world data services (e.g., OpenWeatherMap [31]). The
global simulation environment function provides input to the
sensors. Sensyml provides interface virtualization that allows
users to connect to the individual sensors. The connection
from the user side to the sensors is seamless and requires
no additional software from the user side. This allows us to
abstract from the hardware platforms and still be compatible
with existing network and software interfaces. Sensyml can be
connected to the actual infrastructure e.g., CPS/IoT Ecosystem
or virtualized infrastructure implemented in cloud. Figure 2
provides typical structure of an CPS/IoT system with Sensyml.

B. Technology Overview

The Sensyml simulation environment has been developed
in Java 8 [32] as a cloud application with web based user
interface. This means, that the system can run and scale at any
modern Java EE Server [33]. Currently, the Sensyml system
is running on a Wildfly Application Server [34] version 14.
Other tools used in the development process are Maven [35]
for the build management and Mongo DB [36], an open source
NoSQL database. This development pipeline allows Sensyml
to be platform independent and can be applied both in cloud

Fig. 2. IoT Testbed Structure with Sensyml.

and edge/fog layer. In current version Sensyml interfacing
mechanisms are based on HTTP and HTTPS protocols.

C. Software Architecture

Sensyml consists of six basic software modules depicted
(see Figure 3): sensyml-model, sensyml-database, sensyml-
creator, sensyml-control, sensyml-web and sensyml-interfaces.
The sensyml-model is central component in the architecture
and all other modules are directly or indirectly dependent
on it. It contains the sensor object templates which are
used to generate specific sensors or sensor networks. The
sensyml-database module contains all the database objects
and repositories used for direct operations over the database
The sensyml-creator module is used to generate different
types of sensors as single sensors or in batches. It is directly
interfaced with the sensyml-database module, what makes it
possible to add new sensors independent of the simulation
environment. The sensyml-control module is responsible for
the initialization and maintenance of the ongoing simulation,
and also provide service layer for Web and Interface modules.
The sensyml-web module is a user interface for the simulation
environment. It allows users to interact with the simulation
or individual sensors. The sensyml-interface module provides
provides sensors interface virtualization allowing users to
connect clients to specific sensors or sensors groups.

All specific sensor services are abstracted from a generic
sensor service. Figure 4 shows a class diagram that provides
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Fig. 3. Sensyml Software Architecture.

an insight in relationship between individual sensor simulation
and global environment simulation. In Sensyml virtual sensor
nodes can be created in three ways: a) Sensylm-creator batch
application b) In-browser management application where the
sensors can be created manually as simple as placing them
on a map, c) Sensyml-interface web application, by using
REST and WS endpoints clients can connect and remotely
manage the data over HTTP/HTTPS protocol. This allows
highly flexible management of the simulation environment
and interoperability with high variety of clients. Internal state
of each sensor is recorded in the database. The simulator
configuration can be defined in advance or during runtime.
It is capable of running multiple simulation scenarios simul-
taneously. It is also possible to log sensor values over time
and observe historical changes. Such data is valuable because
it could be used for offline analysis, to improve models and
optimize simulation. The system is designed to be able to
connect with a single database or a cluster in a completely
transparent way. This feature ensures better scalability of the
system, especially for large scale simulations.

V. RESULTS AND DISCUSSION

The main objective of Sensyml is to generate sensor data
on a large scale and the ability to connect these individual

Fig. 4. Sensyml Class Diagram - Abstract Classes.

data sources to existing IoT infrastructure. The data can be
used to evaluate scalability, to perform functional tests, as
a learning data for algorithms. Further, this platform should
be scalable and provide generic interfaces towards existing
infrastructure components. Under infrastructure we consider
cloud and fog/edge devices that are either part of an ex-
isting testbed (e.g., CPS/IoT Ecosystem) or virtualized IoT
infrastructure implemented in cloud. At current stage we
tested the simulation environment using Smart City use case
with up to 50000 sensors. Further we successfully ran the
simulation with multiple types of sensors and simulation func-
tions. Obviously the performance of the simulator is effected
by the amount of computing resources available. However,
we need to ensure that the functionality of the simulation
framework remains reasonably intact under increased load.
Table I shows round trip times measured from a client machine
for sensor requests, with two different hardware setups on the
server sides and different number of sensors per request. We
notice that RTT is only slightly affected by reduced hardware
performance. Moreover, with increase of sensors by 10-fold
the RTT increases by in average only by 2-fold. Table II
provides preliminary performance measurements for the same
experiment. The request run is performed in four stages 10,
100, 1000, 1000 sensors per request, and for each group
we perform 1000 requests (see Request Run column). We
observe that the memory and disk consumption are relatively
low and remain constant with slight deviations in memory
consumption. The CPU load is 27% higher in average during
the experiment than the idle run, with the maximum load up to
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95%. This scenario was performed on a static setup to evaluate
overhead of the simulation framework. The performance is
affected by different simulation functions etc. The platform is
still in an early alpha version, and more elaborate test will be
performed as the platform reaches production grade version.
Further we present a Smart City use case and how can Sensyml
be applied to design IoT infrastructure for a smart city.

TABLE I
ROUND TRIP TIME (RTT) MEASUREMENTS FOR A SENSOR READING

REQUEST, BASED ON 1000 SAMPLES.

# Sens./Request VM: 1 CPU Core, 4 GB VM: 2 CPU Cores, 8 GB
Mean RTT (s) Std. Dev (s) Mean RTT (s) Std. Dev (s)

10 0.058 0.010 0.056 0.002
100 0.083 0.011 0.083 0.033
1000 0.396 0.053 0.384 0.032
10000 0.634 0.132 0.610 0.142

TABLE II
SENSYML RESOURCE CONSUMPTION MEASUREMENT FOR SENSOR READ

REQUEST. PERFORMED ON A VIRTUAL MACHINE WITH 2 CORES AND 8 GB
OF RAM.

Request Run Idle
Mean (%) Std. Dev Max (%) Mean (%) Std. Dev Max (%)

RAM 23.03 0.881 23.93 21.07 0,0606 21.25
CPU 58 0.168 95 40 0,12 67
DISK 36 0 36 36 0 35

a) Smart City Simulation Use Case: In this scenario
Sensyml is used to evaluate smart city applications such as
smart parking or environmental tracking on design time. These
applications require large number of geographically distributed
sensor nodes and required infrastructure is extremely difficult
to test without actual physical nodes. On the other hand
the implementation based on small scale prototypes poses a
risk of underestimating the software and hardware resource
requirements.

We assume the architecture of a smart city application to be
based on simple sensor nodes that depend on fog/edge node
gateways to deliver their data to the internet. For example, a
street will have a number of sensor nodes and a single fog
gateway to filter, aggregate and forward sensor data to the
cloud. We assume this scenario with respect to the goal of
sustainable IoT. This means sensor nodes are design to be
reliable, energy independent and economical. If we consider
only short parking zones in a city of Vienna the number
of sensors adds up to 55372 sensors. This number can be
even higher if we want to implement redundancy and higher
precision. Sensyml provides smart city sensor simulation for
two applications smart parking and environmental sensors.
Smart parking sensor is based on a model of magnetic field
sensor, and the climate sensors are based on randomized
values from an online weather service OpenWeatherMap [31].
Both scenarios are using actual public geographical informa-
tion about parking areas, zones and lanes, and locations of
meteorological stations in the city of Vienna, Austria. First
scenario concentrates on simulation of different in-advance
prepared behaviors of parking sensor grids over real time.

Fig. 5. Smart-Parking simulation overview in Sensyml web application.

Second scenario additionally provides means to interfacing
with the other already existing web service endpoints, such as
Weather API. As such, it provides means of feeding real-time
data into simulated sensors within Sensyml. Figure 5 shows
simulation framework interface with geographical and sensor
data.

VI. FUTURE WORK

Future work considers building a sensor library, such that
prototyping can be (i) faster and (ii) more accessible for a
wider user base. It also involves generalizing the framework
to involve other simulation scenarios. Further, the framework
should be extended in order to include support for a wider
range of IoT protocols. One of the main goals in the future
is to integrate Sensyml with existing IoT frameworks (e.g.,
Arrowhead [37]). This would ensure faster and more flexible
prototyping of large scale applications. Further testing is key
of the near future development as well as deployment on a
publicly reachable platform such that it can be used by students
and researchers.

VII. CONCLUSION

In this paper we have presented basic challenges in de-
signing and implementing large-scale IoT applications. We
conclude that scalability properties are especially difficult
to comprehend in large heterogeneous IoT networks. The
amount of data generated changes with each sensor, and
analysis algorithms are getting more “hungry” by the day.
The potentially massive amount of hardware and software
components that lie in between need to be able cope with
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this trend. We have proposed a simulation environment that
is able to simulate a large number of IoT sensor nodes and
create data from models and real-world sources. It is deployed
in a fully scalable environment, and able to blend with existing
heterogeneous infrastructure.
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