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Kurzfassung

Fernwärmenetze sind in Städten und Stadtgebieten auf der ganzen Welt weit verbreitet. Diese

dienen dem Transport und der Verteilung von thermischer Energie an die im Versorgungsgebiet

angeschlossenen Haushalte. Derzeit werden mehrere Projekte durchgeführt, um bestehende Net-

zwerke auszubauen, zu verbessern und zu optimieren, um die Wassertemperatur im Umlauf zu

senken und somit die Energieeffizienz zu erhöhen.

Neben Temperatur und Energie wird die Exergie als weitere wichtige thermodynamische Größe

behandelt, welche die Umwandelbarkeit des im thermodynamischen System transportierten En-

ergiestroms kennzeichnet. Sie kennzeichnet damit die “Qualität” der Energie in einem thermody-

namischen System und sollte daher in die Analyse von Fernwärmenetzen einbezogen werden.

Das Ziel dieses Projektes ist die Modellierung, Simulation, Berechnung und Analyse einer realen

Fallstudie, bestehend aus einem Nahwärmenetz in der Stadt Wien (Österreich). Dabei wird nicht

nur die aktuelle Leistung des Netzwerks, sondern auch dessen Verhalten nach Umsetzung von ver-

schiedenen Modifikationen, dargestellt in Szenarien, analysiert. Diese Szenarien betreffen mögliche

Änderungen und Verbesserungen, wie den Austausch von Heizkörpern durch Fußbodenheizungen,

die Einführung von Wärmepumpen zur Unterstützung des Netzwerks oder die direkte Verringerung

der Wassertemperatur im Fernwärmekreislauf.

Die Analyse der aktuellen Situation durch die beiden definierten thermodynamischen Systeme

(Gebäude und Fernwärmenetz) zeigt, dass bei niedrigerem Wärmebedarf der Massenstrom im Net-

zwerk reduziert wird. Die damit verbundenen Wärmeverluste und der Energieertrag sind während

der wärmeren Perioden des Jahres größer als während der kälteren.

In Bezug auf die Exergie, verhält sich jedes Subsystem auf andere Art und Weise: Für Gebäude ist

der Haupteinflussfaktor die Temperaturdifferenz zwischen dem städtischen Netz und dem internen

Netzwerk des Gebäudes. Diese führt zu einer progressiven Erhöhung der Exergie-Ausbeute, beim

Übergang von der kälteren zur wärmeren Periode. Das Netzwerk-Subsystem verhält sich genau

umgekehrt: Der Exergie-Ertrag ist hauptsächlich mit dem Wärmestrom verbunden, der wiederum

eng mit dem Massenstrom des zirkulierenden Wassers zusammenhängt und dieser ist in der kälteren

Periode höher.

Was die übrigen Szenarien anbelangt, verbessert sich die Energie-Exergie-Effizienz des Netzw-

erks bei jenen Konfigurationen, bei denen die größte Temperaturabsenkung stattfindet. Bei diesen

und anderen Verbesserungen können aber mehrere sich gegenseitig und auch gegensätzlich beein-

flussende Phänomene auftreten. Zum Beispiel bewirkt das Ersetzen von Heizkörpern durch eine

Fußbodenheizung oder der Einsatz einer Wärmepumpe im Fernwärmenetz einen erhöhten Ver-

brauch an elektrischer Energie, welcher den exergetischen Vorteil des Niedertemperaturheizsys-

tems relativiert.
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Abstract

District heating networks (DHN) are widely used systems in cities and urban areas around the

world, designed for the transport and distribution of thermal energy to all households. Currently,

multiple projects are carried out, in order to extend, improve and optimize existing networks, with

the aim of reducing circulating water temperature and therefore, increasing energy efficiency.

In addition to temperature and energy, exergy is revealed as another important thermodynamic

magnitude that determines the amount of energy that can be truly used in a thermodynamic system.

It measures the quality of the energy compromised, and therefore, it should be introduced in the

analysis of district heating networks.

The objective of this project is the modelling, simulation and calculation of a real case study con-

sisting of a local district heating network located in the city of Vienna (Austria), analysing not only

the current performance of the network but also its behaviour after new hypotheses raised. These

hypotheses are based on possible changes and improvements, such as the replacement of radiators

by radiant floors, the introduction of heat pumps supporting the network or the direct reduction of

DH water temperature.

The analysis of the current situation through the two defined thermodynamic systems, buildings

and network reveal that the lower the heat demand, the lower the flow rate that circulates through

the network. The related heat losses, and therefore, the energy yield, are greater during the warmer

periods of the year than during the colder ones.

Regarding the exergy performance, each subsystem evolves in a different way: for buildings, the

main factor is the temperature difference between the urban network and the internal network of

the buildings, leading to a progressive increase of the exergy yield as we move from cold to warm

periods. The network subsystem behaves exactly in the opposite way: the exergy yield is mainly

associated with the heat flow, which in turn is closely linked to the mass flow of circulating water,

higher during the cold periods.

Concerning the rest of the hypotheses raised, the energy-exergy efficiency of the network im-

proves in those configurations where the reduction of temperature is greatest. These and other

improvements involve several counterparts, like replacing radiators by radiant floors or installing

heat pumps connected to the district heating network, leading to an increase of power consumption.

4



Acknowledgements

"La grandeza de los hombres no consiste en alcanzar la victoria,

sino en saber levantarse ante la derrota"

Chinese proverb.

This doctoral thesis summarises all the work and results obtained inside my contribution for the

project CI-NERGY within the Marie Curie Initial Training Network in the FP7 of the European

Commission , and developed in the Technical University of Vienna, Institute for Energy Systems

and Thermodynamics. Special thanks are directed to Prof. Dr. Karl Ponweiser, Prof. Dr. Markus

Haider and Dr. Johannes Nagler from TU WIEN for their generous provision of knowledge, help

and support. Prof. Ponweiser trusted on me from the beginning to the end, and this work would not

be possible without him. Vielen Dank Professor.

I want also to thank my friends and colleagues, and all the people who were close and always

trusted on me for this project. Specially to Giovanni Tardioli and Georgios Kazas, who always

gave me good advice and stood by me through for both good and bad moments.

And of course, I would like to thank my family, especially my mother, for always supporting me

and being by my side in all my projects, especially in this one in which I had multiple difficulties

and challenges. Gracias Mamá.

5



6

In the loving memory of Georgios Kazas, engineer, researcher, colleague and friend.

May his soul rest in peace. We will never forget you.



Contents

Kurzfassung 3

Abstract 4

Acknowledgements 5

Nomenclature 10

1 Introduction 18
1.1 About the CI-NERGY Project . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.3 Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2 State of the art 21
2.1 Urban Energy Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.1.1 Centralized and Decentralized Energy Systems . . . . . . . . . . . . . . . 22

2.1.2 Main Urban Energy Systems . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2 Evolution of the District Heating Networks . . . . . . . . . . . . . . . . . . . . . 46

2.2.1 Combining DH Networks and Heat Pumps. LTDH Networks . . . . . . . . 51

2.3 Modeling of District Heating Networks and Exergy analysis . . . . . . . . . . . . 72

2.3.1 About the models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

2.3.2 Modelling a hydraulic network . . . . . . . . . . . . . . . . . . . . . . . . 75

2.3.3 Other related projects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

2.3.4 Main Software Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

2.3.5 Exergy analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3 Case Study 90
3.1 The Viennese District Heating Network . . . . . . . . . . . . . . . . . . . . . . . 90

3.2 The case study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

3.2.1 General description (System substation-pipeline-buildings): . . . . . . . . 97

3.2.2 Internal configuration of the buildings . . . . . . . . . . . . . . . . . . . . 99

3.2.3 Internal configuration and operation of the substation . . . . . . . . . . . . 101

3.3 Studied Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

3.3.1 Scenario 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

3.3.2 Scenario 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

3.3.3 Scenario 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

3.3.4 Scenario 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

3.3.5 Scenario 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

3.3.6 Scenario 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

7



CONTENTS 8

3.3.7 Scenario 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

3.3.8 Scenario 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

4 Background 112
4.1 Defining Thermodynamic Systems and Variables . . . . . . . . . . . . . . . . . . 112

4.2 Main Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

4.2.1 Global Mass Balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

4.2.2 Global Hydraulic Balance . . . . . . . . . . . . . . . . . . . . . . . . . . 116

4.2.3 Global Energy Balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

4.2.4 Exergy Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

4.2.5 Global Exergy Balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

4.3 Defining District Heating Network’s Models . . . . . . . . . . . . . . . . . . . . . 127

4.3.1 Data treatment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

4.3.2 Auxiliar models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

4.3.3 Buildings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

4.3.4 Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

4.3.5 Substation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

5 Methodology 174
5.1 About the Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

5.2 Workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

6 Results and Discussion 181
6.1 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

6.1.1 Modifying the temperature regulation line . . . . . . . . . . . . . . . . . . 182

6.1.2 Calibrating multiplication factors for heat demand calculation . . . . . . . 182

6.2 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

6.3 Results for the Current Situation . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

6.3.1 Operation Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

6.3.2 Energy Balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

6.3.3 Exergy Balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

6.4 Buildings insulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

6.5 Comparative Results for all Scenarios . . . . . . . . . . . . . . . . . . . . . . . . 195

6.5.1 Scenario 2 vs scenario 1 (see section 3.3.2) . . . . . . . . . . . . . . . . . 195

6.5.2 Scenario 3 vs scenario 1 (see section 3.3.3) . . . . . . . . . . . . . . . . . 204

6.5.3 Scenario 4 vs scenario 1 (see section 3.3.4) . . . . . . . . . . . . . . . . . 213

6.5.4 Scenario 5 vs scenario 1 (see section 3.3.5) . . . . . . . . . . . . . . . . . 215

6.5.5 Scenario 6 vs scenario 1 (see section 3.3.6) . . . . . . . . . . . . . . . . . 223

6.5.6 Scenario 7 vs scenario 1 (see section 3.3.7) . . . . . . . . . . . . . . . . . 225

6.5.7 Scenario 8 vs scenario 1 (see section 3.3.8) . . . . . . . . . . . . . . . . . 234

6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

7 Conclusions 241

A Tables of buildings and pipes 242

B Calculation of pressure drop 246

List of Tables 248



CONTENTS 9

List of Figures 249

Bibliography 258

CV Mario Potente Prieto 269



Nomenclature

Abbreviations

Abbreviation Text
4GDHN 4th Generation District Heating Networks

Ad. Adimensional

ASAHP Air Source Absorption Heat Pump

B Boiler

C Cooling mode

CCHPP Combyned Cycle Heat and Power Plant

CE Cogeneration Engine

CHP Combined Heat and Power

CHPP Combined Heat and Power Plant

COP Coefficient of Performance

CV Control Valve

DH District Heating

DHC District Heating and Cooling

DHN District Heating Network

DHW/DHWC Domestic Hot Water for Consumption

DWC Domestic Water for Consumption

EDF Europäisches Institut für Energieforschung

EeB Energy Efficient Buildings

EES Engineering Equation Solver

EU European Union

EW Extreme Winter

GHG Greenhouse Gas Emissions

GTPP Gas-Turbine Power Plant

GUFO Gebietsumformerstation (General DH Substation)

H Heating

HE Heat Exchanger

HP Heat Pump

HSC High Stage Compressor

LSC Low Stage Compressor

HW Hot Water

IES Institute of Energy Systems

IN Intercooler

ITN Initial Training Network
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Abbreviation Text
IWH Industrial Waste Heat

LTDHCN Low Temperature District Heating and Cooling Networks

LTDHN Low Temperature District Heating Networks

M Mid-season

MILP Mixed Integer Linear Programming

MWIP Municipal Waste Incineration Plant

NRV Non-Return Valve

NW Normal Winter

PLDH Peak Load District Heating Plant

RD Return-Demand

RF Return-Forward

S Summer

SBPP Steam-Based Power Plant

SD Source-Demand

SF Source-Forward

SHE Solution Heat Exchanger

SR Source-Return

TI Temperature indicator

TC Temperature controller

WWTP Waste Water Treatment Plant

Latin Symbols

Symbol Unit Definition
A j m2 Sectional area of the branch j

Aext j m2 External area of the branch j
ALMHT m2 Logarithmic mean heat transmission area

ḂAN kW Anergy flow extracted from the anergy network

e m Pipe’s wall thickness

Cf J/(kg ·K) Specific calorific capacity of the fluid

Cs1 J/(kg ·K) Specific calorific capacity of the soil, material 1

Cs2 J/(kg ·K) Specific calorific capacity of the soil, material 2

Csn J/(kg ·K) Specific calorific capacity of the soil, material n

Cp J/(kg ·K) Specific calorific capacity at constant pressure

db m Cylinder diameter

Dext j m External diameter for the branch j
d j m Pipe diameter

DN j m Nominal pipe diameter for the branch j
DN AC j m Nominal diameter of the pipe accessory, branch j

exin J/kg Specific exergy value relative to P and T for the input stream

exout J/kg Specific exergy value relative to P and T for the output stream

Ex J Exergy of the system

Ex1 J Exergy of the system, initial state

Ex2 J Exergy of the system, final state



CONTENTS 12

Symbol Unit Definition
ExD J Destroyed exergy term

Ėx kW Exergy flow

ĖxCS kW Exergy flow supplied to the customer

ĖxDH1 kW Exergy flow supplied from the primary network

ĖxDH2 kW Exergy flow supplied from the secondary network

ĖxDHS kW Exergy flow supplied from the network to the building

ĖxQ kW

Maximum usable theoretical work that could

be obtained from the stated heat when it

is exchanged with the environment

ĖxW kW Maximum usable theoretical work associated to Ẇ
f Ad. Multiplication factor for EW, NW, M and S

fD Ad. Darcy friction factor

g m/s2 Gravitational acceleration value

Gr Ad. Grashof number

h kJ/kg Specific enthalpy

H m Height

hCN W/(m2 K) Heat transmission coefficient by natural convection

HS m2 Heated Surface

HPDH2 m Impulse charge for the secondary network

I A Electric current

Ii j Incidence Matrix

ii j Ad. Factor ij located inside the incidence matrix

k W/(m K) Thermal conductivity

k (factor) Ad. Load factor of the DH system

k j kg/m7 Characteristic parameters factor of the pipe (branch j)
L m Length

L j m Pipe Length associated to the branch j
LEQ AC j m Equivalent pipe length for accesory of the branch j

m Ad. Represents the total number of nodes in the network

m (radiators) Ad. Radiator’s experimental coefficient/correction factor

m (heated floors) Ad. correction factor for heated floors

mcv kg Mass inside the control volume

ṁ kg/s Mass flow

ṁcv kg/s Mass flow crossing the control volume

ṁAN kg/s Mass flow of the anergy network

ṁCS kg/s Mass flow of hot water, customer side

ṁDH kg/s Mass flow of hot water circulating through a DHN

ṁDH1 kg/s Mass flow circulating through the primary network

ṁDH2 kg/s Mass flow circulating through the secondary network

ṁDHS kg/s Mass flow of hot water, district heating network side

ṁr f kg/s Mass flow of hot water circulating through the radiators

ṁr kg/s Return mass flow of the DH water

ṁW
ṁW N

Ad.
Relationship between the circulating mass flow

for design and normal conditions

n Ad. Represents the total number of branches in the network

n (radiators) Ad. Radiator’s coefficient
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Symbol Unit Definition
Ne kW Installed power capacity

Nu Ad. Nusselt number

P Pa Pressure

P (Power) kW Power

PBOILER Pa Boiler’s pressure

PCONDENSER Pa Condenser’s pressure

PDISCHARGE Pa Discharge pressure after the hydraulic pump

Pinitial Pa Initial system pressure

Pf inal Pa Final system pressure

PN Pa Nominal pressure

Pr Pa Return pressure of the DH water

Prad kW Radiator power

PSP Pa Set point pressure (minimum pressure of the system)

Pr Ad. Prandtl number

Q J Heat

Q̇ W Heat flow

Q̇C kW Heat flow extracted from the heat source

Q̇CS kW Heat flow supplied to the customer side

Q̇CHP kW Heat flow generated by the combined cycle

Q̇CHP/HE kW Heat flow obtained from a combined cycle or HE

Q̇COND,HP kW Heat flow supplied by the heat pump

Q̇DH1 kW Heat flow supplied by the primary network

q̇DH2 m3/s Volumetric flow of DH water, secondary network

Q̇DH2 kW Heat flow supplied by the secondary network

Q̇DHS kW Heat flow supplied from the district heating side

Q̇e kW Heat flow in x = e

Q̇H kW Heat flow supplied to the heat sink

q̇rad m3/s volumetric flow of the water circulating through the radiators

Q̇th kW Installed thermal capacity

Q̇w kW Heat flow in x = w

Q̇x W heat conduction term in the x direction

Rbc - Resistance to the heat flow (boundary condition value)

Rbs - Resistance of the heat transmission of the external DH pipe wall

R f g -
Resistance of the heat transmission

of the feed/return internal tube wall

Rgb -
Resistance of the heat transmission

of the internal insulation material of the DH pipe

rHG Ad. Fraction of energy transformed into heat

rN j m Nominal radius for the branch j
rPG Ad. Fraction of energy transformed into power

Rs1,s2 -
Resistance of the heat transmission

of the external insulation material of the DH pipe, s1-s2

Rsi,1i -
Resistance of the heat transmission

of the external insulation material of the DH pipe, si-1i

Rsn,1n -
Resistance of the heat transmission

of the external insulation material of the DH pipe, sn-1n
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Symbol Unit Definition
Ra Ad. Rayleigh number

Re Ad. Reynolds number

s J/(kg ·K) Specific entropy of the mass in the system

S - Represents the energy incomes or losses for a pipe

SC kW/m2 Cooling demand ratio

SHT/HT S m2 Heat transfer surface

t s Time/time instant

T K Temperature

T0 K Reference temperature

T1,i K Fluid temperature inside the feed tube

T2,i K Fluid temperature inside the return tube

TA K Ambient temperature inside the room

Tamb K Ambient temperature for a buried pipe

TAN K Temperature of the anergy network

TAN post HP K Temperature of the anergy network after crossing the HP

TAN pre HP K Temperature of the anergy network before the HP

Tb K Temperature of the cylinder

Tb,i K Temperature of the internal wall of the DH pipe

Tc/Tcom K Comfort temperature inside the room

TC K Temperature of the heat source

TCOND K Condenser’s temperature

TCS K Temperature of the customer side

TDH1
◦C Temperature of the primary network

TDH2
◦C Temperature of the secondary network

TDHS
◦C Temperature from the district heating side

TDHS post HP
◦C Temperature after the heat pump, district heating side

TDH, f eed K Feed temperature of the DHN

TDHW K Domestic Hot Water temperature

TDWC K Domestic Water for Consumption temperature

Te K Temperature in x = e

Text
◦C External temperature

TEV K Evaporator’s temperature

TF K T at the external boundary of the thermodynamic system.

Tg1,i K T of the external wall of the feed tube

Tg2,i K T of the external wall of the return tube

TH K T of the heat sink

TDH,return K Return temperature of the DHN

Tr
◦C Return temperature of the DH water

Tr AN
◦C Return temperature, anergy flow

TrCS
◦C Return temperature, customer side

Tr DH1
◦C Return temperature, primary network

Tr DH2
◦C Return temperature, secondary network

Tr DHS
◦C Return temperature, district heating side

Trad, f eed K Inlet T of the water circulating through the radiators

Trad,return K Return T of the water circulating through the radiators
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Symbol Unit Definition
T̄r f K Average T of the radiant floors

Tr f , f eed K Inlet T of the water circulating through the radiant floors

Tr f ,return K Inlet T of the water circulating through the radiant floors

Ts K Supposed T of the external pipe surface

Ts1,2,...n,i K T of the insulation layer 1,2,n

Tw K T in x = w

U (heat transfer) W/(m2 K) Global Heat transmission coefficient

U (thermodynamics) J/kg Specific internal energy of the mass in the system

u m/s Fluid velocity

V m3/kg Specific volume

V̇f luid, j m3/kg Volumetric flow of the fluid circulating through the branch j
Ẇ kW Electric work flow

ẆCHP kW Electric work flow generated by the combined cycle

ẆDH2 kW Power consumed by the hydraulic pump

ẆHP kW Electric work flow consumed by the heat pump

Wirr J Irreversible work transported into the system

Wrev J Reversible work transported into the system

Zin m Height of the first pipe endpoint (+ or -)

Zout m Height of the second pipe endpoint (+ or -)

Greek Symbols

Symbol Unit Definition
α - relation between the pressure losses and the length

α (factor) - factor gathering together several terms, equations (2.58)

β K−1 Thermal expansion coefficient

β (factor) - factor gathering together several terms, equations (2.58)

γ Ad. Coefficient associated to the irreversibilities of the heat pump

Δ - Increment

η Ad. Efficiency

λ f - Heat transfer term

μ kg/(m s) Viscosity

π Ad. Physical constant Pi

ρ kg/m3 fluid density circulating through the the branch j
σ - Internal entropy generation term

φ Ad. Darcy-Weisbach friction factor
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Subscripts

Symbol Definition
0 Reference P and T conditions

1 Initial state of the thermodynamic system

2 Final state of the thermodynamic system

AC Accesory

AIR Air

AN Anergy Network

calc. Calculated

CHP Combined Heat and Power

CM Cooling Machine

CN Natural Convection

com Comfort

COND Condenser

cs Cold side of the heat exchanger

CS Customer Side

cv Control volume

DHS District Heating Side

EN Energy

env Environment

EQ Equivalent

EX Exergy

ext External

EV Evaporator

EW Extreme Winter

f Fluid

FL Feed Line

FW Fresh Water

g Represents the insulation material

H2O Liquid water

H Heating branch

HD Heat Demand

HE Heat Exchanger

HE −LB Last building Heat Exchanger

HE −S Substation Heat Exchanger

h f Heated floors

HP Heat Pump

hs Hot side of the heat exchanger

HT Heat Transfer

HW Hot Water branch

i Identifier for nodes/buildings

in Input to the system

INS Insulation

irr Irreversible

j Represents a branch inside Ii j
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Symbol Definition
M Mid-season

n Manufacturer’s testing conditions of radiators

N Design conditions / Nominal

NW Normal Winter

NWD Non Working Day

out Output from the system

PVC Polyvinyl chloride

r Return

R Recirculation

rad Radiators

rev Reversible

r f Radiant floors

RL Regulation Line / Return Line

S Summer

SP Set Point

SUB/S Substation

t Actual value

WD Working Day

x X axis direction

y Y axis direction



Chapter 1

Introduction

1.1 About the CI-NERGY Project

The CI-NERGY Marie Curie Initial Training Network (ITN) aims to train young scientists to de-

velop urban decision making and operational optimisation software tools to minimise non renew-

able energy use in cities. The ITN will be a highly multidisciplinary coordinated PhD programme

focused on urban energy modelling aimed at addressing one of the most challenging and critical

urban sustainability problems. The training will be structured to provide a balanced combination

of theory and practical application.

Figure 1.1: Ci-NERGY logo and European programs involved.

The training was carried out by a close collaboration of six of the best academic research centres

and four leading industrial companies from the energy and software technology sector (Siemens,

TU Wien, Wien Energie, EDF/EIFER, and IES). The research fellows apply their results in two

case study cities (Geneva and Vienna), which were chosen for their very ambitious sustainability

goals. The CI-NERGY network is a highly multi-disciplinary coordinated PhD programme on

urban energy sustainability, covering the key challenges in cities related to a low carbon future.

It is expected that European cities will be able to reduce their emissions by up to 40 % by 2020

through the development and implementation of urban energy system tools [1].

There is a gap in high level integrated training in the urban energy research field, which is due to

the wide range of fragmented disciplines from building physics and energy supply technologies

with electrical and thermal engineering up to software engineering and information technology.

The CI-NERGY network provided training and knowledge by excellent academic and industry

partners from all areas of smart cities, closing this gap. The impact of the network training activities

will be highly noticeable for energy supply utilities, IT companies, policy makers, urban planners,

researchers on sustainable urban energy systems and finally the inhabitants of cities themselves.

This doctoral thesis constitutes the research carried out by Mario Potente Prieto, member of the

18
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CI-NERGY project as early stage researcher number 6 (ESR 6) and hired as project assistant in the

Department of Energy and Thermodynamics in the Technical University of Vienna (TU WIEN).

1.2 Motivation

The main objective of the CI-NERGY project is the development of a general methodology for

urban energy planning, in order to maximize energy efficiency and minimize the use of fossil

fuels. The introduction of renewable energies in the different strategies is one of the cornerstones

for achieving this goals, involving the modernization and adaptation of buildings and distribution

networks.

This energy planning encompasses all the elements related to the energy supply chain for an ur-

ban area, from the energy production, through transport and distribution systems, until the final

consumer.

Likewise, the aforementioned general methodology covers four fundamental tasks, namely: Deci-

sion Support and Integrated Energy Planning, Urban Energy and Network Modelling, 3D Geospa-

tial Data Server Optimization Methods and Model Integration. This approach combines various

strategies used to address the energy management challenge.

Figure 1.2: Work areas and Researchers of the CI-NERGY project

As shown in Figure 1.2 the part of the CI-NERGY project that concerns this doctoral thesis corre-

sponds to the area of Urban Energy and Network Modelling applied to urban energy systems, more

specifically to District Heating and Cooling (DHC) networks.

Consequently, the present work brings together two main motivations. Firstly, elaborating a mod-

elling and simulation methodology of district heating and cooling networks applicable to the case
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studies of Vienna and Geneva. It can be integrated with the other models of the other areas of

the CI-NERGY project. For example, the model for the district heating network must be able to

perform the calculations based on the energy demand values calculated from other models within

the CI-NERGY framework.

Secondly, this methodology is used to simulate different scenarios within the same case study,

based on the gradual improvement of the current Viennese district heating network (DHN), in

order to study its possible evolution towards the fourth generation of district heating networks

[2]. These scenarios contemplate the modification of the network at different levels, including the

replacement of heating systems in buildings, the introduction of centralized and decentralized heat

pumps to support the DHN, and the direct temperature reduction of the water circulating through

the network.

1.3 Goals

For the project covered by this PhD thesis; and based on the previous explanation, the following

goals are defined:

1. Obtaining and classifying the relative information for the specific case study.

2. Elaborating all physical and numeric models for all the elements that operate in a DHN.

3. Including the exergetic method in the DH models. The exergy will be used to analyse the

efficiency of the system.

4. Building, validating and operating a simulation from the generated models, in order to determine

the behaviour of the system, calculating all operating variables as well as pressure, mass, energy

and exergy balances.

5. Building other simulations following the same case study, representing new scenarios in which

the network has been improved.

6. Analysis of all results and preparation of a conclusive report.
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State of the art

2.1 Urban Energy Systems

Urban energy systems are defined as all those facilities and devices which objective is the energy

supply to the consumers, either in the form of heat or electricity. In short, Urban energy systems

thus serve the following purposes:

• Satisfying electricity demand

• Covering heat and cooling demands

• Providing domestic hot water.

In turn, an urban energy system consists of two fundamental stages: generation and distribution.

Depending on which energy source is used, the generation process will be conducted in one or

another way. Non-renewable energies and biomass are fuels available to be stored and further used

depending on the demand. In this case, those fuels have to be processed for its further transforma-

tion and their chemical energy has to be transformed into heat and subsequently into power.

On the other hand, the volatility of renewable energy sources (except biomass) requires the instal-

lation of efficient capture systems in combination with energy storage devices, in order to couple

the fluctuations between availability and demand.

Both forms of energy, thermal and electrical, are susceptible to be transported, distributed and

stored. For electric power, the appropriate way of transport is the electric flow circulating through

the cables, and the driving force that generates this intensity is the potential difference or voltage.

In the case of thermal or heating energy, the most efficient form of heat transport is the DHN [3],

in which a heat transfer fluid circulates through the pipeline installed under the pavement of the

streets. Therefore, the fluid movement is possible by hydraulic pressure difference.

Of course, distribution systems do not work ideally. In power grids, electrical energy gets lost

by conversion into heat caused by the Joule effect due to the resistance of the cables [4]. In DH

networks there are two different kinds of losses: pumping power (Loss of mecanical Power or pure

exergy) and heat losses due to the temperature difference between the heat transfer fluid and the

environment [5].

21
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2.1.1 Centralized and Decentralized Energy Systems

As mentioned above, using non-renewable energies gives rise to a kind of energy strategy in which

the fuel (natural gas, fuel, coal ... etc.) is exploited in a certain reservoir and transported to thermal

power plants. Thus, it will be a rigid energy strategy in which the reservoir from which the fuel

comes is far away from the urban areas where the consumers live. It is even possible that a specific

country or region does not have those resources and needs to import them from other countries,

leading to a high dependence and increasing the importance of an effective energy policy which

includes the transformation of the energy system and the search for new energy markets. This is

the case of the European Union and the Energy Roadmap 2050 [1].

Figure 2.1: Various configurations for centralized energy systems

In a centralized system, fuels are received at specific points and transformed into various forms of

distributable energy to the end users, who will find their energy needs covered by a single option.

Combined Heat and Power plant (CHP) plants produce power and heat distributed along power

grids and pipe networks covering one or several urban areas, reaching all the end users (see Figure

2.1). The ratio of heat to power generation depends on the efficiency and flexibility of the power

cycles, as it will be explained later. Generally, there is a certain proximity between generation point

and consumers, with all the elements located generally in the same country or region. This is the

most common option and followed by most of the current power and thermal grid systems.

A typical example of figure 2.1 (variant A) is the Spanish city of Ceuta, which has a Diesel power

plant as the only electricity source [6],[7]. This plant is the one and only energy source that feeds

the whole city.

Regarding mode 2, the thermal power plant of Velilla, located in the town of Velilla del Río Carrión

(Palencia, Spain), is a good example since it supplies electricity to several urban areas spread along

the provinces of Palencia, Burgos, León, Cantabria, and Asturias. In principle, this plant exploited

the coal obtained from the surrounding coal mines, although later it had to import it from foreign

countries [8].

Concerning DH networks, Russia is an example of a country in which the energy strategy is strongly

centralized [9].
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Figure 2.2: Various configurations for partial decentralized energy systems

From here, and due to the increase of the diversity of available urban energy systems, configurations

can be varied according to the needs and the availability of resources around cities environment.

Regarding partially decentralized systems, the main energy generating center - in this case the

CHP plant - is still present and supplies a type of energy, in this case electricity, to all consumers

(Figure 2.2). However, due to the long distances between the CHP plant and populations 2 and

3, it is easier to extend the electrical network to those areas, which will be able to “create” their

own thermal networks at local level and feed them with the natural energy sources available in

the environment, since large distances make not worth thermal network extension. Both the solar

thermal panels and heat pumps are ready to obtain thermal energy from the environment, either

by concentrating solar rays (thermal solar panels) or from ambient air, surface water, underground

water or even the subsoil itself (ground heat pumps).

This configuration allows many different possibilities, giving rise to a great variety of projects

and examples, like Fichera’s work [10], which consists of a cost-based mathematical study for a

centralized energy supply in a network of distributed energy systems. Likewise, M. Rämä [11]

studies the effect of introducing a new heat pump and sollar collector capacity in an existing DH

system. Other examples can be found along this section and section 2.2).

Figure 2.3: Several configurations for decentralized energy systems
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Another possibility within the decentralized strategy is using a unique grid covering the whole

urban area, and fed from several power and heat generators which are close enough (Figure 2.3,

Variant a). The Viennese Network follows this configuration, as it will be explained in chapter

3.1. Moreover, there are interesting studies like Vesterlund’s [12], in which a real case study of a

multi-source complex DHN is optimized, or Ostergaard’s [13], whose paper describes a renewable

energy scenario for Aalborg municipality based on low-temperature geothermal heat, wind power

and biomass

The second main variant deals with several zones within the same urban area, covered from differ-

ent energy sources and grids (Figure 2.3 Variante b). This is the typical case for large cities served

by different energy generation and distribution companies, giving rise to a much more complex

energy strategy in which there are more partners at stake. The clear example is the city of New

York [14].

Figure 2.4: Various configurations for total decentralized energy systems

Finally, the last case regards to low population density areas, like small towns and villages, in which

consumers are not only far away from the city center but also widely dispersed throughout a large

part of the territory. Here, each consumer procures individually his own energy, either from fossil

or renewable fuels (Figure 2.4 RURAL AREA and FARM).

There are multiple examples for this type of configuration, both for rural thermal grids, fed by

renewable energy sources [15], [16], [17] and other surrounding resources of the environment [18]

and for electricity grids powered by renewable energies in rural isolated areas or desert areas [19],

[20], and there are even other types of projects in which renewable energies are used for other

purposes, such as water desalination [21].

2.1.2 Main Urban Energy Systems

In general, the possibilities for feeding thermal energy into the distribution networks are hereby

mentioned:

• Heating plants, fired with coal, oil, or natural gas, biomass (wood), waste

• Production of electrical and thermal energy by cogeneration (A higher quality of the primary

energy is required, e.g. oil or natural gas. Lower quality of primary energy need higher effort

on waste gas cleaning (e.g. waste, biomass) and is therefore not so attractive.)
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• Waste heat from industry

• Solar thermal fields (not so common yet, but coming up)

• Heat from environment with increased quality by use of heat pumps

• Power two heat (just useful if the electrical energy cannot be used in a better way (shaving of

peaks in production, e.g. PV surplus)

Among all the existing mentioned urban energy systems, this thesis focuses on the following ones:

• Cogeneration, as the origin of the thermal energy supplied to networks

• Heat pumps to support these networks

• Domestic heat technologies, such as radiators and heated floors.

2.1.2.1 Cogeneration and its adaptation to DH Networks

Cogeneration (also known as combined heat and power, CHP) is defined as the simultaneous gen-

eration of mechanical energy (power) and useful thermal energy from a single energy stream such

as oil, coal, natural or liquified gas (non-renewables), or biomass and solar energies (renewables)

[22].

Cogeneration begins to extend from the 1880s, when the need for power generation is higher due

to the electrification of industries and cities. More and more steam-moved industrial machinery

is replaced by electrical devices (power engined systems). During the 20th century, coal fired

boilers and steam turbine generators produced most of the power needs, using the latent heat from

exhausted steam for several industrial applications [23].

Cogeneration’s development becomes more prominent especially since the first oil crisis in 1973.

During this period, prices rised dramatically, triggering the technological development in a different

direction. The improvements in technology made the cogeneration an interesting and economically

attractive alternative, allowing the heat plants to sell the whole heat of the Rankine cycle, instead

of wasting it, and reducing costs because of the lower consumption of primary energy.

In addition, due to stricter environmental laws, the emission of pollutants has been reduced as well.

Since then until today, the use of cogeneration in Europe is actively promoted through the Energy

Efficiency Directive of the European Union [24].

This directive establishes a set of binding measures to help the EU to reach the 20 % energy effi-

ciency target by 2020. Under the directive, all EU countries are required to use energy in a more

efficient way at all stages of the energy chain from production to final consumption. One of those

specific measures and policies mentions explicitly “monitoring efficiency levels in new energy gen-

eration capacities”, which is clearly related with cogeneration installations in thermal power plants

[25].

Likewise, that regulation requires each EU country to carry out a comprehensive assessment of na-

tional cogeneration potential and DHC by december 2015 [26], with Austria as one of the countries

plenty involved in this energy strategy [27].
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Cogeneration is also described as an evolution respect to classic thermal power plants which are

totally dedicated to power generation. Basically, in a regular power plant, a small amount of heat

is lost with the flue gas in the chimney, but a larger amount heat is lost in the condenser after the

turbine. With cogeneration the heat exchanged in the condenser is not lost anymore because it

will be sent to buildings or other facilities as useful heat. Moreover, cogeneration plants are able

to achieve energy efficiency levels closer to 90 %, lowering greenhouse emissions by up to 250

million tons by 2020. Small cogeneration systems are a good option as well, specially for isolated

or remote areas which are not capable to build a grid infrastructure for theirselves [26].

In conventional power generation, part of consumed heat is released to the environment, obeying

the Second Principle of Thermodynamics [28]. Thermodynamic cycles are optimized to maximize

power generation, releasing heat at the lowest possible temperature, limited by the environment.

This heat is released due to the cooling needs of the circulating fluid (usually liquid water trans-

formed into steam and then liquefied again) within the cycle.

However, in cogeneration plants, electric current production is lower, since the heat is supplied to

consumers at higher temperature, and not wasted by releasing it to the outside at environmental

temperature.

Figure 2.5: Comparison between conventional generation and cogeneration systems [29], where

ηHG = heat generation efficiency for boilers (heat production only), ηPG = power generation effi-

ciency for power plants (power generation only) rHG = fraction of energy transformed into heat,

rPG = fraction of energy transformed into power

As it is explained in Figure 2.5, combining heat and electricity generation together instead of both

systems separately generates lower energy losses (14 units vs 42). Therefore, in a combined cycle

the heat is managed in a better way, consuming the fuel more efficiently and reducing the environ-

mental damage related to the heat released to the environment.

Furthermore, it is also important to note that cogeneration implies not only greater energy use but

also exergy, since the internal energy of the fuel is used to generate a greater electricity flow (pure

exergy), while in the conventional option, the boiler is simply burning a resource and producing

heat without any power generation.
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In the longer therm, the increase of energy efficiency with cogeneration implies lower costs and

lower greenhouse emissions [30], as well as other pollutants like NOx or SOx. This entails another

associated advantage, allowing to use other cleaner fuels such as natural gas or biomass. Another

great advantage of this type of plants is the easier assembly in the places where it is needed, leading

to lower energy losses and lower expenses associated with transport and distribution. In addition,

cogeneration can be used not only to supply energy to urban areas, but also as a heat or electricity

source in the industry itself (chemical plants, sewage treatment plants [31], paper industries ... etc).

The main disadvantages derive from the high investment and maintenance that this type of facilities

need, as well as other problems linked to localized pollution where those facilities are installed,

specially if they are close to rural or natural areas, crops ... etc.

There are 4 fundamental types of cogeneration plants (CHPP): Steam-based Power Plants (SBPP),

Gas-Turbine Power Plants (GTPP), Combined Cycle Heat and Power Plants (CCHPP) and Cogen-

eration Engines (CE).

2.1.2.1.1 Steam Power Plants

Steam power plants are primarily designed to produce power from fuel’s chemical energy. Due to

the Second Principle of Thermodynamics this conversion is limited, generating heat which has to

be transferred to the environment.

The basic thermodynamic cycle of a steam power plant is the Rankine cycle, in which the thermal

fluid is water circulating through the circuit, changing its phase as it passes through the different

stages. High pressure steam is generated from water, using fossil resources, like natural gas, fuel

oil, or even gasified coal as fuels. Renewable fuels like biomass are also possible here.

Figure 2.6: Steam power plant with classic Rankine cycle
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The superheated steam generated at high pressure in the boiler (Figure 2.6, point 1) is adiabatically

expanded in the turbine by changing its pressure from boiler’s pressure (PBOILER) to condenser’s

pressure (PCONDENSER), generating power. The result of this process is a saturated steam after the

turbine (Figure 2.6, point 2) with all its latent heat available to be transferred at the condenser, ob-

taining saturated liquid water (Figure 2.6, point 3). Then the liquid water is pumped by a hydraulic

pump, implying power consumption. The fluid pressure is increased to PBOILER value (Figure 2.6,

point 4). Firstly, the turbine generates mechanical energy. Secondly, there is a generator installed

after the turbine that generates power (Figure 2.6, step 1-2). Finally, the heat is transferred from

the outlet stream from the turbine to the condenser. (Figure 2.6, step 2-3).

Under ideal conditions, both the steam expansion process in the turbine (Figure 2.6, stage 1-2) and

the impulsion in the hydraulic pump (Figure 2.6, stage 3-4) would be considered isentropic, and

the condenser and the boiler would not have pressure losses. In reality, in either of theses cases,

those statements are not true.

Classic thermal power plants are optimized to produce as much electrical energy as possible. This

requires the lowest possible heat release temperature in the thermodynamic cycle. Most efficient

(at the lowest temperature) is cooling the condenser with water from any natural source, like a

well or a river. If not enough water is available (the temperature of the cooling water would rise

too high) cooling towers are used. The purpose of these devices was to disperse the water in the

cooling circuit to make it contact with the external air, reducing its temperature. Cooling towers

work the better the more water can be evaporated. If absolutely no water for cooling is available,

dry re-cooling units are in operation [32].

Figure 2.7: Steam power plant with classic Rankine cycle adapted for DH
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While the condensing temperature in the condenser is a few degrees above the river temperature in

case of river cooling, in dry re-cooling units the condensing temperature is a several degrees above

the environmental air temperature. This situation happens due to physical heat transfer limits,

leading to significant less thermal efficiencies.

If the heat is needed in the nearer surroundings of the power plant, the condensation is produced

deliberately at higher temperatures. Therefore, the power generation is reduced but the heat is not

wasted anymore. The cooling tower can be removed (2.6, point 5) and substituted by the heat

consumers in the city, resulting in the district heating network (figure 2.7) [32].

As a summary, some general features of steam power plants are described:

• No high quality fuel needed. It can proceed from a fossil source (coal, gasoil) or renewable

(biomass).

• The heat release (due to the 2nd law of thermodynamics) happens at constant temperature.

That can be the temperature of the environment (if electricity is produced, as much as possi-

ble), or at higher temperature for running processes e.g. drying, or heating. In this case less

electrical energy can be produced.

• Typical steam inlet values: P = 40-250 bar and T = 400-500 ◦C

• More frequent in conventional generators

• High powers are possible (> 10 MW)

• Large facilities - Investments raised but with low ratio e/kW

• High duration (> 20 years)

• High degree of reliability of electrical supply

2.1.2.1.2 Gas-Turbine Power Plants

Similar to steam power plants, gas turbine power stations are designed to transform the chemical

energy of the fuel into electrical energy as well. The conversion is limited too, which means that a

part of the energy is unused and transferred as lost heat to the environment.

The basic thermodynamic cycle of a gas turbine power station is the Brayton cycle. In this case,

no water steam circulates through the cycle, and the work fluid is kept in gas phase during all the

process.

The open Brayton cycle is formed by a gas turbine whose shaft is solidly attached to a compressor.

The turbine generates mechanical work for two uses: one part moves the compressor, and the other

is converted into power.
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Figure 2.8: Open gas turbine unit based on the Brayton cycle

The flow of fresh air at ambient temperature (Figure 2.8, point 1) is adiabatically compressed in the

compressor, giving the required combustion pressure to the air and increasing its temperature, until

it reaches the combustion chamber (Figure 2.8, Point 2). In this enclosure, the fuel is burned at

constant pressure producing high temperature flue gases (Figure 2.8, point 3). Those are conducted

to the turbine, where they are adiabatic expanded, generating power. Since it is an open cycle,

the flue gases are evacuated at constant pressure from the turbine and are directly expelled to the

atmosphere without any recirculation.

Main features of gas-turbine units [32]:

• The most used in medium to large cogeneration

• Fuel: mainly natural gas or similar

• Possibility of direct use of the flue gas in a heat recovery boiler

• Possibility of post-combustion before using the flue gas in the recovery boiler

• Average power: 50-250 MW

• Possibility of post-combustion: Noise and emission problems (NOx, ..)

• Bad behaviour in partial load or stop conditions

The advantage of this cycle is that the mean temperature of energy feed to the working fluid is much

higher compared to the Rankine cycle and therefore this cycle has the potential for higher thermal

efficiencies.

On the other side, heat release of the cycle is at higher temperatures compared to the Rankine cycle

too, which would reduce the high thermal efficiency if the high temperature exhaust gas would not
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be used. Another disadvantage of the gas turbine cycle is the necessity of high quality fuel, like

gas or oil. The fuel can be of fossil nature but regenerative (biogas, or more theoretically solar

produced hydrogen) as well [32].

Figure 2.9: Closed gas turbine unit based on the Brayton cycle

In the case of the closed Brayton cycle shown in Figure 2.9, the combustion chamber is replaced by

a heat exchanger and the working fluid receives its energy from an external source. The gas leaving

the turbine passes through a second heat exchanger (Figure 2.9, point 4), where it is cooled to

return to the compressor. Once again, the system can be adapted to serve a urban thermal network,

introducing district heating water as a coolant to the mentioned heat exchanger (Figure 2.9, point

5).

2.1.2.1.3 Combined Cycles

Two thermodynamic cycles are joined together in such a way that the heat generated by one of the

cycles is partially or totally used as heat which is absorbed by the other cycle. The most common

way is coupling a Brayton cycle with a Rankine cycle, as shown in Figure 2.10.

Both power cycles are coupled in such a way that the heat absorption occurs at high temperature in

the gas turbine cycle and the heat release occurs at low temperature in the steam cycle. Therefore,

thermal efficiency is higher than having a single cycle in operation (may exceed 55%, considering

that a gas turbine rarely exceeds 40%, and the most common values are around 35% [33]).
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Figure 2.10: Typical combined heat and power cycle

The key is the recovery boiler, in which both cycles are communicated. In this device, hot exhaust

gases from the Brayton cycle and high-pressure water of the Rankine cycle are exchanging heat

(Figure 2.10, points 4-5), that is to say, the heat from the exhaust gases is totally utilized, decreasing

their temperature to the lowest possible value. The cooled gases are discharged to the atmosphere

through the chimney (Figure 2.10, point 5)[32].

2.1.2.1.4 Cogeneration Engines

These are small, functional and compact units that can be used in areas with low electricity demand,

and even as a complement to certain locations where a rapid conversion from fuel into power is

needed, such as hospitals, water treatment plants , biogas plants... etc.

The use of biogas as fuel for this type of engines is a special research topic for the scientific

community. There are several projects adapted to each installation collecting all usable biogas [34]

and using microturbine technology [31]. Other studies are focused on technological developments

to increase the efficiency of heat and power generation [35], [36] and decrease NOX emissions [37].
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Figure 2.11: Basic schema of a cogeneration engine

In this kind of systems, the thermal engine behaves like any other standard engine receiving fuel,

producing mechanical energy in the transmission and hence electrical energy in the alternator (Fig-

ure 2.11, point 3). It is a highly versatile device and relatively easy to install. It is able to use

different kinds of fuels, both at gaseous and liquid phase.

The heat is mainly extracted from the flue gases at two different points: inside the engine (Figure

2.11, point 1) and in the exhaust gas oultet points (Figure 2.11, point 2). Cooling the engine is not

only useful to feed a possible urban heating network [38], but also to improve the efficiency of the

mentioned device.

2.1.2.2 Heat Pumps

The heat pump is one of the practical applications of the Carnot cycle, whereby it is possible to

extract heat flow from the outside (low temperature heat source), and supply it to the desired place

(heat sink). The heat is transferred in the opposite way of the spontaneous processes that occur in

the nature, which are ruled by the Second Principle of Thermodynamics, whereby it is impossible

for a self-acting machine, unaided by any external agency, to convey heat from one body at a low

temperature to another body at a higher temperature [39].
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Figure 2.12: Basic heat pump operation

Since TH is the temperature of the heat sink (the place to be heated), TC is the temperature of the

heat source (from where the heat is extracted), Q̇H is the heat flow supplied to the heat sink, Q̇C is

the heat flow extracted from the heat source (generally a natural source like water from a river or

lake, surrounding air, etc), and Ẇ is the electric work flow required for the heat pump operation.

According to this principle; the heat transferred from a cold source to a hot sink can be only pos-

sible by supplying work (in the form of electric power) to the process, by means of a refrigerant

flow undergoing pressure, temperature and phase transformations (liquid and gas). The refriger-

ant absorbs heat from the source and transfers it to the heat sink, fulfilling the First Principle of

Thermodynamics [39] [40]:

Q̇H = Ẇ + Q̇C (2.1)

Consequently, the use of a heat pump will always be more advantageous than using simple heating

using Joule-effect electric resistances [4], since this kind of systems are built to obtain heat only

from the electric current as expressed in the following equation:

Q = I2 ·R · t (2.2)

Since Q is the thermal energy, I is the electricity flow across an electrical resistance R, and t is the

time elapsed.

While the heat pump obtains energy flows from two sources: Ẇ and Q̇C. In addition, and as it

will be explained later, converting power into heat through electrical resistances is exergetically

inefficient, since using electricity for heat generation is, in some way, a waste of exergy in its

purest form.
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Figure 2.13: Heat pump operation

Stages of the refrigerant inside the Heat Pump (Figure 2.13):

• Stage 1-2. adiabatic compression, steam enters at low pressure and saturation temperature

or even slightly oversaturated (point 1) the compressor, raising its pressure and temperature

(point 2), and consuming work.

• Stage 2-3. Condensation stage: the heat carried by the cooling fluid is extracted from the con-

denser and transferred to the heat sink (the stream or air to be heated) at constant temperature

(TCONDENSER).

• Stage 3-4. Adiabatic expansion: the fluid is expanded in saturation conditions and ready to

boil in the evaporator. Some steam may be formed at this stage.

• Stage 4-1. Evaporation stage, isothermal expansion. The fluid passes from saturated liquid

to full steam by taking up latent heat at constant temperature (TEVAPORATOR) from the heat

source.

By a 4-way valve it is possible to change the direction of the refrigerant flow, converting the heat

pump into a cooling unit (air conditioning) in the summer months. This kind of device is defined

as a reversible heat pump, as shown in the following figure:
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Figure 2.14: Reversible heat pump operation: Cooling-Heating mode

The direct and best-known application of this technology is the domestic air conditioning-heating

appliances, whereby the heat extracted from the heat source is the indoor air of the house to be

cooled. During winter months, the device can be switched to heat pump mode, so that the heat

source is the external ambient air from which the heat is extracted.

The efficiency of the heat pumps is described by the COP (Coefficient of Performance), which

measures the performance of the Carnot machine in both modes, either as a refrigerating machine

or as a heat pump. In cooling mode it is calculated as the quotient of the heat extracted from the

source and the electric work that must be provided.

If considered as an ideal process, the equations are the following:

COPCARNOT CM =
Q̇C

Ẇ
=

TC

TH −TC
(2.3)

Therefore, in order to increase the efficiency of a refrigerating machine, it is important that the

difference between the two temperature levels (TH −TC) must be as low as possible. This means that

the efficiency of the refrigerating machine decreases when low cooling temperatures are required

(TC), or when the heat sink temperatures such as the indoor ambient air is high (TH).

COPCARNOT HP =
Q̇H

Ẇ
=

TH

TH −TC
(2.4)

Also for the heat pump the efficiency increases when the temperature difference between the heat

source and sink (here the useful heat) is low, i.e. when the ambient temperature is relatively high.

Considering the irreversibilities, the performance of a real heat pump is obtained from the following

expression:
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COPHP = γ ·COPCARNOT HP (2.5)

Since γ is the coefficient associated to the irreversibilities of the heat pump [41][42].

COP values usually range between 3 and 5. A COP value lower than 3 implies low energy effi-

ciency. For values equal or greater than 5, the device is considered efficient.

The use of heat pumps involves the deployment of accessible heat sources (anergy sources) such as

water from rivers, lakes, aquifers, or the ambient air itself. Therefore, heat pumps are well suited

options for rural areas and low population densities (see Figure 2.2), where the installation of larger

thermal power plants is not easily possible.

The great advantage of combining heat pumps with CHP plants or DH networks entails the in-

troduction of a new degree of freedom that basically allows changing the heat to electricity ratio

generated in the system. When a heat pump is operating, it is possible to reduce the heat and

electricity generation of the CHP plant, allowing the use of renewable energies and extracting heat

from the surroundings. In addition, the district heating network (DHN) next to the CHP plant can

be adapted just decreasing temperature, leading to a Low Temperature District Heating Network

(LTDHN).

Hence, the heat needs of the users can be covered by two different ways:

1. Heat from thermal power plants

2. Electricity from various sources, not only from cogeneration, but also from other renewable

energy sources such as solar photovoltaic panels coupled with heat pumps.

Figure 2.15: Introducing heat pumps connected to CHP plants in combination with DH systems
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In essence, this means diversifying the energy sources that feed the district heating network, which

will lead to some advantages and disadvantages that will be analysed throughout section 2.2.

According to [43], the sizing and subsequent selection of a heat pump associated with a CHP

system and a DHN depends mainly on the maximum capacity of the mentioned network and the

COP of the heat pump. It can be done through the following expression:

Ne =COPHP · k · Q̇th (2.6)

Since Ne is the installed power capacity, k is the coefficient of load of the district heating system

(between 0.5 and 0.7, depending on the characteristics of the DH system), and Q̇th is the installed

thermal capacity (more information can be found in D. Lauka’s article: [43])

Additionally, as explained by Ommen [44], the heat pump can be directly associated to a CHP plant

through the post-turbine condenser, giving rise to a CHP-HP system from which the DHN begins,

as shown in the following figure:

Figure 2.16: CHP-HP system [44]: Configuration A represents the subsequent part of the combined

cycle after the turbine, with no heat pump installed (see Figure 2.10). Configuration B represents

the same cycle with a heat pump installed

Where TDH, f eed is the feed temperature of the DHN, TDH,return is the return temperature, Q̇COND,HP
is the heat flow supplied by the heat pump, ẆHP is the electric work flow consumed by the heat

pump, Q̇CHP is the heat flow generated by the combined cycle, ΔQ̇CHP is the heat flow generated by

the combined cycle after installing the heat pump, ẆCHP is the electric work flow generated by the

combined cycle, ΔẆCHP is the electric work flow generated by the combined cycle after installing

the heat pump.

Out of the many configurations studied by Ommen, the figure 2.16 only shows the RF2 (return-

forward), which consists of using the return DH stream as the energy source for the evaporator of

the heat pump, and in turn use the energy of the condenser to raise the temperature of the feed

stream (TDH, f eed), giving rise to electrical consumption (ẆHP). This article will serve as inspiration

to classify the different combinations of heat pump - district heating, as it will be explained in

further section 2.2.1.
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Taking as a reference control volume 2, the theoretical efficiency of the heat pump alone (Configu-

ration B) is calculated in the same way as a normal heat pump, following the expression:

COPCARNOT HP =
Q̇COND,HP

ẆHP
(2.7)

Instead, if control volume 1 is considered, the global system CHP-HP follows the equation:

COPCHP−HP =
Q̇COND,HP +ΔQ̇CHP

ẆHP −ΔẆCHP
(2.8)

With COPCHP−HP as the coefficient of performance for the combined system CHP plant - Heat

Pump.

2.1.2.3 Radiators and Heated Floors

A radiator is a type of heat emitter, and one of the elements of the conventional heating systems,

whose function is to exchange heat from the heating system to the ambient air of a room, home ...

etc. This device has no moving parts, it is usually fixed in a certain place and does not generate

heat by itself.

The heat exchange process is carried out by two mechanisms: convection and radiation. In order to

encourage the renewal of air near the radiator walls and avoid the film effect produced by the satu-

ration of the hot air around the radiator’s wall, there are modalities with forced convection, called

specifically “convectors”. In addition, the heat transferred depends on the temperature difference

between the radiator and the ambient air, and the heat exchange surface. The greater the exchange

surface, the greater the heat transfer.

In addition to the surface, the radiator’s power depends on the following factors:

• Thermal Leap

Defined as the average temperature difference between the water in the radiators and the

ambient air. It is related to the following expressions [46]:

Prad = Prad,n

[
(Trad, f eed −TA)(Trad,return −TA)

(Trad,n, f eed −TA)(Trad,n,return −TA)

]n
2
[

Trad, f eed −TA,n −ΔT
Trad,n, f eed −TA,n −ΔT n

]m

(2.9)

ΔTrad = Trad, f eed −Trad,return (2.10)

ΔTn = Trad,n, f eed −Trad,n,return (2.11)

Since Prad is the radiator power, Trad, f eed is the inlet water temperature to radiators, Trad,return
is the return water temperature from radiators, TA is the ambient temperature inside the room

(all of them in ◦C), ΔTrad is the thermal leap or temperature difference between the inlet and
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outlet flow, n as subindex represents manufacturer’s testing conditions (ΔTn = 50K), n is a

radiator’s coefficient (typical value is 1.3), and m is a experimental coefficient between 0.1

and 0.4, which can be calculated using the following expression:

m = 0.55 · L
H

−0.11 ·L (2.12)

With L as the radiator length, and H as the height.

In practice, taking into consideration that operation temperatures will not be so high, in most

cases Recknagel expression is used [47]:

Prad = Prad,n ·
(

ΔT
ΔT n

)n

(2.13)

the general trend recommends the feed water temperature to the radiators Trad,n, f eed not

higher than 70 ◦C [48].

• Volumetric flow

Prad =
q̇rad ·ΔTrad

0.86
(2.14)

With q̇rad as the volumetric flow, in m3/s.

Therefore, following the equation (2.14), an increase of the volumetric flow leads to a subse-

quent increase of radiator’s power. However, if Inlet temperature (Trad, f eed) is kept constant,

return temperature will be increased (Trad,return) as well, which means a rise of the thermal

leap.

The main radiators types used in the actual buildings and facilities are the following:

(a) Tubular radiator (b) Tubular fin radiators (c) Flat pannels (d) Unit-composed radiators

Figure 2.17: Types of Radiators. Pictures a, b and c are courtesy of MEINERTZ [49], picture d is

courtesy of Materiales Calefacción [50]

a) Tubular radiators

They are built by smooth steel tubes arranged both vertically and horizontally, showing high

resistance to pressure variations and very appropriate for steam or superheated water. This kind

of devices are suitable for large installations and high-rise buildings.
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b) Tubular fin radiators

Similar to the previous ones, but including fins attached around the tubes. The purpose is in-

creasing heat exchange surface between the tube and the surrounding air.

c) Flat pannels

Several pannels are welded each other in different points, leaving a small space between them

(between 2 and 4 mm), and improving the heat emission. They require a very small installation

space and are the cheapest due to their price/power ratio.

d) Unit-composed radiators, also called aluminium radiators

The most used and widely extended. Several elements equal each other are joined together

until obtaining the desired power. In former times they were made by melt iron, but actually

Aluminium is the best option due to its chemical corrosion resistance.

Installation configurations:

• Monotubular

Figure 2.18: Monotubular configuration

The radiators are connected one after the other, in serie, creating a ring that starts from the

generator (central boiler, heat exchanger ... etc), connects each radiator and returns to the

boiler, closing the circuit. Throughout the process, the flow remains practically constant.

The user can control the flow of the incoming water to each radiator by means of a monotube

valve installed in a bypass system. In this way, the water can continue circulating even if the

radiator is switched off or inoperable.

Advantages:

– Tubes length is reduced

– Simpler installation. One loop covers the entire place

– recommended for small houses and appartments.

Disadvantages:
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– Last radiators have to be dimensioned and prepared for a lower temperature, thus, they

will be larger than the corresponding ones in bitubular configuration

– pressure losses are higher than a bitubular system, leading to greater power used to feed

the hydraulic pump

• Bitubular

Figure 2.19: Bitubular configuration

In this case, the radiators are installed in parallel, with an inlet pipe feeding the system which

is ramified arriving to each radiator, and a return pipe collecting the water from each device.

Each radiator has to receive a volumetric flow equal to its power divided by its thermal leap.

The total flow of the system is obtained after summing up all the flows from all the radiators.

This is the most common and extended configuration.

The second system referred to this section is the radiant floor technology. A radiant floor is a kind

of heating system that provides heat using a part or the total surface of the room’s floor. There are

three heat transmission mechanisms occurred; conduction, radiation, and in a certain way, natural

convection.

The basic principle of these systems consists of supplying hot water at medium temperature through

circuits of pipes made of a thermoplastic material, generally cross-linked polyethylene.

Unlike radiators, which only have utility in winter but in summer are switched off, radiant floor

installations can provide service also in the warm seasons of the year, cooling the air of the room.

That is called “cooling mode”.

In the same way as in other heat exchange devices, in radiant floors it is true that the greater

the exchange surface, the lower the necessary temperature difference between the emitter and the

environment, as stated in the fundamental heat transmission equation [51]:

Q̇ =U ·SHT · (T̄r f −Tc
)

(2.15)

Since Q̇ is the heat flow transmitted (W), which it should be equal the heat flow demand of the

room, U is the heat transfer coefficient
(
W/(m2 K)

)
, SHT is the heat transfer surface, Tc is the

comfort temperature of the air inside the room, and T̄r f is the average radiant floor temperature,

which follows the expression below:
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T̄r f =
Tr f , f eed +Tr f ,return

2
(2.16)

This is the reason why in the guidelines consulted [52],[53],[54] and in the regulations [55], [56] , a

Tr f , f eed of 35-45 ◦C is recommended. This regulation also indicates that the maximum temperature

of the external surface of the pavement should not exceed 29 ◦C. It is not allowed to exceed this

maximum value, due to the risk of deterioration of certain materials.

Working at these low temperatures, together with the heat transmission by radiation, makes the

radiant floors’s thermal leap (difference between the supply and return temperature) much lower

than radiator’s:

ΔTrad = Trad, f eed −Trad,return = 15K−20K (2.17)

ΔTr f = Tr f , f eed −Tr f ,return = 5K−10K (2.18)

The flow of circulating water depends on the thermal demand of the place to be heated, and it is

calculated by the well-known expression [51]:

Q̇ = ṁr f ·Cp ·ΔTr f (2.19)

Since ṁr f is the mass flow of hot water circulating through the radiators and Cp is the thermal

capacity of the thermal flow at constant pressure.

Therefore, installing radiant floors means reducing the thermal leap by a half, doubling the mass

flow of circulating water [57].

Under cooling conditions in summer, the norm specifies a pavement contact temperature not lower

than 18 ◦C, in order to avoid the condensation point of the water present in the ambient air.

The low temperature of the thermal fluid allows the possibility of introducing new energy systems to

obtain the heat, such as heat pump systems, solar thermal energy, geothermal energy, heat recovered

in industrial processes...etc. Those possibilities will be explained later, in section 2.2

Figure 2.20: Radiant floor section, with the following parts: (1) structural base, (2) thermal insula-

tion / tubes fixation structure, (3) tubes, (4) cement layer, (5) pavement
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There are several configurations, but generally the tube circuits are supported on a thermal insula-

tion layer, made of a plastic material (2), which in turn is supported on the structural base (1). This

layer prevents the heat coming from the pipes circuit (3) to be transferred to the floor below. It also

works as a sound insulator and as an structural fixation for the pipes. Likewise, a peripheral insu-

lation is also usually installed, in order to protect from possible heat leakages to the sides, and the

corresponding expansion joint, which is necessary to prevent possible dilatation of the pavement

due to temperature changes. Both the tube circuit with the base and the insulation are covered by

a cement mortar layer (4), providing homogeneity and stability. The final pavement is then placed

(5), which may be made of ceramic, stone, wood, linoleum ...etc.

Figure 2.21: Radiant floor installation, courtesy of Novelec [58]. Tubes circuit and insulation

surfaces are visible under the cement layer

The typical radiant floor circuit design starts from the heat generator (see Figure 2.22, point 1),

which heats the water to the desired temperature. To regulate it, a mixing valve is required, defining

the following control loop [59]:

Figure 2.22: Radiant floor regulation system [59]. Acronyms used: TI = Temperature Indicator,

TC = Temperature Controller
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The three-way mixing valve (2) receives a part of the return water. The temperature regulation

is carried out by means of a valve controller (5) that constantly receives the external temperature

values from the external probe (3), as well as the values of the circulating fluid (4) and the desired

comfort temperature value (SET POINT). Based on all this information, the controller calculates

the inlet temperature (Tr f , f eed) and opens or closes the mixing valve, reducing or increasing the

water temperature. This loop is also a security system that stops the impulsion pump (6) when

Tr f , f eed is equal to or greater than 60◦C [60]

Installation configurations [61]:

• Spiral Configuration

Figure 2.23: Radiant floors, spiral configuration

The most common is the spiral configuration, since allows a better and homogeneous tem-

perature distribution. As the figure 2.23 shows, the input pipe, with the water at the highest

temperature is located closer to the walls and windows, which are the coldest areas where

more heat flow is lost to the outside.

• Longitudinal Configuration

Figure 2.24: Radiant floors, longitudinal configuration

The other most commonly used configuration is called longitudinal or double coil, in which

the tubes are placed in parallel, keeping always the same distance between each other. This
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arrangement is recommended for small areas and rooms, since it takes longer to reach the

required temperature.

The main advantages of the radiant floors respect to conventional systems are the following:

• Homogeneous heat distribution among the living area

• The temperature of the thermal fluid is much lower compared to radiator systems, saving

energy and fuel consumption

• Due to installation characteristics, radiant floors are clean and silent systems that do not

occupy useful space in the rooms

• If the pavement is made of the right material, it acts as a heat accumulator, allowing the

system to be turned off at certain periods of the day

In the same way, radiant floors also offer the following disadvantages:

• Construction works are needed, leading to higher costs and installation time

• Difficult access for reparations

• The control system is more complex than conventional installations. Requires calibration and

maintenance and, in general, the access is difficult for the users

• longer waiting time until reaching the desired temperature

2.2 Evolution of the District Heating Networks

Since the first district heating network installation was built in Lockport (New York, USA) [62]

at the end of the 19th century, more cities have progressively started to install and operate various

kinds of thermal grids according to their needs. These systems are widely extended in the majority

of cold climate countries, especially Scandinavia, Central and Eastern Europe and constitute one

of the main strengths for the fulfillment of EU goals expected for 2050. According to them, the

European energy systems must be decarbonized to at least 80 % below 1990 levels by 2050 [1].

The extended generational classification (Figure 2.25) shows the four stages of the DHN evolu-

tion. The first generation was based on high temperature steam produced in thermal power stations

and distributed through the city in reinforced ducts, delivering the latent heat by condensation of

the steam in the radiators. New York is the best example, although it is currently undergoing an

important transformation and improvement process [14].

The second generation was mainly developed between 1930 and 1970, by the Eastern European

countries and the Soviet Union. Here, the heat transfer fluid is pressurised liquid water, pumped

through insulated pipes and concrete ducts installed under street pavements. Feed temperatures

never exceeded 100 ◦C , avoiding steam formation.
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Figure 2.25: Evolution of DH networks. Courtesy of Prof. Henrik Lund [2].

In the decade of 1960-1970 there was an evolutionary leap generated mainly by northern and cen-

tral European countries, with the Scandinavian countries as the main actors [63] [64] [65]. This

is known as the Third Generation of DH Networks. The main developments were based on the

introduction of instrumentation and control systems and the use of new energy sources to feed the

network, such as renewable energies (Mainly biomass and solar thermal [66]) as well as the use of

other possible heat sources existing in the environment, such as industrial effluents [67] or waste

incineration.

There is a broad and controversial discussion, with many articles, books and studies about how the

general strategy should be conducted, in order to carry on the evolution of actual installed networks

to the fourth generation [68] [69] [70] [71] [3] [72] [73].

There are also several projects and studies in different directions focused on developing and extend-

ing thermal grids in combination with other technologies, such as renewable energies [74], thermal

storages [75], heat pumps [44], refurbishments [76] or combinations of several devices [77].

In addition, the fourth generation of DH networks is somehow related to the Smart Grids concept

[78][79], since both ideas agree with certain areas, such as adaptation and flexibilization of CHP

plants, electrification of district heating networks, penetration of renewable energies and the use of

energy storage systems to meet the demand. It is possible now to consider the 4th generation of

district heating networks (4GDHN) as a part of the Smart Grid project, and not as a unique goal

itself [2] [80] [81] [82].
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Figure 2.26: Development from 3rd to 4th generation of DH networks inside the smart grid frame-

work. LTDHCN = Low temperature district heating and cooling networks

The different phases within the next DHN evolution integrated inside the Smart Grids concept

shown in Figure 2.26 are described below:

1. Institutional framework

A global strategy is required, integrating all actions and bureaucratic regulations working in the

same direction:

a) Suitable planning.

b) Promoting energy-efficient buildings (EeB) [83] already prepared and designed for Smart

Grids and low temperature heating networks.

c) Encouraging strategic and political actions to motivate and adapt present facilities into future

energy systems.

d) Defining new operation and maintenance procedures, increasing efficiency and reducing

costs.

2. Utilisation of available heat

Basically, a DHN performs as a sink if it receives heat from thermal plants or other heat sources

and as a source when the heat is transferred to the consumption points. It is also possible

that consumers are heat producers and therefore donors to the network, in which case they are

called “prosumers”, increasing the complexity of the grid. Establishing temperature levels (high,

medium, low and return temperatures) and considering three-pipe technologies, it is possible to

define a hierarchy of temperatures and satisfy the particular needs for each kind of building.

In order to follow this strategy, and using the annual energz demand as the main characteristic, a

classification of the buildings will be required, in order to make groups of elements with similar

features, defining archetypes.
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Figure 2.27: Defining arquetypes of buildings

Therefore, it is possible to recycle low-medium temperature effluents from potential residual

energy donors, such as industries [67] [84] [85], with the consequent reduction of greenhouse

emissions [86]. Urban waste waters are also a possible heat source to be recovered, since their

temperature level stays between 25-35 ◦C, [87] (Figure 2.28).

ENERGY FLOW AT HIGH TEMPERATURE LEVEL (90 - 100 °C or higher)

KEY:

ENERGY FLOW AT MEDIUM TEMPERATURE LEVEL (60 - 70 °C)

ENERGY FLOW AT LOW TEMPERATURE LEVEL (20 - 35 °C)

ENERGY FLOW AT AMBIENT TEMPERATURE LEVEL

RESIDUAL HEAT FLOW AT MEDIUM TEMPERATURE LEVEL (60 - 70 °C)

RESIDUAL HEAT FLOW AT LOW TEMPERATURE LEVEL (20 - 35 °C)

VERY HIGH HEAT DEMAND

HIGH HEAT DEMAND

MEDIUM HEAT DEMAND

LOW HEAT DEMAND

INDUSTRIAL AREA

Figure 2.28: Defining prosumers and industrial heat using four temperature levels.

As the figure shows, dotted lines represent all the heat that can be recovered from the differ-

ent waste effluents generated in buildings or industries. Higher heat-demand buildings obtain
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heat from high-temperature networks and send residual effluents at usable temperature level to

medium or low-temperature networks. Low heat-demand buildings are then able to use this

residual energy and send effluents to a lower temperature level. This process is known as energy

cascade, and heat pump technology is frequently involved in order to make it possible [88].

Since factories and industrial areas cover several production processes involving different tem-

perature levels, they can also be considered as potential energy suppliers.

3. Diversification and use of new energy sources. Integration with fourth generation DH networks

[89]

This action involves the conversion from basic thermal plants to CHP/CC plants, as well as the

integration of renewables with DH networks, as observed in Figure 2.29.
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Figure 2.29: Several theoretical ways to combine local renewables with thermal networks:

(1) Solar thermal in combination with DHN (consumer), (2) Heat pumps in combination

with DHN: heat pumps are power consumers from fossil origins, but they also allow the

use of power from renewables (e.g. solar photovoltaic), to locally increase the temperature

of water coming from a LTDHN, (3) Individual solar thermal, self-sufficient buildings, (4)

Solar thermal in combination with DHN (prosumer): The customer is able to provide an

energy surplus to the network.

There are important projects planned or operating all over the world, each with characteristics

dependent on meteorological conditions and resources available. For example, for a warm win-

ter area it will be convenient to use a local air-water heat pump to produce hot water below 50
◦C [90], since the external air temperature will be high enough and hot water temperature will

be low enough to operate the device with high performance. However, users in colder regions

should use water-water systems, making use of diverse potential anergy sources present in the

surroundings of the house, such as sewage water [91], geothermal energy [92], or mixed systems

such as geothermal and solar assisted heat pumps [93].

Although these actions are interesting individually, global energy strategy should be the main

issue in which DH networks play a fundamental role.
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4. Adaptation to LTDHN

The general trend faced by the current DH systems is the reduction of the circulating water

temperature in the network to values between 30 and 70 ◦C, with the consequent decrease of the

return temperature, leading to an increase of energy efficiency of the plant and decreasing fuel

consumption and carbon footprint, [94]

In order to achieve this goal, one of the main tasks will be the replacement of current heating

systems, such as radiators, to low temperature devices such as radiant floors. The main pecu-

liarity of this kind of device is the large heat exchange surface it offers compared to radiators,

allowing a lower temperature of the circulating water.

In order to maintain the desired comfort temperature, it will be necessary to supply a constant

heat flow that is able to overcome the heat losses from the building, which are higher the colder

the outside air. If the heat flow coming from the radiant floors is not enough to keep this tem-

perature, it is possible to reduce those heat losses by renovation [95].

As indicated above (Figure 2.29, point 2), the use of heat pumps exploiting the anergy of nat-

ural systems is a huge opportunity for the evolution of the current thermal networks into low

temperature systems. Special heat pump devices will be able to combine the heating systems in

the buildings with the LTDHN [96] [97], or connect the heat pumps immediately after the CHP

plants, modifying feeding and return temperatures and influencing the overall performance of

the system [44]. In addition, there are interesting projects in which the heat pump is fed directly

with seawater and performs as a thermal plant itself, providing heat to the DHN attached [45] or,

following the idea explained in Figure 3, using available anergy from low temperature sources,

such as sewage water [87] or residual industrial heat [98].

All these projects, as well as the various combinations between thermal grids and heat pumps

and their implications in relation to the LTDHN, will be explained in more detail in section 2.2.1

In summary, the fundamental requirements to carry out this evolutionary leap are the following:

1. Reduction of DHN water temperature, improving to low temperature systems [97][99][88][100],

and decreasing heat losses as much as possible.

2. Replacement of fossil fuels by new alternative energy sources

3. Establishment of new energy politics

2.2.1 Combining DH Networks and Heat Pumps. LTDH Networks

As shown in Figure 2.29, point 2, combining thermal networks with heat pumps is one of the most

interesting possibilities, since it allows the use of electricity from various sources, including renew-

ables. The heat pumps can increase the temperature of DH water in local points, taking advantage

of the surrounding energy sources and avoiding the use of Power to Heat technologies based on

electrical resistances. Therefore, It is important to focus on this point, since the electrification of

DH networks constitutes one of the essential pillars for the evolution of the current systems towards

the 4GDHN, as well as a fundamental topic for this thesis.
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Given the large number and diversity of existing projects, both in the design phase or in operation,

the different configurations established by T. Ommen [44], are very useful to establish a classifica-

tion of these projects, as well as understand how heat pumps can be connected to DH networks and

what kind of service are they able to provide.

There are five possible configurations identified. All temperature values are orientative.

2.2.1.1 Source - Forward (SF)
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Figure 2.30: Source-Forward Configuration. With TDH, f eed as the feed temperature of the DHN,

TDH, f eed (under demand) as the feed temperature of the DHN, which is used for a certain purpose,

mainly domestic DHW preparation or low temperature heating, TDH,return as the return temperature,

TAN as the temperature of the anergy network (AN), TAN POST HP as the temperature of the anergy

network after crossing the heat pump, ΔTDH,(sink) as the temperature difference contributed by the

condenser of the heat pump, ΔTAN,(source) as the temperature difference extracted from the anergy

network, ΔTHP as the global temperature difference generated by the heat pump, ẆHP as the electric

work flow supplied to the heat pump, and Q̇CHP/HE as the heat flow supplied from any heat source

to the DHN through a heat exchanger, either from a thermodynamic cycle (condenser post-turbine,

CHP plant), boiler intermediate substation...etc.

In this configuration, as shown in figure 2.30, the heat pump is connected to the two branches, input

and output, of the district heating network (streams 1 and 2) through the condenser. This element

receives part of the return stream (stream 4) raising its temperature, generating current 3, which is

subsequently joined to stream 1, giving rise to the DH feed line (stream 7).

Meanwhile, the evaporator extracts the necessary energy for the evaporation of the refrigerant
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through stream 5. This flow is used as an anergy source for the heat pump. It has different ori-

gins, from water coming from a river or a lake, underground water or even the external air.

Therefore, temperature is increased by the heat pump following the expressions:

ΔTDH,(sink) = TDH, f eed −TDH,return (2.20)

ΔTAN,(source) = TAN −TAN POST HP (2.21)

ΔTHP = TDH, f eed −TAN (2.22)

The main characteristic of this configuration is that the heat pump does not increase DHN tempera-

ture, it simply heats the return water in another way, using electrical energy and the aforementioned

anergy source. Therefore, if streams 1 and 2 of the heat exchanger were disconnected, the heat

pump would be the only way to heat the DH water.

A clear example of this type of system is the project of Drammen [45], consisting of a district heat-

ing network which thermal energy is supplied by a heat pump in the town of Drammen (Norway):

• General Information:

– Place: Drammen (Norway)

– Served Population: 60878 habitants.

– Thermal Capacity: 14 MW

– Annual generation: 67 GWh

– Owner: Drammen Fjernvarme

• System characteristics:

– 3 systems supplying a combined capacity of 14 MW providing 85 % of the hot water

needs for the city.

– Refrigerant R717 (Ammonia). Under steam - compression refrigeration cycle

– Heat source (AN): Sea water taken from 40 m depth, at 8-9 ◦C temperature.

– COPHP = 3.0

– Single screw compressor, High pressure version, compressing simultaneously on op-

posite sides. Possibility to varying the volume ratio. ΔP supplied = 26 bar for each

compressor.

– Shell and Tube heat exchangers. ΔT between water outlet and refrigerant = 2 ◦C.

– Condenser stage is split into 3 stage systems working in series (see Figure 2.31). Sub-

cooling range = 25 C.

– Intercoolers, subcoolers and oil coolers: All are single pass shell and tube heat exchang-

ers operating in countercurrent flow.
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Figure 2.31: Possible configuration of Drammen heat pump, not specified in the article [45].

Acronyms used: IN = Intercooler, HSC = High Stage Compressor, LSC = Low Stage Compressor

As shown in the previous figure (2.31) The system heats return district heating water flow (4) from

60 to 90 ◦C through 3 stages: 60 ◦C to 69 ◦C, 69 ◦C to 78 ◦C and 78 ◦C to 87 ◦C.

After the main flow has been heated to 87 ◦C (3), it is split into three streams going through the

high stage desuperheated for each of the systems. Temperature is raised to 89 ◦C. Besides the main

DH water flow there are separate streams crossing subcoolers, high stage and low stage oil coolers

and intercoolers, which are used to cool the superheated gas from the low stage compressors before

entering the high stage compressors.

After compression system, the main DH stream at 92-98 ◦C is mixed with the water from all

auxiliary streams obtaining the final DH feed stream at 90 ◦C.

In this installation, the heat pump is the only device in operation and it is not connected to any

other thermal energy source, such as a CHP plant or other process. That is why streams 1 and 2 are

represented as discontinuous lines.
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2.2.1.2 Source - Demand (SD)
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Figure 2.32: Source-Demand Configuration. With TDH, f eed(under demand) as the DHN water temper-

ature = 60 ◦C, used for hot water production.

In this kind of system 2.32, in contrast with the previous configuration, the heat pump has no

connection with the DNH, although both systems usually operate together. Therefore, it is possible

to utilize the heat pump as a heat source to produce domestic hot water for consumption (DHW)

(stream 3, TDH, f eed (under demand)), and leave the DHN as a high temperature thermal source used

only for heating service (stream 1). Furthermore, there are several cases in which this configuration

is used for direct room heating, so that the air inside the room is directly heated by the heat pump,

whose AN is the external air (stream 5).

Temperature is increased by the heat pump following the expressions:

ΔTDH,(sink) = TDH, f eed (under demand)−TAN (2.23)

ΔTAN,(source) = TAN −TAN POST HP (2.24)

ΔTHP = TDH, f eed (under demand)−TAN (2.25)
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This is the typical configuration for individual commercially available heat pump installations in

dwellings. Air source heat pumps are commonly used here. Those are simple structure devices

with low initial installation costs, so that users can buy them easily and do their own individual

heating installation. They are so popular in the market, but only worthwhile for COPHEAT PUMP ≥
3. This is only worthwhile for places with mild winters, where external air temperature is not too

low and more or less constant during the year.

There are several projects following this configuration. The first one to be referred here is the Air

Source Absorption Heat Pump (ASAHP) of Beijing, described below [90]:

• General Information:

– Four Cities considered: Shenyang, Beijing, Shangai and Guangzhou.

– Served Population: 60878 habitants.

– Thermal Capacity: 14 MW

– Annual generation: 67 GWh

– Project of Tsinghua University, Beijing, China.

• System Characteristics:

– In this study an ASAHP is implemented linked to a DHN to produce heating/hot water

to the users. As the paper shows, colder cities like Shenyang and Beijing use the system

for heating, while warmer cities like Shanghai or Guangzhou, for domestic hot water.

– Several refrigerants used depending on the metheorology of each city and their outside

temperature. Shenyang, Beijing and Shanghai use NH3/LiNO3. Guangzhou require

LiBr/H2O

– Heat source (AN): ambient air, with different average temperatures and variations de-

pending on the city and the period of the year

– Different efficiencies depending on the city:

∗ COPHP Shenyang = 1.42

∗ COPHP Bei jing = 1.49

∗ COPHP Shangai = 1.62

∗ COPHP Guangzhou = 1.77

– Operating conditions:

∗ Generator stage: TDH, f eed = 130 ◦C, T difference in generator = 10 ◦C, Heat load

= 331.5 kW

∗ Condenser stage: TDH, f eed (under demand) = 45 ◦C, T difference in condenser = 5 ◦C,

Heat load = 146.7 kW

∗ Absorber stage: TDH,return = 35 ◦C, T difference in absorber = 5 ◦C, Heat load =

353.3 kW

∗ Evaporator stage: TAN (external air) = Differs in different regions, T difference in

evaporator = 10 ◦C, Heat load = 165.3 kW

∗ Solution Heat Exchanger (SHE): Efficiency = 80 %, Heat load = 359.1 kW
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∗ Mechanical work: Hydraulic pump = 3.2 kW, fan = 3.5 kW
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Figure 2.33: Diagram of the ASAHP integrated with a DHN, as explained in article [90]. Acronyms

used: ASAHP = Air source absorption heat pump, CV = Control valve, NRV = Non-return valve.

The main motivation of this project is the use of a heat pump that makes the role of the substation,

although there is still a parallel connection with the main DHN through a plate heat exchanger.

This design ensures the supply of heat to consumers against possible failures in the main system.

The study tries to find out the reliability of the ASAHP system as a substitute for the DHN in

different cities as well as the possible alternation in the use of both systems.

In this case, as shown in Figure (2.33), the heat provided to the DHN (QCHP/HE comes from a coal-

fired boiler (which is the most common technology used in China), leading to stream 16 (return DH)

and 11 (feed DH). Stream 11 continues as stream 14 and it is sent to the heat pump, as the thermal

energy source for the generator. Thus, this technology will not be totally independent from the

DHN. Stream 21 comes stream 19 (return DH stream) exchanging heat with the absorber and the

condenser, and therefore, increasing its temperature from 35 to 45 ◦C (TDH, f eed (under demand)) and

sent to the customer, either for heating or for hot water production.
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The refrigerant cycle inside the absorption heat pump works in the same way as a standard heat

pump (streams 1, 2, 3 and 4, where the refrigerant circulates in vapour phase). In the absorber, the

refrigerant in steam phase is mixed with the mixture solvent - refrigerant (stream 5) and driven by an

hydraulic heat pump (stream 7), whose power consumption is lower than a compressor. However,

the generator stage needs heat to evaporate the refrigerant, leading to a dependence on the district

heating network, as mentioned before.

The conclusions of this project can be summed up by the following statements:

• In Shenyang, the temperature level is very low, so the change between ASAHP and DH is

relatively frequent and the utilization ratio is low. Heat pumps work intermittently in this

case

• In Beijing, the external air temperature is greater, so switching from one system to the other

is not frequent. There is a high improvement of the energy saving rate

• In Shangai, the ASAHP mode operates to produce domestic hot water during all the year,

leading to a greater COP and increasing the energy savings rate to a 37 %.

The second one talks about the connection between a heat pump and a DHN, using a sewage water

stream as anergy network [87]:

• General Information:

– Place: Project of Tianjin University, Qin Huangdao (China)

– Heating period = 152 days

– T outdoor = -12 ◦C in winter

– Total building area = 3038.78 m2

– heating area = 2698.42 m2

– cooling area = 1604.23 m2

– Total heating load = 337.8 kW

– Total cooling load = 260.6 kW

• System Characteristics:

– Heat source (AN): treated sewage water (secondary effluent)

∗ TAN,winter season) = 10 ◦C

∗ TAN,rest o f the year) = 20 - 22 ◦C

∗ Concentration of suspended solids = 30 mg/l

∗ Mass flow of the secondary effluent = 5000 t/h.

– TDH, f eed(under demand) = 50 ◦C

– TDH,return) = 40 ◦C

– Heat Pump unit:
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∗ Number of heat pumps: 3 units

∗ Model: RHSBW140HM, (semi-hermetic screw modular chiller)

∗ Cooling capacity = 141 kW each

∗ Heating capacity = 161 kW

∗ Motor power = 30.1 kW

∗ COPHP = between 3.5 - 4.5 in winter

∗ Compressor: high powered semi hermetic compressors

∗ Heat exchangers: brazed welding plate heat exchangers made of stainless steel
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Figure 2.34: Simple diagram for Quin Huangdao’s Heat Pump, as explained in article [87].

As shown in Figure 2.34, this kind of heat pump generates a LTDHN (streams 1 and 2), further

used only for DHW production . There are two kinds of sewage heat source pump systems:

1. Untreated sewage water: This is an interesting option since an accessible, stable and totally

available heat source, like sewage water is used for local heat pumps. The biggest problem with

this technique is the high concentration of suspended solids in this kind of water, which could

clog the heat exchanger.

2. Treated sewage water: This is the actual case for this project, in which the treated water from

a WWTP (Waste Water Treatment Plant) is used at constant temperature and a large supply is

guaranteed. However, WWTP facilities are usually located so far away from the users, which

means long pipeline installations to transport the water.
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Anyway, in order to avoid possible inconveniences with suspended solids inside the equipment,

there are 2 filters around the submersible pump (5), the first one has a 40 item filter frame, the

second one is even narrower, with a 60 item filter frame.

It is assumed that the secondary effluent (streams 3 and 4) enters directly into the heat pump’s

evaporator, rather than trough another intermediate heat exchanger for two reasons; first one, the

temperature of the secondary effluent is relatively low in winter, and it will be even lower if crosses

another heat exchanger, leading to a possible freeze of the evaporator; second one, the mentioned

filters ensure that no suspended solids can cross through the heat pump device.

The heat pump consists on 3 semi-hermetic screw modular chillers divided into a main unit and two

sub-units. They can operate together or independently. The running time of three units is balanced,

guaranteeing the same running time.

The paper refers to a control system to change heating/cooling operation modes through a system

of valves that switch depending on the season (for more information see section 2.1.2.2)

The third example is similar to the previous one, but in this case, there is a special type of heat

exchanger adapted to obtain heat from sewage water streams [91]:
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Figure 2.35: Simple diagram for Izmir’s Heat Pump [91].

• General Information:

The article focuses on a special kind of heat exchanger, which can locally use sewage water

as a heat source for heat pumps installed next to individual buildings, providing heat for

heating and DHW. The waste water has the following characteristics:
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– TWAST E WAT ER,winter = 9-14 ◦C

– TWAST E WAT ER,summer = 28-29 ◦C

Based on the diagram (2.35), The system constituted by the heat pump and the domestic hot water

network follows three configurations:

1. Monovalent: The heat pump system works alone without any supplementary heating

2. Bivalent: Although the heat pump continues as the main system in operation, a supplementary

heating equipment (boiler) is added. It will operate only for extreme cold days or if the heat

pump is under maintenance.

3. Multivalent: Installation in tandem (Parallel) with the support boiler and a cogeneration engine

system (see 2.1.2.1.4, which will provide power to heat pump and to the building users. It is

recommendable for large buildings. Also for isolated places or difficult areas, where a DHN or

electrical network connection is not possible (see 2.1.1).

In the last example the complexicity grows due to the introduction of a solar thermal system com-

plementing the anergy flow to the heat pump [93]:

• General Information:

– Place: Experimental set-up system designed and constructed in an efficient building

located in the Solar Energy Institute of Ege University, Izmir, Turkey

– The use of solar energy has considerable interest for 2 reasons; first, it leads to decrease

of fossil fuel consumption, second, solar energy is a non-polluting source of energy.

– The building is positioned towards the south along a south - north orientation.

• System characteristics:

– Ground coupling circuit:

∗ Vertical-single U-bend type heat exchanger; material: poliethylene, drilling depth

= 50 m

∗ Brine circulating pump; Type: KPM 50; range of volumetric flow rate: 0.36-2.4

m3/h ; pressure head: 41-8 m of water column, power: 0.37 kW; speed: 2800 rpm

∗ Expansion tank; Type: 541 l; capacity: 12 l; precharge: 1 bar

– Heat Pump:

∗ Heat exchanger - condenser (heating mode): model: CB 26-24; capacity: 6.66 kW

∗ Heat exchanger - evaporator (heating mode): model: CB 26-34; capacity: 8.2 kW

∗ Compressor: Type: hermetic; reciprocating; model: TFH 4524 F; volumetric flow

rate: 7.5 m3/h; speed: 2900 rpm; the rated power of electric motor driving: 2 HP

(1.4 kW); refrigerant: R-22; capacity: 4.134 kW; evaporating/condensing temper-

atures of 0-45 ◦C
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– Water circulating pump: Type: KPM 50; range of volumetric flow rate: 0.36-2.4 m3/h;

pressure head: 41-8 m of water column, power: 0.37 kW; speed: 2800 rpm

– Solar Colector: 1.82 m2, flat-type
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Figure 2.36: Diagram of the solar assisted ground-source heat pump, explained in the article [93]

Looking at the process shown in the previous figure (2.36), there are three visible cycles: The first

one is the solar thermal cycle, in which the thermal fluid (stream 3) circulates extracting heat from

the ground (4) and from the thermal solar collector (6), increasing its temperature from 8.8 to 13 ◦C

(stream 6). Brine fluid is the liquid flowing through this circuit. The second one is the refrigerant

cycle of the heat pump, which is able to increase DH water from 45 to 55 ◦C. The temperature

increase is not so high, but enough to provide a DHW for comsumption in a self-sufficient system

moved entirely by renewable sources.

Before closing this section, Hepbasli’s work has to be mentioned [92]. It shows a very similar

design, but without the solar collector.
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2.2.1.3 Source - Return (SR)
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Figure 2.37: Source-Return Configuration

As it appears in the scheme 2.37, the heat pump can be used to preheat the return line of the DHN

(stream 8, ramified into stream 4 and 7 afterwards) before entering the CHP plant or the GUFO sub-

station (stream 2), thus, ΔTHP is significantly lower compared to SF configuration, which increases

heat pump’s COP. This will reduce condenser’s heat flow (Q̇CHP/HE) and therefore, the efficiency

of a theoretical CHP plant connected to the DHN due to the increasing condensing temperature.

Thus, SR is the best modality to generate a LTDHN with a good COP, but not the best idea for

power generation in the CHP plant.

The following expressions are defined:

ΔTDH,(sink) = TDH,return a f ter HP −TDH,return (2.26)

ΔTAN,(source) = TAN −TAN POST HP (2.27)

ΔTHP = TDH,return a f ter HP −TAN (2.28)

Therefore, it can be affirmed that this configuration requires the use of another generation technol-

ogy, in order to increase TDH, f eed .
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Only one example of this type of system has been found. It is the project of Chungnam [98],

consisting of a experimental setup consisted of a two-stage compression heat pump system linked

to a DHN:
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Figure 2.38: Experimental setup of the two-stage compression heat pump system of Chungnam

[98]. Acronyms used: EEV = Expansion Valve

• General Information:

– Place: Not specified. Probably Chungnam (Republic of Korea)

– Project supported by The Korea Institute of Energy Technology Evaluation and Plan-

ning (KETER)

• System characteristics:

– Heat source (AN): Heat comes from several sources, like WWTP, industrial waste heat,

subway waste heat, etc. In general, TAN = 25 ◦C

– TDH, f eed = 70 ◦C

– TDH,return) = 50 ◦C

– Heat Pump:

∗ Refrigerant used: R-134a
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∗ Heat exchanger - condenser: plate type, 41 kW

∗ Heat exchanger - evaporator: plate type, 30 kW

∗ Heat exchanger - intercooler: plate type, 8 kW

∗ Two-stage compression system; Compressor: one-stage, scroll type, 25 kW; Com-

pressor: two-stage, scroll type, 17 kW

∗ Flash tank: Material SUS 304

∗ Expansion device: Low stage expansion valve, EEV type, 34kW ; High stage ex-

pansion valve, EEV type, 10kW

Basically, the system utilizes waste energy as a heat source for the heat pump’s evaporator, receiving

the anergy flow (Figure 2.38, streams 16 and 17), increasing refrigerant’s temperature (stream 1).

Just after that, the refrigerant flow passes through the low stage compressor (stream 2) and it is

discharged to the flash tank, forming two phases. The two phase refrigerant coming from the

intercooler is mixed with the superheated refrigerant in the flash tank and enters the high stage

compressor in a saturated vapour state (stream 3). Following this way, the overheating of the

refrigerant is reduced, which is positive from the efficiency point of view.

After crossing the high stage compressor (stream 4), the superheated refrigerant is enters the con-

denser, exchanging heat and providing temperature to the return DHN stream (stream 13 and sub-

sequently 14). Therefore, TDH,return is increased, reaching approx. 70 ◦C. The main heat exchanger,

which thermally supplies heat to the DHN through another superior heat source on the other side (A

CHP plant, boiler, or simply a high temperature network) makes possible the temperature increase

of the DHN feed stream (TDH, f eed = 90 ◦C, stream 15).

Finally, the condensed refrigerant (stream 5) passes through the intercooler in a subcooled state,

diverting a part of the flow into a high stage expansion device (EEV 2, stream 6), while the rest

(streams 8) enters a low stage expansion device (EEV 01).

Once fully converted to liquid phase and reduced its pressure, the refrigerant arrives to the evapo-

rator again, closing the cycle.

The system described is a good alternative to utilize efficiently the waste heat, gathering the differ-

ent residual streams into one anergy flow. The higher the temperature of this flow, the greater the

efficiency of the system.
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2.2.1.4 Return - Forward (RF)
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Figure 2.39: Return-Feed Configuration A. Acronyms used: CV = Control Valve

In this configuration, the heat pump uses the return line of the district heating network as a heat

source, and the feed stream as a sink. Therefore, the return line is used directly as the anergy

network.

There are two modalities for this configuration. In the first one (configuration A, Figure 2.39),

the return DH line (stream 8) is divided in two branches. The first branch (stream 4) is heated in

the condenser (stream 3) and joins the feed DH line (stream 1) afterwards, resulting in stream 7.

The second branch continues its way entering the evaporator (stream 5). Stream 9 is only open if

the heat pump is not operating (valves CV1 and CV2 are used control the direction of the flow).

Therefore, the following expressions are defined:

ΔTDH,(sink) = TDH, f eed −TDH,return (2.29)

ΔTAN,(source) = TDH,return −TDH,return post HP (2.30)

ΔTHP = TDH, f eed −TDH,return (2.31)

In the same way as in the SF configuration 2.2.1.1, the heat pump does not increase DHN temper-

ature, it simply heats a part of the return DH line in another way, using electrical energy and the
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aforementioned anergy source. In the end, some power is introduced in the system and used to heat

a part of the DHN flow.
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The second one 2.40 lies in, again, using the return DH flow (stream 8) as the anergy source for the

evaporator of the heat pump (stream 5), decreasing TDH,return, and in turn using the energy of the

condenser to raise the temperature of the feed DH flow (from stream 1 to stream 7)

In the same way as before, if the heat pump is not operating (due to maintenance, reparations or

other reasons), control valves CV 1, CV 2, CV 3, and CV 4 are in charge of deviate the flow in the

right direction avoiding the flow to enter the evaporator and the condenser.

As described in the temperature diagram in the figure 2.40 with this configuration, small temper-

ature jumps are achieved in both condenser and the evaporator devices, which makes the overall

heat pump efficiency greater. In addition, in the case of a CHPP-DHN-HP system, the reduction

of TDH,return caused by both configurations is considered a positive for the condensation process in

the condenser of the CHP plant.

The following expressions are obtained:

ΔTDH,(sink) = TDH, f eed pre HP −TDH, f eed (2.32)

ΔTAN,(source) = TDH,return −TDH,return post HP (2.33)
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ΔTAN,(source) = TDH, f eed −TDH,return (2.34)

No clear examples following this configuration were found, however, some scenarios proposed in

section 3.3 will be based on configuration B.

2.2.1.5 Return - Demand (RD)
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Figure 2.41: Return-Demand Configuration. With TDH, f eed(under demand) as the DHN water temper-

ature = 60 ◦C, usually used for hot water production

The kind of installation is very similar to SD (see 2.2.1.2), and also widely used inside residential

buildings and large neighborhood communities. In fact, the example that will be described later

[97] analyzes different schemes of this configuration. The main difference comes from the anergy

network, which is not a flow coming from outside, but the DHN itself.

The article describes the different possible combinations between a LTDHN at 40 ◦C and the heat

pumps, in order to increase locally the temperature to 55 ◦C or even more only where it is necessary.

• General Information:

– The simulation, as well as the energy demand calculation, is based on the Danish Build-

ing Regulations for low energy buildings. Engineering Equation Solver (EES) is used.



CHAPTER 2. STATE OF THE ART 69

– The analysed single family house has a heated area of 159 m2, thus the energy frame is

36.3 kWh/m2.

– Space heating demand = 2570 kWh/year

– DHW demand: 2083 kWh/year

– Power consumption: 525 kWh/year

– Total energy consumption: 5178 kWh/year

• System characteristics:

– LTDHN:

∗ TLT DHN, f eed = 40 ◦C

∗ TLT DHN,return = 25 ◦C

∗ DHW f lowVARIANT A) = 85 l/h

∗ DHW f lowVARIANT B) = 50 l/h

∗ DHW f lowVARIANT C) = 75 l/h

– Heat Pump:

∗ Heat source (AN): return branch of the LTDHN

∗ Refrigerant used: R-600a

∗ Heat exchanger - condenser: pinch temperature = 2.5 K

∗ Heat exchanger - evaporator: pinch temperature = 2.5 K

∗ Heat exchanger for DHW: pinch temperature = 2.5 K

∗ Compressor: Isoentropic efficiency = 50 %

∗ COPHPVARIANT A = 5.3

∗ COPHPVARIANT B = 3.5

∗ COPHPVARIANT B = 5

∗ WHPVARIANT A = 142 W

∗ WHPVARIANT B = 214 W

∗ WHPVARIANT C = 155 W

– Storage tank: Stratified tank, used as a reservoir able to provide domestic hot water all

the time at constant temperature, covering peak consumption loads.

∗ Peak consumption load = 32.3 kW

∗ VSTORAGE VARIANT A = 128 l

∗ VSTORAGE VARIANT A = 128 l

∗ VSTORAGE VARIANT A = 100 l
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Figure 2.44: Microbooster heat pump in combination with the DHN, Configuration C [97]

The objective of this work is to simulate the behavior of a microbooster heat pump for DHW pro-

duction in combination with an external LTDHN. The problem is, that TLT DHN, f eed = 40 ◦C, which

is not enough to comply with the European Legionella regulation, which establishes a minimum

DHW temperature of 55 ◦C [101] [102]. The function of the heat pump consists of heating the

water rapidly, raising its temperature to the required 55 ◦C. This work brings several innovations,

like configurations A and B (Figures 2.42 and 2.43), where the drinking water is not stored but is

directly heated, crossing the heat exchanger and avoiding the risk of Legionella. There is a third

configuration (Figure 2.44), in which the DWC is heated through the heat pump’s condenser and

stored later. Whatever the configuration used, the heat pump is switched on from the start of the

tapping sequence until the refilling of the stratified tank. Therefore, the system needs a special type

of heat pump, called “Microbooster” which is adapted for this intermittent operation mode.

Design A is the most efficient option for further development. It represents the best way to combine

and integrate a heat pump with a LTDHN.

All contents explained during this sub-section were an inspiration source to define the working

scenarios reported in this PhD thesis, located in section 3.3.
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2.3 Modeling of District Heating Networks and Exergy analysis

Throughout this section the most common methodologies for modelling thermohydraulic networks

and carry out exergy analysis are explained. Several methods used in previous projects carried

out at the Institute of Energy Systems and Thermodynamics of TU Wien are emphasized, from

where this doctoral thesis is being developed. Likewise, there is a compendium of well-known

softwares which are commonly used for this purpose in general projects and studies. Subsequently,

a summary of other works, articles and projects is described. All this information constitutes a

basis from which a work methodology will be further described in section 5.

2.3.1 About the models

Before going deep into the topic and understanding the different methods for modelling DH net-

works, an introduction is needed, in order to understand what is a model, what is it used for, and

the different types of existing models.

A mathematical model is an approximation of a certain process (physical, chemical, thermody-

namic, economic ... etc) through one or several equation systems that relates all the process vari-

ables. A model helps to understand the process behaviour and respond to certain questions, no need

of the process to be in operation.

In general, a mathematical model allows to predict the output values depending on the changes

produced in the process or in the input variables.

There are different types of models depending on the process to be analysed and the objectives of

this analysis:

Figure 2.45: Classification of the models



CHAPTER 2. STATE OF THE ART 73

• Time-continuous models

Figure 2.46: System output in a time-continuous model

In this kind of models, the state of the output variables changes continually as a function of

time. Those output variables constitute the system response, and can be obtained using a

deductive mathematical method. Therefore, the system’s response will be a function of time.

• Time-discrete models

Figure 2.47: System output in a time-discrete model

The state of the output variables of the system changes discreetly along the time. The re-

sponse of the system is not a continuous function, which delivers a value for any instant of

time, but for each defined time interval Δt, a value of the output variable is generated.

In this case, a numerical method is used to obtain the system response, that is, by means of

computational procedures to solve the mathematical model.

• Static models

Figure 2.48: System output in a static model
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The static model defines the state of the system at a specific time instant, in which the system

is in equilibrium and the state of the variables does not change, therefore the time variable

does not play a relevant role.

Example: Calculation of the height of the water level in a tank that receives a continuous

flow of water from a tap, for a certain instant in the time.

• Stationary flow models

Figure 2.49: System output in a stationary model

The state variables at every point in the system remain constant with the time. There is no

variation or modification of the initial values, neither any kind of accumulation (mass, heat)

inside the system

Example: A steam turbine model working in steady-state conditions.

• Quasi-static models

In Quasi-static models, the output variables are changing along the time, so that the system

output is not a single value but a family of values as a function of time. The model generates

an output which is a response based on the received input value. This output is immediate, in

such a way that there is no heat or mass accumulation in the system.

• Dynamic models

Figure 2.50: System output in a quasi-static and dynamic model

Again, the output variables are changing along the time, generating a family of values. Unlike

Quasi-static models, the model reflects the possibility of mass or energy accumulation in the

considered system, giving rise to complex resolution methods to solve the proposed equations

system (usually differential equations as a function of time).
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Example: evolution of the water level in the same tank along the time. In this case, the input

flow of water changes during the time, generating a mass accumulation inside the recipient.

• Stochastic models

Figure 2.51: Stocastic model

In stochastic models, the value or state of the variable in the next time instant can not be

determined from data of the current time instant and the initial conditions established. To

solve this type of models and calculate the output variable, statistical and probability studies

are used to predict the system response.

Example: predict the tendency of the stock market.

• Deterministic models

Figure 2.52: Deterministic model

In deterministic models, the value of the variable in the next time instant can be determined

from previous data and the initial conditions. In this case, a numeric method is possible in

order to calculate the output variable.

Example: Determination of the manufacturing time of a vehicle in an assembly line. All vari-

ables affecting the industrial process are known (input of raw materials, manpower involved

in the process, production time, robotics, maintenance ... etc)

2.3.2 Modelling a hydraulic network

In this section, a general summary about the main existing methods for the modelling and simu-

lation of thermohydraulic networks is exposed, including the equations to be presented and their

subsequent resolution.

As already mentioned before, a district heating network is basically a hydraulic system in which

the water is the heat transfer fluid that circulates through a general supply pipe which is divided in

different ways towards each of the buildings. Once the heat is delivered, the district heating water
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from the buildings is collected and returns to the substation or heat generation point. Once there,

the water is reheated and pumped again, closing the cycle.

The three typical topologies in DH networks are the following:

(a) Tree Network (b) Ring Network (c) Meshed Network

Figure 2.53: Topologies of DH networks

The most common topology is (c), especially in large networks, in which as the main pipes ramify,

the complexity of the system increases. In the case of large networks, what usually happens is that

a primary network is formed, usually with a ring shape, from which arise various sub-networks

with a tree structure covering the different areas and neighbourhoods.

The hydraulic behaviour for a DH network is not so different to that one for any other conven-

tional network. The main difference is based on the second branch which is necessary for the DH

networks, in order to bring back the return DH water from the buildings to the substation.

Figure 2.54: Pressure control in conventional DH Networks. Since Pf inal is the final pressure of the

system, Pinitial is the initial pressure, ΔPGS is the pressure losses of the general substation, ΔPf eedDH
is the pressure losses of the DH feed line, ΔPreturnDH is the pressure losses of the DH return line,

and ΔPLBS as the pressure losses of the last building
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In conventional DH networks the water pressure is controlled by a hydraulic pump placed just be-

fore the general heat exchanger located in the substation. In fact, it is common for both elements

to be installed together within this place. As shown in figure 2.54, the hydraulic network is com-

posed of two main branches, main feed line and main return line. They cover all the space from

the substation (1) to the furthest building. Therefore, the hydraulic pump (2) has to supply enough

pressure to overcome the charge losses for both lines, plus the pressure drop generated by both the

general substation and the substation of the farthest building (3). In this way, the DH water enters

each building just opening the control valve (4), and each building receives the necessary flow of

DH water, therefore , the pressure drop generated by each building makes the return flow of DH

water to exit the building and circulate in the right direction. The initial absolute pressure before

the pump is fixed by a surge tank (5), which guarantees that the lowest pressure of the system is

above the evaporation pressure of the DH water, avoiding cavitation. In addition, a surge tank is

also used to remove the surplus of water from the system.

The calculation of the hydraulic network refers to the state of the network for each time step. The

main variables are the following:

• Pressure

• Mass flow

• Temperature

In the next step, the hydraulic network should be organized into nodes and branches, in order to

locate and estimate the variables correctly.

Figure 2.55: Node-Branch distribution, with the correspondent indicated variables

There are basically two types of methodology through which it is possible to model and simulate

district heating networks, and in general all kind of hydraulic networks.

• General model:

It is the main methodology based on the calculation of hydraulic networks and works well

for any kind of network, without regard to the size. Determines the values of pressure,

temperature and mass flow in all nodes (intersections) and branches of the network. It is
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the most used procedure and constitutes the basis of the majority of commercial softwares

available. On the other hand, it has a high complexity and requires significant computing

resources to work properly.

This system is based on a mathematical representation of network’s topology, called inci-

dence matrix. Based on this instrument, it is possible to determine the relationships between

the different flows circulating in the network, and based on these relationships, raise all pres-

sure and mass balances, defining a equations system. After that, it is possible to obtain the

energy balances in order to calculate temperatures, temperature losses and subsequently, the

energy-exergy losses.

• Block-based model

In this methodology, each of the elements of the network is represented by a block that re-

ceives the input variables and the necessary calculation parameters, and generates the output

variables.

For example, in case of a pipe, the corresponding block would look like this:

Figure 2.56: Block structure based on inputs, outputs and parameters

This methodology is more visual, understandable and easier to use for all kind of users,

specially for those who do not have a deep knowledge about the DH networks, since all the

constituent elements of the network are represented and linked in the same way like they

would be in the real grid. In turn, each block is constituted by other blocks allowing the user

to see the elements working inside. This is the case of a building and its internal hydraulic

network, which may include other possibilities, such as connections to other elements like

solar panels, heat pumps, auxiliary electrical networks, etc.

This methodology is recommended for small-size networks or simple grids when an exhaus-

tive analysis is needed. This situation coincides with the case study analysed in this doctoral

thesis. Therefore, this will be the methodology chosen (see chapter 5).

Following the classification referred previously in section 2.3.1, both methodologies are included

into time-discrete, dynamic and deterministic models.

A brief description of the general methodology used for the calculation of hydraulic networks

is described below. Much of the information and methods described comes from the works of
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Bothe [103] and Nagler [104], previously developed in the department of Energy Systems and

Thermodynamic in the TU Wien, where this thesis has been carried out as well.

To solve the problem and determine all these variables, a system of equations that covers both the

hydraulic, mass and energy balances has to be proposed. The variables are calculated for each time

interval consecutively.

Once all pressure and mass flows are calculated for all nodes and branches, then it is possible to

raise and resolve the energy balance and determine the temperatures and therefore, the heat losses.

The results of the pressure and mass balances are the boundary conditions for the energy balance,

defining all the conditions to calculate the next time step.

The method used is based on the graph theory [105], in such a way that a network is represented

by n nodes and m branches arranged in the incidence matrix.

Figure 2.57: Node-Branch distribution prepared to define the Incidence Matrix

Following the example shown in the figure 2.57, considering the network topology and the fluid

direction, it is possible to build the Incidence Matrix Ii j:

Figure 2.58: Building the incidence matrix

The branches are represented by j, counted from 1 to n. The nodes are represented by i, and are

counted from 1 to m. The matrix is filled by the ii j factors, which get the values of 1, -1 or 0,
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depending on the following criteria:

• ii j = 0 if there is no relation between a node i and a branch j

• ii j = 1 if there is a relation between a node i and a branch j, the fluid leaves the node

• ii j = -1 if there is a relation between a node i and a branch j, the fluid enters the node

In the next step, mass and pressure balances are raised. The general expressions are the following:

• Mass balance for a node i:

n inputs

∑
j=1

ṁin,i =
n out puts

∑
j=1

ṁout,i (2.35)

The equation 2.35 can be extended, generating the following expression:

n inputs

∑
j=1

(
ρ f luid, j ·d2

j ·π ·u f luid, j

4

)
i

=
n out puts

∑
j=1

(
ρ f luid, j ·d2

j ·π ·u f luid, j

4

)
i

(2.36)

• General mass balance:

n inputs

∑
j=1

ṁin,grid =
n out puts

∑
j=1

ṁout,grid (2.37)

n inputs

∑
j=1

(
ρ f luid, j ·d2

j ·π ·u f luid, j

4

)
grid

=
n out puts

∑
j=1

(
ρ f luid, j ·d2

j ·π ·u f luid, j

4

)
grid

(2.38)

• Pressure balance for a branch j:

Pout,i = Pin,i − k j ·u(t−1)
j ·u(t)j (2.39)

Since u(t−1)
j is the previous value of the fluid velocity during the iterative calculation for the

branch j, u(t)j is the actual value of the fluid velocity during the iterative calculation for the

branch j,k j is the factor that meets the characteristic parameters of the pipe corresponding to

the branch j, according to the Darcy-Weisbach equation:

ΔP =
8 · fD ·L j ·ρ f luid, j

d5
j ·π2

·V̇ 2
f luid, j (2.40)

With fD as the Darcy friction factor, L as the length of the correspondent pipe associated to

the branch, ρ f luid, j as the fluid density circulating through the pipe, V̇f luid, j as the volumetric

flow and d j the diameter of the pipe.

Thus, the value of k is extracted:
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k =
8 · · fD ·L · ·ρ f luid, j

d5
j ·π2

(2.41)

It is considered that the entire network is installed in the horizontal plane, therefore, Nagler

[104] does not consider the heights of the different nodes in the pressure balance, however,

Bothe [103] considers them in his methodology.

• Boundary conditions:

The problem will not be possible to solve without first defining certain known boundary

conditions. From this information it will be possible to match the number of unknowns with

the number of equations, giving rise to a solvable system.

In this type of problems, what is usually done is to establish a minimum admissible pressure

value Pout,i for the furthest building from the substation . Afterwards, the flow velocities

u f luid, j for each consumer are defined as well.

Concerning temperature calculation, the starting point are the mass and energy conservation equa-

tions applied for incompressible fluids

• Mass conservation equation:

It is considered steady state regime, which means that all the input mass flows that are cross-

ing the control volume are also leaving it, Therefore there is no accumulation, creation or

destruction of mass inside. The fluid is also considered incompressible, so the density does

not vary over the time.

∂
∂ x

(ρ u) = 0 (2.42)

• Energy conservation equation:

The pressure variation is small and there is no change of phase. Therefore, the heat capacity

at constant pressure Cp is used.

Cp
∂

∂ x
(ρ T u)+Cp

∂
∂ t

(ρ T ) =
∂

∂ x
Q̇x +S (2.43)

The terms of equation (2.43) are hereunder explained:

– Cp
∂

∂ x (ρ T u) as the convective term for the energy transport

– Cp
∂

∂ t (ρ T ) as the transient term

– ∂
∂ xQ̇x as the heat conduction term in x direction

– S as the energy incomes or losses (energy sources supplying energy to the system or

energy sinks extracting energy from the system)

In order to solve both equations, it is necessary to apply the finite-volumes discretization method.

It consists of divide the pipes into several control volumes. The volume is calculated following the

expression for a cylinder:
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ΔV = A j Δx =
d2

j π
4

Δx (2.44)

Since A j is the sectional area of the considered pipe for the branch j.

The discretization is carried out by the following scheme:

Figure 2.59: Spatial pipe discretization with n = 3 elements, Δx = L/3, Ti = Temperature for each

volume element i, Tg,i = Ambient temperature related to each Ti
, u = fluid velocity, d = pipe diameter

In the next step the discretization method is applied, integrating over the control volume ΔV , which

in turn means using the equation (2.44). The mass balance expression is finally obtained:

ṁw = ṁe = ρ f luid (Ti,Pi)
d2 π

4
u f luid (2.45)

Applying discretization to the energy conservation equation ((2.43)), the following expression is

obtained:

Cp ρ f luid u f luid (Te −Tw)+

(
Cp ρ f luid

∂ T
∂ t

)
i

Δx = Q̇w − Q̇e +S ΔV (2.46)

With Tw = Temperature in x = w, Te = Temperature in x = e, Q̇w= Heat flow in x = w, Q̇e = Heat

flow in x = e

Applying Fourier law, the equation (2.46) can be transformed:

Cp ρ f luid u f luid (Ti −Ti−1)+

(
Cp ρ f luid

∂ T
∂ t

)
i

Δx =
λ f

Δx
(Ti−1 +Ti+1 −2 Ti)+S Δx (2.47)

In this case, λ f is the heat transfer term and S represents the heat losses of the pipe, which is defined

by the expression:
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S =
Tg,i −Ti

A j R f g
(2.48)

With R f g as the resistance to heat flow, composed by three terms [106]:

R f g =
1

π Nu λ f
+

1

2 π λp
Ln

(
da

di

)
+ xsg Rg (2.49)

The terms of equation (2.49) are hereunder explained:

• 1
π Nu λ f

as the heat transfer from the fluid to the pipe

• 1
2 π λp

Ln
(

da
di

)
as the heat transfer by conduction in the pipe wall

• xsg Rg as the heat transfer from the pipe wall through the insulation material or the surround-

ing material of the pipe

Substituting equations (2.49) and (2.48) inside the equation (2.47), making certain operations and

isolating the term ∂ T
∂ t , the expression results:

(
∂ T
∂ t

)
i
=

1

Cf

[
Cp ṁ (Ti−1 −Ti)

Δx
+

A f λ f (Ti−1 +Ti+1 −2 Ti)

Δx2
+

Tg,i −Ti

R f g

]
(2.50)

This is the equation for the temperature calculation Ti of a fluid circulating through the horizontal

direction (x axis), crossing the element of volume i, with dimension Δx and section A f .

Applying this equation for both, feed and return DH pipes, the first two equations of the model are

obtained:

For the supply line (1):

(
∂ T1

∂ t

)
i
=

1

Cf

[
Cp ṁ f eed DH

(
T1,(i−1)−T1,i

)
Δx

+
A f λ f

(
T1,(i−1) +T1,(i+1)−2 T1,i

)
Δx2

+
Tg1,i −T1,i

R f g

]
(2.51)

For the return line (2):

(
∂ T2

∂ t

)
i
=

1

Cf

[
Cp ṁ f eed DH

(
T2,(i−1)−T2,i

)
Δx

+
A f λ f

(
T2,(i−1) +T2,(i+1)−2 T2,i

)
Δx2

+
Tg2,i −T2,i

R f g

]
(2.52)

With Cf = Cp ρ f luid, j A f and ṁ f eed−return DH = ρ f luid, j u f luid, j A f

To understand how the different heat flows are transmitted in a DH pipe, Nagler establishes the

following scheme based on the analogy between the thermal resistances of this type of systems and

the resistances of electrical circuits:
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Figure 2.60: Resistance Capacity model for a single horizontal layer i. Every volume element with

the capacity symbol is also coupled with the adjacent cells in z direction.

The terms of the figure 2.60 are hereunder explained:

• Cf as the calorific capacity of the fluid

• Cs1 as the calorific capacity of the soil, material 1

• Cs2 as the calorific capacity of the soil, material 2

• Csn as the calorific capacity of the soil, material n

• R f g resistance of the heat transmission of the feed/return internal tube wall

• Rgb resistance of the heat transmission of the internal insulation material of the DH pipe

• Rbs resistance of the heat transmission of the external DH pipe wall

• Rs1,s2 resistance of the heat transmission of the external insulation material of the DH pipe,

s1-s2

• Rsi,1i resistance of the heat transmission of the external insulation material of the DH pipe,

si-1i

• Rsn,1n resistance of the heat transmission of the external insulation material of the DH pipe,

sn-1n
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• T1,i Fluid temperature inside the feed tube

• T2,i Fluid temperature inside the return tube

• Tg1,i Temperature of the external wall of the feed tube

• Tg2,i Temperature of the external wall of the return tube

• Tb,i Temperature of the internal wall of the DH pipe

• Ts1,2,...n,i Temperature of the insulation layer 1,2,n

According to the figure, the heat is always transmitted from the inner of the tube to the outside and

from the hottest tube to the coldest one, both contained inside the DH pipe and surrounded by the

insulation material. Therefore, 2 new equations are obtained Tg1,i for the feed tube and Tg2,i for the

return tube :

(
∂ Tg1,i

∂ t

)
i
=

1

Cg

[
Tg2,i −Tg1,i

Rgg
+

Tb,i −Tg1,i

Rgb
+

T1,i −Tg1,i

R f g
+

Ag λg
(
Tg1,(i−1) +Tg1,(i+1)−2 Tg1,i

)
Δx2

]
(2.53)

(
∂ Tg2,i

∂ t

)
i
=

1

Cg

[
Tg1,i −Tg2,i

Rgg
+

Tb,i −Tg2,i

Rgb
+

T2,i −Tg2,i

R f g
+

Ag λg
(
Tg2,(i−1) +Tg2,(i+1)−2 Tg2,i

)
Δx2

]
(2.54)

In this case, all terms with subscript g represents the insulation material.

The heat balance generates the fifth equation:

Q̇Rbs1 = Q̇1 + Q̇2 (2.55)

Or, in other words,

Tb,i −Ts1,i

Rbs1
+

Tb,i −Tg1,i

Rgb
+

Tb,i −Tg2,i

Rgb
(2.56)

The last equation is obtained by considering the boundary condition of the heat flow that would be

accumulated if a cylinder of diameter db and uniform temperature Tb was buried in the ground at

the temperature Tamb.

Tb,i −Ts1,i

Rbs1
+

Tb,i −Tamb

Rbc
(2.57)

With Rbc as the heat flow resistance (boundary condition value).

Combining the equations (2.51), (2.52), (2.53), (2.54), (2.55), (2.57), integrating the temperature

along the time and grouping terms a system with 6 ecuations and 6 unknown variables T1, T2, Tg1,

Tg2, Tb, Ts1 is finally defined. :
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α(1)
1 T1,(i−1) +α(1)

2 T1,i) +α(1)
3 T1,(i+1) +α(1)

4 Tg1,i = β1 (2.58)

α(1)
1 T2,(i−1) +α(1)

2 T2,i) +α(1)
3 T2,(i+1) +α(1)

4 Tg2,i = β2 (2.59)

α(2)
1 T1,i) +α(2)

2 Tg1,(i−1) +α(2)
3 Tg1,i +α(2)

2 Tg1,(i+1) +α(2)
4 Tg2,i +α(2)

5 Tb,i) = β3 (2.60)

α(2)
1 T2,i) +α(2)

2 Tg2,(i−1) +α(2)
3 Tg2,i +α(2)

2 Tg2,(i+1) +α(2)
4 Tg1,i +α(2)

5 Tb,i) = β4 (2.61)

α(3)
1 Tg1,i +α(3)

1 Tg2,i +α(3)
2 Tb,i) +α(3)

3 Ts1,i = 0 (2.62)

α(4)
1 Tb,i) +α(4)

2 Ts1,i) = β6 (2.63)

The factors α and β are generated by gathering together different known terms, such as some

physical properties of the fluid, as well as several pipe characteristics.

Through the incidence matrix I referred to above 2.58 and the methodology explained by Nagler

[104], it is possible to calculate the temperature values in every point of the network and the their

evolution with respect to the time.

2.3.3 Other related projects

From here, there are many projects dedicated to the modeling and simulation of district heating

networks. In a first approximation, I. del Hoyo Arce and M. Rämä [107] developed a simplified

model for the thermal energy transport in DH networks using a library integrated in Modelica

software and applicable for Simulink. The library comprises detailed models of all the distribution

and consumption components commonly found in DH systems.

M. Vesterlund [108] faced the modelling of a real case study in Kiruna (Sweden), developing a new

integration method for complex DH systems containing loops and bottlenecks and analysing how

those situations affect the behaviour and the distribution path of the thermal energy of the network.

The article focuses on the use of a model that solves the problem without simplifying the existing

loops, without altering the original structure of the grid.

Subsequently, the same author also uses the MATLAB-Simulink environment in his article [109].

Using the same case study, the methodology detects those pipes in which the circulating heat flow

exceeds the levels recommended by the pipe manufacturers, as well as pressure and temperature

losses.

Previously, P. Jie [110] studied the dynamic characteristics of DH networks as a prerequisite for

the control strategy, distinguishing between a primary and a secondary network, like the Viennese

DHN. The study focuses on the determination of the lag time and the relative attenuation degree

of DH systems in heat exchange substations, which are parameters that characterize the dynamic

behaviour of a thermal network. Lag time is described as the time it takes for the water temperature

to change from the inlet to the outlet constant temperature. The Relative attenuation degree refers

to the temperature change in the inlet, corresponding to 1 ◦C in the outlet.

The peak-valley method was introduced to find the actual lag time, and the correspondent analysis

method was used to obtain the actual relative attenuation degree in the resolution process of the dy-

namic models. Both parameters are important for the management and operation of DH networks,
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and they will be further used for other authors like J. Zheng [111]. In this article, the thermal

dynamic operation of a DHN was analysed with an emphasis on simulating the dynamic temper-

ature distribution. Zheng carries out a new physical method for dynamic temperature simulation,

in which the function method takes into account various factors, such as flow time, heat capacity

of the pipe and heat losses. The method uses Fourier series expansion as the mathematical basis to

solve the transient energy equation. Further, the mentioned factors delay time and relative attenua-

tion degree were described to represent the time delay and heat losses, and were used to obtain the

temperature distribution of the network.

Going deep into the analysis of the dynamic behaviour of DH networks, H. V. Larsen [112] studies

their dynamic properties focusing on the water flow and heat propagation from the production

plants to the customers. In the line of Del Hoyo Arce’s work [107], Larsen develops a method in

which a fully described DH model is replaced by a simplified one, with the purpose of reducing the

simulation time. The problem is simplified by reducing the topological complexity of the original

network.

In recent years, new software tools are being used for the modelling and simulation of DH net-

works. G. Schweiger [113] presents a novel framework for representing and simplifying on-grid

energy systems as well as for dynamic thermo-hydraulic simulation of DHC systems. In this work,

robust models for simulation and continuous optimization are described, including a new method

to decompose a Mixed Integer Optimal Control (MILP) problem into two sub-problems, separating

the discrete part from the continuous. The comercial software Modelica is used in this project.

In the same line, B. Van Der Heijde [114] presents a thermo-hydraulic model for thermal grids

also implemented in Modelica. This project develops realistic models of the individual network,

representing the heat losses, gains, temperature propagation and pressure drops, and compares the

calculated values with real experimental data. Results are positive, and a good correspondence

between both environments is obtained.

The same author carries out a further job related with the topic [115], in which he describes an

accurate and simple model for fast simulation of DH networks. The author models the steady-state

thermal behaviour of twin DH pipes, presenting the mathematical derivations and assumptions

made in detail, focusing on calculate heat transfers, heat losses and dynamic temperature profiles.

The article reaches interesting conclusions, concerning how heat losses are nearly independent of

the mass flow rate in the range usually encountered in DH pipes.

More specifically, A. Dénarié [116] presents a new numerical approach to model the heat transmis-

sion over long pipes of DH networks, This model splits the thermal capacity of the water between

the turbulent core and the boundary layer, leading to a greater accuracy in comparison with the

finite-volume method and the node method.

Concerning the connection between thermal networks and thermal plants, V.D. Stevanovic [117]

develops a mathematical model for the prediction of thermal transients in DH systems, in order to

adjust the loads of CHP plants and pump stations with dynamic consumption needs during changes

of the outside temperature and other meteorological conditions.

Stevanovic’s model calculates the propagation of the temperature front, which meets well with the

real measured data at three consumer substations located at different distances from the thermal

plant.

Finally, D. Olsthoorn [74] and M. Leśko [118] elaborate about the modelling and optimization of
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DH networks in connection with thermal energy storage. Also S. Falkner [119] makes an important

contribution defining the complete model for a thermal storage stratified tank in connection with

the DHN.

2.3.4 Main Software Tools

There is a variety of commercial tools available to perform calculations and simulate thermo-

hydraulic grids and DH networks. These software tools are widely used for network planning

and off-design calculations, as well as for the determination of load flows in DH systems whose

characteristics and boundary conditions are given. The following table provides an overview of the

common software packages and their abilities.

software sewage DH gas hydraulic calculation thermal calculation

PSS R©SINCAL yes yes yes yes yes

STANET yes yes yes yes yes

Simplex no yes no yes yes

Bentley R©sisHYD yes yes yes yes yes

EPANET yes no no yes no

TERMIS no yes no yes no

SIR-3S yes yes yes yes yes

Table 2.1: Table of available softwares

2.3.5 Exergy analysis

Although both the concept of exergy and its application in thermal networks will be explained in

detail in the sections 4.2.4 and 4.2.5, a reference of the main studies concerning exergy and its use

is done here.

Previously in his article, Rezaie [3], revises several DH systems in combination with CHP plants

and includes the exergy analysis as an effective method to analyse the efficiency of thermal net-

works.

Concerning real case studies, Ozgener [120] presents a geothermal DH model with energy/exergy

assessment for a real installation in Izmir (Turkey). The study is carried out using actual system

data, in order to obtain energy and exergy efficiencies and quantify the exergy destruction in the

system by means of the exergy flow diagram.

Another work based on a pilot-project plant is Li’s project [121], which is consistent with the

4GDHN concept. In this paper, an energy-exergy analysis for a LTDHN is done. The supply/return

temperature is set at 55/25 ◦C, which agrees with a pilot plant constituted by 30 low energy resi-

dential houses located in Denmark. The system uses radiant floors and Low temperature radiators

to supply heating and domestic hot water to the consumers. Through a simulation, the overall en-

ergy and exergy efficiencies are calculated and the exergy losses for the major DH components are

identified. Based on the results, the author suggests to reduce those losses and increase the quality

match between consumers heating demand and DH supply.
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The temperature level has a great influence in the exergy value, as it is demonstrated in M. Gong’s

work [122]. In this paper, Gong shows how the exergy concept is applied in DH systems with

different temperature levels, with the aim of extend and simplify the use of the exergy concept when

comparing current and future temperature levels. The authors are based on the exergy utilisation

rate factor, which is defined as the quotient between the final exergy flow supplied to the consumers

and the exergy contained in the heat supply feed line. This concept will be also used along the

sections 4.2.4 and 4.2.5. The results of this work show that current temperature levels can be

reduced, and almost 2/3 of the exergy content in the heat supply input are lost in the heat distribution

chain.

Finally, Çomakli in his article [123] elaborates a simplified method to calculate exergy losses and

was applied in a real DHN case study in Atatürk University in Izmir (Turkey).

Several parts the text, pictures and tables described in this chapter; mainly sections 2.1 and 2.2,

are also included in the book “Urban Energy Systems for Low-Carbon Cities” [32], being Mario

Potente Prieto the author of these texts, images and other materials both in the aforementioned book

and in this doctoral thesis.



Chapter 3

Case Study

3.1 The Viennese District Heating Network

Figure 3.1: General Supply area and power plant sites around the federal district of Vienna [124]

[32].

90
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The Viennese energy system is based on centralized generation with several energy plants (gener-

ally CHP) feeding the main ring of the thermal network, defined as primary network. As shown

in Figure 3.1, in the federal district of Vienna and surroundings there are several energy sources,

ranging from thermal and cogeneration plants, eolic and photovoltaic parks and hydroelectric power

plants. The latter are very popular in Austria and are located in the federal state of Niederösterreich,

which is rich in forest areas and receives strong winds along the year. The diversification of energy

allows an efficient utilization of the resources depending on location and season of the year. With

an active energy efficiency policy in Vienna, there are currently 21.000 energy consultations per

year, 3 million tonnes of CO2 saved every year and green electricity guaranteed for 660.000 people

[124].

(a) Year 1969 (b) Year 1981

(c) Year 1989 (d) Year 2003

Figure 3.2: Evolution of the district heating network in Vienna [124] [32].

Initially, in 1969 no proper network existed. Only some decentralized heating plants were built

providing small local networks in Hütteldorferstraße, Inzersdorf, Kagran and Großfeldsiedlung. In

addition, two thermal plants (Arsenal, Hofburg) and the first waste incineration plant (Flötzersteig)

were built.

In 1981 the second incineration plant started (Spittelau), creating the central branch of the eastern

side of the Danube. The built network around the Kagran thermal plant extends along the western

margin, connecting both sides of the river. 8 years later, many of the decentralized plants are

dismantled, some of them reconfigured as combined cycles, constituting 8 heat and power plants

totally integrated with the district heating network. In addition, the third waste incineration plant is
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created, and a heat recovery plant located in Schwechat is built to utilize the excess heat from the

OMW refinery, situated 15 km apart from Vienna.

In 2003, two more plants were built: Inzersdorf and Donaustadt, allowing the extension of the

DHN on both sides of the south-western Danube and covering a length of 509 km for the primary

network and 475 km for the local secondary networks.

Figure 3.3: Actual DHN of Vienna [124] [32].

Currently, there are 11 operating thermal plants interconnected along a network covering 1192

km. It serves 336,902 users and 6602 major customers through 3758 substations and 5261 transfer

stations. The total installed capacity is 3285 MW, reaching a 36 % share in the heat market [124].

Hereby, some of the most important thermal power plants installed in Vienna are described. All of

them are actually working, linked to the DHN.

(a) CHP plant Donaustadt 3 (b) CHP-Biomass plant Simmering

Figure 3.4: Two of the CHP plants serving the DHN of Vienna [124] [32].
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The CHP plants are the most advanced since their technology is based on Rankine cycles, which

are able to generate simultaneously power and heat. The ratio between both forms of energy can

be modified according to consumer needs.

(a) MWIP & PL DH

plant Spittelau

(b) MWIP Flötzersteig (c) MWIP Pfaffenau

Figure 3.5: MWIP plants serving the DHN of Vienna [124] [32].

MWIP (Municipal Waste Incineration Plant): Garbage is collected and stored to be burnt mostly

for heat production. They use boiler technology and require a combustion gas treatment system, in

order to avoid the expulsion of harmful particles into the atmosphere.

(a) PL DH plant Arsenal (b) PL DH plant Inzersdorf

Figure 3.6: PL DH plants serving the DHN of Vienna [124] [32].

PL DH (Peak Load District Heating plants), or simply B (Boilers): These are exclusively dedicated

to meet heat consumption peaks appearing at certain times of the year, increasing high temperature

water flow. They operate using fossil fuels, especially natural gas or fuel. They are relatively small

and their operation is not very complex.

Table 3.1 shows total installed capacity as well as the total power generated (MW) for each of the

operating plants and energy source used. As it can be observed in both Table 3.1 and Figure 3.7,

most of the installed power corresponds to CHP plants and Peak load DH plants (44.7 % and 44.6

% respectively), which means that the thermal energy generated from fossil fuels still represents

almost a 90 % of the total amount.

In addition, in Figure 3.7 the right column represents the installed capacity; which is the maximum

amount of heat which could be obtained from the thermal plants operating at full load, while the

left column shows the actual percentages of utilization of the thermal plants for the year 2012 /

2013.
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Table 3.1: Breakdown of heat generation: Installed capacity.

Energy source Plant Power (MW)

Waste treatment

MWIP Spittelau 58

240

MWIP Flötzersteig 51

MWIP Pfaffenau 75

Simmeringer Haide 54

Biogas 2

Biomass CHP Biomass Simmering 37 37

Industrial Waste Heat
CHP OMV Reffinery 168

173
IWH Henkel 5

Combined Heat and Power

CHP Donaustadt 250

1370

CHP Leopoldau 170

CHP Simmering 1 450

CHP Simmering 2 150

CHP Simmering 3 350

Peak Load DH Plants

B Leopoldau 230

1464

B Spittelau 340

B Arsenal 340

B Kagran 200

B Inzersdorf 340

B Wilhelminenspital 14

Total installed capacity = 3284
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Figure 3.7: Breakdown of the heat generation [124] [32].
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Figure 3.8: Breakdown of the heat generation, Profile for the years 2012/2013 [124] [32].

The maximum consumption values during the months of January, February, March and April, par-

tially satisfied by the Peak Load district heating plants. At certain times, resorting to boilers is

better since their start-up and operation is faster and more flexible than CHP plants.

Once the water is heated in the thermal power plants, it is sent to the main piping network, called

primary network, whose temperature varies between 90 and 150 ◦C at pressures levels higher than

atmospheric pressure.

The hydraulic pumps are located after the thermal plants keeping the water pressure at least at 5 bar.

Depending on the geodetic situation of several buildings, it could reach up to 15 bar or even more.

At the same time, control and security systems avoid steam production or cavitation anywhere in

the network.

The pipes are isolated and made of steel, which is the right material to withstand the high pressures.

The primary network works as an energy source and sink at the same time, and it is connected to

the different substations which are partially linked to the secondary networks: Consequently, the

mentioned primary network will have a high mass flow, leading to a strong thermal inertia.

From the ecological point of view, there are benefits obtained when choosing a thermal network

instead of individual installations:

• Comparing network connected and non-connected buildings, approximately 1.9 Millions of

tons of CO2 emissions are avoided every year by district heating in Vienna

• District heating in Vienna is ∼ 75 % more efficient than comparable heating systems.

• Without district heating the primary energy demand would be 42 % higher. Greenhouse gas

emissions (GHG) would increase by 52 %.

On the other hand, DH systems have several weak points, especially considering the economic

point of view:

• High gas prices and low electricity prices make gas fired CHPs uneconomic
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• DHN expansions have to be focused on areas with high heat demand density. Extending the

network to low population areas is not economically affordable.

• Existing trends towards decentralized heat production, for example gas fired boiler houses

combined with solar heat.

Several actions are considered, in order to improve the operation and increase thermal network

efficiency:

• Upgrading from boiler to CHP technologies, improving internal Rankine cycles, trying to in-

crease versatility and energy efficiency. In short, the idea is introducing new heat production

ratios versus electricity and vice versa, depending on the energy prices and consumer needs.

• Network’s operation:

Considering the well-known expression 3.1:

Q̇ = ṁDH ·Cp · (TDH f eed −TDH return) (3.1)

Since ṁDH is the mass flow of DH water (kg/s), Cp is the thermal capacity of the thermal flow

at constant pressure (J/(kg K)), TDH f eed and TDH return are the feed and return temperatures

of the DHN.

If the heat flow is required to be increased, there are two possible operation strategies:

– Keep the ṁDH constant, and modify ΔT , either increasing TDH f eed or decreasing TDH return,

the aim is increasing the temperature difference, raising in turn the supplied heat flow.

This option is unrealistic from the operational point of view, because it is easier to

satisfy peak heat demands by increasing mass flows than manipulating temperatures.

– Using the ṁDH as a manipulable variable, and reducing TDH return as much as possible.

Therefore, ΔT increases and ṁDH can be reduced as well, saving electricity for the

hydraulic pumps.

In order to reduce the return temperature, replacing radiators by radiant floors is a pos-

sible option to be considered. However, it could be possible that the building has to

be improved in order to reduce its heat demand, due to the limited maximum heat flow

supplied by the radiant floors. Other possibilities, like heat pumps in combination with

DHN are also available (see section 3.3).

• Combining the actual district heating network with other technologies, like decentralized

heat pump systems, generating a temperature increase in certain chosen points of the district

heating network (see section 2.2)

• Inclusion of energy storage tanks, to meet the heat demand peaks at certain times of the year

• There are actual projects related to geothermal energy, using the available heat contained in

the underground water (see section 2.2.1)



CHAPTER 3. CASE STUDY 97

3.2 The case study

3.2.1 General description (System substation-pipeline-buildings):
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Figure 3.9: General diagram of Girasolstrasse’s DHN. [32]

In global terms, the Viennese district heating network is composed of two parts. Firstly, the primary

network, which transports a large mass flow of high temperature water (between 90 and 150 ◦C)

from the thermal plants to the district general substations (in technical terms of Wien Energie called

GUFO, by their name “Gebietsumformerstation” in German).

Secondly, the local networks (also known as secondary networks, see 3.3), which connect each

general substation with the buildings. The temperature of the local networks is regulated in the

above-mentioned substations using the hot water flow coming from the primary network. The

pressure is also regulated there.

The case study considered here concerns a local network located in the district of Meidling, in

south Vienna. There are 21 buildings with 18 substations as the point of heat exchange (not mass)

between the secondary local heating network and the thermohydraulic network inside the dwellings.
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Mainly plate heat exchangers are used in the substations: they are compact reduced size devices,

recommended for water as heat carrier with temperatures below 100 ◦C. Total heating surface =

61957,52 m2

The number of buildings and the number of substations are not coincident; this is because there are

classified three types of buildings:

• primary buildings: they have their own substation, that is to say, a heat exchanger thermally

linked to the local network

• secondary buildings: they have their own substation, but do not receive the DH water directly

from the network, but from the primary buildings

• slave buildings: they do not have any substation and are connected to the primary buildings.

During the calculation they are considered as part of the primary buildings.

Most of the buildings studied are residential family dwellings which include heating and domestic

hot water services. There is a building with special features that is only equipped with a heating

service. This distinction is important since not all buildings have the same purpose.

Taking into account all those considerations, the buildings have been classified defining the table

A.1. In the other hand, all pipes present in the local grid must be classified as well. Basically

there are two principal pipes, feed (H) and return (C), appearing from the general substation and

ramifying, shaping a typical tree configuration (see section 2.3.2). Obeying this classification, the

tables A.2, A.3 and A.4 are built.
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3.2.2 Internal configuration of the buildings

The buildings are the consumption points where all district heating branches end. Their hydraulic

networks and internal facilities are important sources of energy and exergy losses. This is why this

study is not only limited to calculating and analysing the pipeline of the network but also entering

the buildings and studying their energetic and exergetic performance, as it will analysed in the next

chapters.

Not all flats sharing the same building are connected to the network, as appears in the figure 3.10.
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Figure 3.10: General diagram for standard residential buildings. (∗) Only in some cases, a heat

exchanger is installed between the DH network and radiator’s pipeline system. [32].

There are three different possibilities or combinations to meet the needs of heating and hot water

depending on the energy source used. Namely:

• 1st modality : consumers using DHN for both services, having either radiators or radiant

floors installed
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• 2nd modality : consumers using DHN only for heating. Domestic hot water is produced by

electric/gas boilers.

• 3rd modality: these consumers are not connected to the DHN.

In practice, only those users connected to the district heating network will be taken into account,

so that the apartments are not simulated as isolated elements, but the building as a whole object or

unit.
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Figure 3.11: Simplified diagram of a residential building (heat exchanger considered in the heating

branch) [32], Source: FERNWÄRME WIEN GmbH, Wien Energie [125]. With DHWC = Do-

mestic Hot Water for Consumption. The diagram shows the following control and instrumentation

loops: (1) Control system of the returning flow of water to the DHN depending on the three tem-

peratures measured: outside the building (2 and 6), in the radiator’s feed (3) and in the returning

flow (4). (5) A higher precision temperature control system is possible, by mixing part of the return

water with the supply water in the radiator circuit. (7) Recirculation system for instant consumption

of hot water.

Figure 3.11 shows the hydraulic network installed in most of the buildings, in which two branches

are distinguished; one for heating and another for domestic hot water. Each branch has its own

heat exchanger. The main function of the heat exchangers is preparing the water for the service

temperature by exchanging heat with the water coming from the DHN, which is necessary for the

hot water branch since it is potable water. Of course, it cannot have any contact with the water

coming from the network.
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3.2.3 Internal configuration and operation of the substation
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Figure 3.12: Simplified diagram of the GUFO substation [32], Source: FERNWÄRME WIEN

GmbH, Wien Energie. The diagram shows the following control and instrumentation loops: (1)

Temperature set point dependant from the external temperature (2), ruled by the heating curve.

(3) Principal control system, regulating the mass flow of return DH water from the primary and

secondary network.

The substation is where all necessary devices for energy exchange between primary and secondary

networks are installed. The objective is to produce heating and hot water to cover the consumers

needs. Each substation normally contains two heat exchangers installed in parallel, as appears in

the above picture (Figure 3.12).

Regarding temperature regulation, a linear mathematical function is used, through which it is possi-

ble to calculate the temperature of the feed stream DH water depending on the external temperature.
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Figure 3.13: Heating curve for the primary network. [32], Source: FERNWÄRME WIEN GmbH,

Wien Energie [126].

• Highest value = 145 ◦C , corresponding to the coldest external temperature condition: -15◦C.

• Lowest value = 80 ◦C, corresponding to 12◦C of ambient temperature. Above this ambient

temperature the value 80◦C keeps constant.

For local networks, the heating curve described is the following:
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Figure 3.14: Heating curve for the secondary network. [32], Source: FERNWÄRME WIEN

GmbH, Wien Energie [126].

• Highest value = 90◦C, corresponding to -15 ◦C ambient temperature.

• Lowest value = 63◦C, corresponding to an external temperature of 4 ◦C. From there onward

the value of 63 ◦C remains constant.

Other important considerations at operation level, related with temperature management [126]:
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• Flow Temperatures: The minimum flow temperatures specified in the heating curves are

guaranteed by the district heating and must be used for dimensioning. The maximum flow

temperatures at the secondary side can temporarily happen and must always be managed

by the customer. On the primary side, very small volume flows can happen, leading to

temperature fluctuations in the secondary flow.

• Design temperatures from radiators: For newly constructed objects with a specific heating

demand � 50 kWh/(m2 a) (energy certificate class B or better), feed temperature to radiators

is limited to 60◦C flow temperature. Respect to distribution losses for energy efficient heating

systems, this results in a standard design of 60/40. Similar values are also a pre-requisite for

the economic operation of condensing boilers and heat pumps, corresponding to the state-of-

the-art technologies.

• Return temperatures from radiators: The return temperatures to be adhered depend on the

building substance. Generally, the lowest possible design temperature is desirable. Higher

temperatures are only permitted for existing properties with poor thermal insulation (histori-

cal buildings, old residential public dwellings, etc). The used characteristics are the transfer

coefficient “U-value” as an average value of the building envelope and the annual heating

demand according to the energy certificate (as a measure of the quality of the thermal insula-

tion).

• Return temperatures from domestic hot water branch: The specified maximum return tem-

perature does not apply to the pure recirculation operation. For this time without hot water

extraction and no storage charge, a return temperature of up to 3 K higher than the circulation

temperature is allowed.

• Storage tanks: By using a storage tank, the return temperature of the domestic hot water

branch system should not be raised. Basically, a buffer should dampen the daily, house-side

load peaks. In addition, the charge must not be made at the time of the daily peak perfor-

mance. Concerning Legionella issues, it is important to know that from a certain outdoor

temperature (usually around 16◦C) the temperature should never fall below 60◦C. Legionella

bacteria are able to grow in water systems in contact with air at medium to high temper-

atures, specially if the water is stored, remaining in a tank or any similar configuration ,

obeying Austrian regulation [101] and [102]

With reference to pressure regulation, the case study follows a clear tree structure, with the substa-

tion as starting point followed by a main stream (Figure 3.15, FH), which divides off in such a way

that each consumption point has its own branch, one stream for feed and the other for return. This

hydraulic system and its components are easily explained by the following diagram:
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Figure 3.15: Hydraulic system of the secondary network. [32].

Following previous explanations concerning pressure control in hydraulic networks (see figure

2.54), the hydraulic balance is defined:

Delta P (Pa)

Length (m)

(1)

(7)

(5)

(4)

(3)
(2)

alpha

RETURN DH WATER 

HOT DH WATER

Figure 3.16: Hydraulic balance calculation. [32].

The minimum pressure of the system (Figures 3.15 and 3.16, point 1; PSET POINT = 3 bar), is fixed

using an unpressurised tank with pump and overflow rate.

In the next step, the main hydraulic line is established: it links the impulsion point of the pump

(Figures 3.15 and 3.16, point 2, PDISCHARGE) with the last building of the network (Figures 3.15
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and 3.16, point 5; PFEED LAST BUILDING). In this way, the length of the pipe to be taken into account

when calculating pressure losses (Δ PFEED LINE) is defined.

In between, there is a short pipe called FBC connecting the hydraulic pump with the heat exchanger

(Figures 3.15 and 3.16, points 2 and 3), giving rise to certain pressure losses (ΔPPIPE FBC). The

abovementioned heat exchanger also generates pressure losses (Figures 3.15 and 3.16, points 3 and

4; ΔPHEAT EXCHANGER SUBSTAT ION).

The water flows through the entire length of the line, reaching the last consumption point (Figures

3.15 and 3.16, point 5, PFEED LAST BUILDING), going into the building substation and losing pressure

as it crosses through the heat exchanger (Figures 3.15 and 3.16, point 7, PRETURN LAST BUILDING,

generating ΔPHEAT EXCHANGER LAST BUILDING.

On the way back, the fluid crosses the pipes in the opposite direction, returning to point 1.

PDISCHARGE = PSP +ΔPRL +ΔPHE−LB +ΔPFL +ΔPPIPE FBC +ΔPHE−S (3.2)

Since PDISCHARGE is the discharge pressure after the hydraulic pump, PSP is the set point pressure

(minimum pressure of the system), ΔPRL is the pressure loss of the return line, ΔPHE−LB is the

pressure loss of the heat exchanger of the last building, ΔPFL is the pressure loss of the feed line,

ΔPPIPE FBC is the pressure loss of the FBC pipe, ΔPHE−S is the pressure loss of the heat exchanger

inside the general substation.

α =
ΔP
L

(3.3)

The angle α represents the relation between the pressure losses and the length for each element.
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3.3 Studied Scenarios

After describing how the Viennese DHN works and the case study, we proceed to define and explain

all the new hypotheses studied. Each of them constitutes a new configuration of the network for

the aforementioned case study, which implies changes such as replacing some technologies with

others, adding new devices connected to the network, or directly removing certain installations.

3.3.1 Scenario 1
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Figure 3.17: SCENARIO 1. Current situation.

• No modification in any building or installation

• Existing heating facilities: radiators

• Temperature regulation by the heating curve (see figure 3.14)

• Hot water production follows Austrian technical regulation ÖNORM B 5019 [102], estab-

lishing hot water for human consumption at 60 ◦C
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3.3.2 Scenario 2
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Figure 3.18: SCENARIO 2. Basic refurbishment.

• The radiators are substituted by heated floors for all the buildings

• DHN water temperature changes to 65 ◦C, constant for all the year

• Domestic hot water at 60 ◦C

3.3.3 Scenario 3
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Figure 3.19: SCENARIO 3. Basic refurbishment for LTDHN.

• The radiators are substituted by heated floors for all the buildings

• DHN water temperature changes to 40 ◦C, constant for all the year (LTDHN)

• Domestic hot water at 60 ◦C

• In order to satisfy hot drinking water service, the temperature of network water needs to

be increased from 40 to 63 ◦C, Therefore, a heat pump must be simulated, which will be

connected next to the hot water heat exchanger
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3.3.4 Scenario 4
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Figure 3.20: SCENARIO 4. Basic refurbishment and central heat pump in the substation.

• The radiators are substituted by heated floors for all the buildings

• DHN water temperature changes to 65 ◦C, constant for all the year

• Domestic hot water at 60 ◦C

• The heat exchanger of the general substation is replaced by a central heat pump

• The primary network is replaced by an anergy grid (e. g. river water, ground) to feed the heat

pump

3.3.5 Scenario 5
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Figure 3.21: SCENARIO 5. Individual heat pumps for heating without refurbishment.

• DHN water temperature changes to 65 ◦C, constant for all the year
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• Domestic hot water at 60 ◦C

• To satisfy high radiator temperatures for non-refurbished Viennese buildings, an increasing

DHN water temperature from 65 to 90 ◦C is required. Therefore, a heat pump must be

simulated, which will be connected next to the heating heat exchanger

3.3.6 Scenario 6
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Figure 3.22: SCENARIO 6. Central heat pump without refurbishment.

• Temperature regulation by the heating curve (see figure 3.14, same as scenario 1)

• Domestic hot water at 60 ◦C

• The heat exchanger of the general substation is replaced by a central heat pump

• The primary network is replaced by an anergy grid (e.g. river water, ground) to feed the heat

pump
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3.3.7 Scenario 7
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Figure 3.23: SCENARIO 7. Refurbishment installing reversible heat pumps for heating/cooling.

• The radiators are substituted by heated/cooled floors for all the buildings

• DHN water temperature changes to 65 ◦C, constant for all the year

• Domestic hot water at 60 ◦C

• To satisfy heated floors requirements for both warm and cold seasons, a reversible heat pump

is installed. For cold seasons, the heat pump’s evaporator extracts anergy from an external

air or water source. For warm seasons, the heat pump’s condenser turns into a simple heat

exchanger, reducing radiant floor’s temperature by exchanging heat with an external fresh

water stream (12 ◦C or lower)
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3.3.8 Scenario 8
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Figure 3.24: SCENARIO 8. Refurbishment with no DH.

• The radiators are substituted by heated/cooled floors for all the buildings

• In this case, there is no DHN

• Domestic hot water at 60 ◦C

• To satisfy hot water requirements, a heat pump; which uses a low temperature heat source, is

installed.

• To satisfy heated floors requirements for both warm and cold seasons, a reversible heat pump

is installed. For cold seasons, the heat pump’s evaporator extracts anergy from an external

air or water source. For warm seasons, the heat pump’s condenser turns into a simple heat

exchanger, reducing radiant floor’s temperature by exchanging heat with an external fresh

water stream (12 ◦C or lower)

The text, pictures and tables described in this chapter (specially sections 3.1 and 3.2) are also

included in the book “Urban Energy Systems for Low-Carbon Cities” [32], being Mario Potente

Prieto the author of these texts, pictures and other materials.



Chapter 4

Background

4.1 Defining Thermodynamic Systems and Variables

Due to the great complexity of the thermal networks and their large number of variables and pa-

rameters, it is necessary to delimit the boundaries of the thermodynamic systems and their corre-

sponding mass, energy and exergy balances. In this way, the system will be subdivided into three

fundamental areas with all the variables grouped. The end goal is to understand the behaviour of

the DHN from the beginning (substation) to the final consumers (in the buildings).

Based on the information explained in sections 3.2.2 and 3.2.3, the operation of the system is

defined, generating the following diagram:

SECONDARY
NETWORK

PRIMARY
NETWORK

HYDRAULIC
PUMP

SUBSTATION

BUILDING WITH 
HOT WATER + HEATING 

BUILDING

Figure 4.1: Detailed diagram showing the main variables for a local DHN

Which is translated into three independent subsystems and variables, including the corresponding

links and connections:

112
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THERMODYNAMIC
SYSTEM:

BUILDINGS

INPUTS OUTPUTS

THERMODYNAMIC
SYSTEM:

NETWORK

THERMODYNAMIC 
SYSTEM:

SUBSTATION

(*)

INPUTS OUTPUTS INPUTS OUTPUTS

Figure 4.2: Division of the DHN into three thermodynamic systems, with their corresponding

variables. (�) Although the substation subsystem is defined and appears in the figure, it has been

considered in the calculations only in a partial way.

The terms of both figures 4.1 and 4.2 are hereunder explained:

Variables:

• T as the Temperature

• ṁ as the Mass flow

• Q̇ as the Heat flow

• Ėx as the Exergy flow

• Ẇ as the Work flow

Subindexes:

• DH1 as the Primary District Heating

• DH2 as the Secondary District Heating

• DHS as the District Heating Side, before the heat exchanger

• CS as the Client Side, after the heat exchanger

• r as the Return line

• HW as the Hot Water Branch

• H as the Heating Branch

• i as the identifier number for each building
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Due to the new scenarios raised in which heat pumps are included in the system (see section 3.3),

new variables have to be considered:

BUILDING WITH 
HOT WATER + HEATING + HEAT PUMPS

SECONDARY 
NETWORK

HYDRAULIC 
PUMP

SUBSTATIONBUILDING

HP

HP

PRIMARY / 
ANERGY

NETWORK

HP

Figure 4.3: Detailed diagram extended, showing the main operation and thermodynamic variables

for a local DHN

In this case, the terms of the figure 4.3 are hereunder explained:

Variables:

• Ḃ as the anergy flow

Subindexes:

• HP as the heat pump

• AN as the anergy Network

• sub as the substation

Again, the three independent subsystems and variables are defined, including the corresponding

links and connections:
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THERMODYNAMIC 
SYSTEM:

BUILDINGS

INPUTS OUTPUTS

THERMODYNAMIC
SYSTEM:

NETWORK

THERMODYNAMIC
SYSTEM: 

SUBSTATION

INPUTS OUTPUTS INPUTS OUTPUTS

(In case off heat 
pumps installed)

(In case off heat 
pumps installed)

(In case off heat 
pumps installed)

Figure 4.4: Division of the DHN into three thermodynamic systems, with their corresponding

variables, heat pumps included

4.2 Main Equations

The behaviour of a thermal network can be described by a set of calculated variables resulting

from applying hydraulic, energy and exergy balances. For example, to meet certain heat demand

objectives, the system will adapt itself modifying variables such as DH water mass flow, feed

temperature or return temperatures, and influencing in turn other variables such as heat losses or

destroyed exergy. Each modification influences the hydraulics of the system and, at the end, the

final efficiency of the overall installation.

The efficiency is another important indicator related to the behaviour of the system. It is defined

as the ratio between supplied and incoming energy/exergy flows. This incoming energy may come

either from a production stage or from an intermediate point in the network (heat exchanger, sub-

station etc). Energy and exergy losses are considered to be a valid way to measure the performance

of thermodynamic systems.

4.2.1 Global Mass Balance

Once the boundaries of the different thermodynamic systems have been delimited; and before rais-

ing any type of energy or exergy balance, it is necessary to quantify the mass flows at all points of

the network. These values are not constant throughout the year, they can vary depending on the

heat demand consumed in each building through the fundamental equation:

Q̇ = ṁ Cp (Tf eed −Treturn) (4.1)

From which the two equations for each branch of service inside the building are obtained (see

Figure 4.1):
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Q̇DHS HW i = ṁDHS HW i Cp (TDHS i −Tr DHS i) (4.2)

Q̇DHS H i = ṁDHS H i Cp (TDHS i −Tr DHS i) (4.3)

Therefore, the mass flow (ṁ) will be considered as dependent variable of the energy demand,

which will determine the operation of the simulation as we will see in chapter 5.2. In this way, the

following equations are obtained:

• Mass balance for each building i:

ṁDHS i = ṁDHS HW i + ṁDHS H i (4.4)

• Global mass balance:

ṁDH2 =
n

∑
i

ṁDHS i =
n

∑
i
(ṁDHS HW i + ṁDHS H i) (4.5)

4.2.2 Global Hydraulic Balance

The overall hydraulic or pressure balance has already been described in the equation (3.2):

PDISCHARGE = PSP +ΔPRL +ΔPHE−LB +ΔPFL +ΔPPIPE FBC +ΔPHE−S (4.6)

With the respective equations to calculate the pressure drop for both branches:

ΔPRL =
n

∑
i

ΔPRL PIPE i (4.7)

ΔPFL =
n

∑
i

ΔPFL PIPE i (4.8)

This balance will define the hydraulic pump model (hydraulic pump block). The estimation of the

different pressure drops is explained in the pipe model (DH pipe block). Both models will appear

later in section 4.3.4.
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4.2.3 Global Energy Balance

From here, each balance is applied to its corresponding thermodynamic system, obtaining the fol-

lowing equations:

• Substation:

Q̇losses SUBSTAT ION = Q̇DH1 − Q̇DH2 (4.9)

ηENERGY SUBSTAT ION =
Q̇DH2

Q̇DH1

(4.10)

• Network

Q̇losses NETWORK = Q̇DH2 +ẆDH2 −
n

∑
i

Q̇DHS i (4.11)

ηENERGY NETWORK =
∑n

i Q̇DHS i

Q̇DH2 +ẆDH2

(4.12)

• Buildings

Q̇losses BUILDINGS =
n

∑
i

Q̇DHS i −
n

∑
i

Q̇CS HW i −
n

∑
i

Q̇CS H i (4.13)

ηENERGY BUILDINGS =
∑n

i Q̇CS HW i −∑n
i Q̇CS H i

∑n
i Q̇DHS i

(4.14)

It has been assumed that the heat exchangers in the buildings and in the substation are totally

isolated; thus, heat losses are negligible in those cases. However, although the pipes are isolated

and buried, there are certain pipeline heat losses that must be taken into consideration. Therefore,

only equations 4.11 and 4.12 are considered.

4.2.4 Exergy Method

It seems logical to affirm that energy balance and energy efficiency must be considered when eval-

uating the efficiency of a given thermodynamic system, but why is the exergy balance included

in these studies as well? Why is the destroyed exergy so important to evaluate the efficiency of a

thermal system?

Essentially, exergy refers to the potential utility of a particular energy source. It is also defined as

the maximum theoretical work that could be obtained from the interaction between a certain ther-

modynamic system and the reference environment. If the state of a quantity of matter is different

from that of the environment, there will be the possibility of producing work. As the system evolves

towards equilibrium with the environment, this possibility will be reduced [127]. In other words,
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exergy is the work available to be used. After the system and surroundings reach the equilibrium,

the exergy value is zero [128].

The “reference” is related to a portion of the environment whose intensive properties do not change

significantly as a result of any thermodynamic process. In this study, “reference environment” to

the DHN is the existing air inside the trench where the pipes are installed. It is considered as a

constant value, T0 = 281.15 K.

To calculate the exergy flow attached to the different constituent elements of a DHN, it is neces-

sary to first define the different forms of exergy and their expressions, obtained in turn from the

bibliographic sources [127], [129] and [130].

• Exergy of a closed system:

A closed thermodynamic system does not exchange mass, but rather, energy flow with the

environment. The following expression is obtained:

Ex = mcv

[
(U −U0)+P0(V −V0)−T0(s− s0)+

c2 − c2
0

2
+g (z− z0)

]
(4.15)

With Ex as the exergy of the system, mcv as the mass in the system, U representing the

specific internal energy of the mass in the system, V the specific volume of the mass in the

system and s as the specific entropy of the mass in the system. Sub-index 0 represents the

correspondent variable (U0, V0, h0, s0) at reference pressure and temperature conditions (P0,

T0), whose will be explained later.

Neglecting the variations of kinetic and potential energy, the expression remains:

Ex = mcv [(U −U0)+P0(V −V0)−T0(s− s0)] (4.16)

• Exergy associated to a mass flow:

In this case, the system is a fixed volume through which a certain flow of matter flows in the

form of a current, generating an exergy flow Ėx and giving rise to the following expression:

Ėx = ṁcv [(h−h0)−T0(s− s0)] (4.17)

Since ṁcv is the mass flow crossing the control volume by time unit, and h is the specific

enthalpy of the mass flow. Again, the variations of kinetic and potential energy are neglected.

• Exergy transfer associated with a heat flow:

This is the maximum usable theoretical work ĖxQ that could be obtained from the stated heat

when it is exchanged with the environment. It is strongly related to Carnot’s performance.

ĖxQ =
∫ 2

1

(
1− T0

TF

)
dQ̇ (4.18)

With TF as the temperature at the external boundary of the thermodynamic system.
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• Exergy transfer associated with work:

This is the maximum usable theoretical work ĖxW = Ẇuse f ul,max in a thermodynamic process

associated to the work flow Ẇ .

• Exergy yield:

It is defined as the quotient between the exergy which leaves the thermodynamic system and

is used for the user and the total exergy provided to the system:

ηEX =
Use f ul exergy f inally supplied to the consumers

Total supplied exergy
(4.19)

The principal exergy balances applied to the different thermodynamic systems are constituted be-

low.

• Exergy balance for a closed thermodynamic system:

CLOSED THERMODYNAMIC 
SYSTEM

Figure 4.5: Exergy balance for a closed thermodynamic system

As appears in figure 4.5, the closed thermodynamic systems moves from the initial state

(STATE 1) to the final state (STATE 2). There is no exchange of mass, but the system

exchanges energy with the environment, giving rise to the expression below:

Ex2 −Ex1 =
∫ 2

1

(
1− T0

TF

)
dQ+W −T0 mcv σ (4.20)

with σ as the internal entropy generation term and Ex1 and Ex2 as the exergy of the system

in the initial and final state, respectively.

This is the exergy balance expression for a control volume, which shows how the exergy

varies when the system evolves from STATE 1 to STATE 2. Exergy increases in the following

cases:

1. By receiving usable work, which is complete exergy

2. By receiving heat flow, which has only one part which contributes to the exergy
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And decreases by the internal entropy generation [127].

Therefore, equation 4.20 is simplified:

Ex2 −Ex1 = ExQ +ExW −ExD (4.21)

With ExD = T0 mcv σ as the term relative to destroyed exergy. Solving ExD:

ExD = Ex1 −Ex2 +ExW +ExQ (4.22)

Calculating the exergy efficiency:

ηEX =
Ex2

Ex1 + supplied Exergy (ExQ,ExW )
(4.23)

• Exergy balance associated to a non-steady state open thermodynamic system:

OPEN THERMODYNAMIC 
SYSTEM

Figure 4.6: Exergy balance associated to a non-steady state open thermodynamic system

There is accumulation of mass inside the system. It could be possible that the system ac-

cumulates mass, energy or exergy but those variables are not necessarily coupled. From

equation 4.20 the balance is obtained:

n

∑
j=1

∫ 2

1

(
1− T0

TF

)
dQ j +Wrev +Wirr + ∑

n inputs
(ṁin exin)− ∑

n out puts
(ṁout exout)− ĖxD =

d Ex
dt

(4.24)

With j as the subscript related to each heat exchange point between the system and the

environment, Wrev as the reversible work transported into the system, Wirr as the irreversible

work transported into the system, and exin and exout are the specific exergy values relative to

the pressure and temperature for each stream with respect to the reference values, defined by

the following equations:

exin = hin −h0 −T0(sin − s0) (4.25)

exout = hout −h0 −T0(sout − s0) (4.26)
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To simplify calculations, for steady state system the exergy flow associated with each stream

is directly raised, subtracting the input minus the output, resulting in the expression:

Ėxstream = ṁstream in exin − ṁstream out exout (4.27)

In case of steady-state system, which will be explained later, the equality is written as it

follows:

ṁstream in = ṁstream out (4.28)

Hence, the following expression is defined for steady-state system:

Ėxstream = ṁstream (exin − exout) (4.29)

Expressing equation 4.24 in simplified form and clearing ExD:

ĖxD = ∑
n inputs

Ėxin − ∑
n out puts

Ėxout + ĖxW +
n

∑
j=1

ĖxQ − d Ex
dt

(4.30)

Simplifying even more:

ĖxD = Ėxin − Ėxout + ĖxW + ĖxQ − d Ex
dt

(4.31)

And calculating Exergy efficiency:

ηEX =
Ėxout +

d Ex
dt

Ėxin + supplied Exergy(ĖxQ, ĖxW )
(4.32)

Where ṁstream in and ṁstream out are the input and output mass flows entering or leaving the

control volume, and d Ex
dt is the accumulation of exergy inside the control volume.

• Exergy balance associated to a steady state open thermodynamic system:

OPEN THERMODYNAMIC 
SYSTEM

Figure 4.7: Exergy balance associated to a steady state open thermodynamic system

There is no mass variation inside the control volume, from the 4.20 the following expression

is obtained:
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n

∑
j=1

∫ 2

1

(
1− T0

TF

)
dQ j +Wrev +Wirr + ∑

n inputs
(ṁin exin)− ∑

n out puts
(ṁout exout)− ĖxD = 0 (4.33)

In the same way as before, the expression 4.33 can be simplified:

ĖxD = ∑
n inputs

Ėxin − ∑
n out puts

Ėxout + ĖxW +
n

∑
j=1

ĖxQ (4.34)

Simplifying even further:

ĖxD = Ėxin − Ėxout + ĖxW + ĖxQ (4.35)

And calculating the Exergy efficiency:

ηEX =
Ėxout

Ėxin + supplied Exergy(ĖxQ, ĖxW )
(4.36)

Once all equations are theoretically described, this theory must be applied to all those main

systems related to DH networks, defining a set of expressions which constitute the exergetic

method.

Applying the previous theoretical balance to our real systems, the following expressions are ob-

tained:

• Exergy balance for a heat exchanger:

The heat exchanger is considered as an open steady state thermodynamic system that ex-

changes matter and thermal energy. It is applied to all types of substations, and, in general,

to all kinds of heat exchange points.

OPEN THERMODYNAMIC 
SYSTEM

(

Figure 4.8: Exergy method applied to a heat exchanger.
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Subscripts hs and cs are the hot and the cold side of the heat exchanger, T0 = 8◦C as the

reference temperature, corresponding to the average temperature of the trench where the DH

pipes are installed, and TF = 13◦C is the external temperature of the boundary that delimits

the thermodynamic system, corresponding to the DH substations where the heat exchangers

are located. During the calculations, both temperatures have to be expressed in K. The exergy

balance applied to this system will be the one corresponding to the equation 4.35, following

the sign criterion corresponding to Figure 4.8.

ĖxD = Ėxhs − Ėxcs + ĖxW + ĖxQ (4.37)

Ėxhs > 0, inlet to the control volume

Ėxcs > 0, outlet from the control volume and is useful to the user.

ĖxW = 0, no work transferred to the system.

ĖxQ = 0, heat losses are leaving the control volume and are useless.

Where:

Ėxcs = ṁcs · (excs f eed − excs return) (4.38)

Ėxhs = ṁhs · (exhs f eed − exhs return) (4.39)

From equation 4.18 and assuming that the heat exchanger is totally isolated (Q̇losses = 0),
ĖxQ is calculated:

ĖxQ =
∫ 2

1

(
1− T0

TF

)
dQ̇ =

(
1− 8+273.15

13+273.15

)
·0 = 0 (4.40)

In this case, dQ̇ = Q̇losses = 0

Finally, the exergy balance for the heat exchanger will be:

ĖxD = Ėxhs − Ėxcs (4.41)

Calculating the exergy efficiency:

ηEX =
Ėxcs

Ėxhs
(4.42)
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• Exergy balance for a pipeline network:

OPEN THERMODYNAMIC SYSTEM 

(

Figure 4.9: Exergy method applied for a DHN pipeline system.

The pipeline network is considered as an open steady-state thermodynamic system that ex-

changes mass and heat with the environment. It is applied to the entire pipe and branches

segment located between substations (see 4.9).

Taking T0 = 8◦C as the reference temperature, corresponding to the average temperature of

the trench where the DH pipes are installed, which means that, in this case, T0 and TF have

the same value.

The exergy balance applied to this system will be modified for a single mass input and several

outputs, following the sign criterion corresponding to Figure 4.9:

ĖxD = ĖxDH2 −
n out puts

∑
i=1

ĖxDHS i + ĖxW + ĖxQ (4.43)

ĖxDH2 > 0, as inlet to the control volume

∑n outputs
i=1 ĖxDHS i > 0, outlet from the control volume and is useful to the user.

ĖxW > 0, an input to the control volume, as power for the hydraulic pump.

Where:

ĖxDHS i = ĖxDHS f eed i − Ėxr DHS i (4.44)

ĖxDH2 = ĖxDH2 f eed − Ėxr DH2 (4.45)

Again, based on equation 4.18 and considering the values T0 and TF, ĖxQ is estimated:

ĖxQ =
∫ 2

1

(
1− T0

TF

)
dQ̇ =

(
1− 8+273.15

8+273.15

)
· Q̇losses DHN = 0 (4.46)

So, the expression for the entire pipeline system will be:
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ĖxD = ĖxDH2 −
n out puts

∑
i=1

ĖxDHS i + ĖxW (4.47)

So, the expression for the exergy efficiency will be:

ηEX =
∑n out puts

i=1 ĖxDHS i

ĖxDH2 + ĖxW
(4.48)

4.2.5 Global Exergy Balance

As previously explained using the exergy method 4.2.4, equations 4.47, 4.48, 4.41, 4.42 and fol-

lowing figure 4.2, the exergy balances are obtained. All of them are attached to their corresponding

thermodynamic systems:

• Substation:

Ėxlosses SUBSTAT ION = ĖxDH1 − ĖxDH2 (4.49)

ηEXERGY SUBSTAT ION =
ĖxDH2

ĖxDH1
(4.50)

• Network

Ėxlosses NETWORK = ĖxDH2 +ẆDH2 −
n

∑
i

ĖxDHS i (4.51)

ηEXERGY NETWORK =
∑n

i ĖxDHS i

ĖxDH2 +ẆDH2
(4.52)

• Buildings

Ėxlosses BUILDINGS =
n

∑
i

ĖxDHS i −
n

∑
i

ĖxCS HW i −
n

∑
i

ĖxCS H i (4.53)

ηEXERGY BUILDINGS =
∑n

i ĖxCS HW i +∑n
i ĖxCS H i

∑n
i ĖxDHS i

(4.54)

Ėxlosses BUILDINGS HW =
n

∑
i

ĖxDHS HW i −
n

∑
i

ĖxCS HW i (4.55)

ηEXERGY BUILDINGS HW =
∑n

i ĖxCS HW i

∑n
i ĖxDHS HW i

(4.56)
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Ėxlosses BUILDINGS H =
n

∑
i

ĖxDHS HW i −
n

∑
i

ĖxCS HW i (4.57)

ηEXERGY BUILDINGS H =
∑n

i ĖxCS H i

∑n
i ĖxDHS H i

(4.58)

Again, as previously explained using the exergy method, and following figure 4.4 in which all new

devices and possibilities are included, the new equations are obtained:

• Substation:

Ėxlosses SUBSTAT ION = ẆHP SUB + ĖxAN SUB − ĖxDH2 (4.59)

ηEXERGY SUBSTAT ION =
ĖxDH2

ẆHP SUB + ĖxAN SUB
(4.60)

• Network

Same expressions as (4.51) and (4.52).

• Buildings

Ėxlosses BUILDINGS =
n

∑
i

ĖxDHS i −
n

∑
i

ĖxCS HW i −
n

∑
i

ĖxCS H i

+
n

∑
i

ẆHP HW i +
n

∑
i

ĖxAN HW i +
n

∑
i

ẆHP H i +
n

∑
i

ĖxAN H i

(4.61)

ηEXERGY BUILDINGS =
∑n

i ĖxCS HW i −∑n
i ĖxCS H i

∑n
i ĖxDHS i +∑n

i ẆHP HW i +∑n
i ĖxAN HW i +∑n

i ẆHP H i +∑n
i ĖxAN H i

(4.62)

Ėxlosses BUILDINGS HW =
n

∑
i

ĖxDHS HW i −
n

∑
i

ĖxCS HW i +
n

∑
i

ẆHP HW i +
n

∑
i

ĖxAN HW i (4.63)

ηEXERGY BUILDINGS HW =
∑n

i ĖxCS HW i

∑n
i ĖxDHS HW i +∑n

i ẆHP HW i +∑n
i ĖxAN HW i

(4.64)

Ėxlosses BUILDINGS H =
n

∑
i

ĖxDHS H i −
n

∑
i

ĖxCS H i +
n

∑
i

ẆHP H i +
n

∑
i

ĖxAN H i (4.65)

ηEXERGY BUILDINGS H =
∑n

i ĖxCS H i

∑n
i ĖxDHS H i +∑n

i ẆHP H i +∑n
i ĖxAN H i

(4.66)
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4.3 Defining District Heating Network’s Models

In this section a detailed description of all DHN elements is made, as well as their corresponding

representative models. The description contains not only the current elements but also those that

would be hypothetically installed in the scenarios proposed (see section 3.3).

The models are grouped according to the three thermodynamic subsystems specified above (see

figure 4.3 in section 4.1).

4.3.1 Data treatment

Before raising the equations and building models and simulations, a preliminary analysis and a

treatment of the available data was carried out. This information will configure the input of the

models, and it is divided into two main categories:

• Structural information of the network

Several parameters are here described, which necessary to define the network and solve the

equations. They are grouped into two main blocks: Buildings (see table A.1 and Pipes (see

tables A.2, A.3 and A.4)

• Operation variables

That is, the profiles of the main variables:

– Mass flow, district heating side (ṁDHS i)

– Feed temperature, district heating side (TDHS i)

– Return temperature, district heating side (Tr DHS i)

All of them recorded over time at the rate of one value every 15 minutes, kindly provided by

Wien Energie. For practical reasons, MATLAB will read and generate the profiles consider-

ing one value per hour. The data used comes from years 2012 and 2013.

As it will be explained in detail in chapter 5, the model is designed to calculate all operation

variables, which depend on the heat demand for domestic hot water production and for heating

needed by each building. Based on this, the mass flows of DH water required for each building will

be obtained. Based on that, the mass, energy and exergy balances for the entire network will be

calculated.

Several issues arised as the model design started, concerning the individual heat demand for each

building. As explained before, this magnitude is fundamental and is the main input from which the

resolution of the equation system that configures the DHN model begins.

This model is designed to calculate each branch of the DH service (hot water production and heat-

ing) for each building, however, the heat demand provided by Wien Energie is the total demand,

it is not decoupled in the two specified branches. Given this circumstance, there are two possible

strategies to solve this issue:
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1. The model is prepared to receive the heat demand profile for each branch as input from an exter-

nal source (maybe excel files or text files, maybe signals from another software). These profiles

can be estimated using a variety of techniques and methods, for which a certain amount of infor-

mation is required (number of inhabitants per building, meteorological history of the area, heat

demand data from previous years, history and structural layout of the building, construction ma-

terials, characteristics of the installed heating system, exposure to the solar radiation, exposure

to wind ... etc. All this work is not part of this doctoral thesis, although it is a research subject

of the CI-NERGY project (see the CI-NERGY project book [32], chapters 3 and 4). Therefore,

the methodology and the DH model explained here does not calculate the heat demand, but are

prepared to receive these values from abroad. This is the main connection of this project with

the rest of the CI-NERGY project.

2. The first option was unfortunately not possible. Therefore, and with the aim to solve the equa-

tions systems and obtain results, a calibration method was applied to obtain the dissociated

heat demand profiles. This method consists of applying several multiplying factors on the pre-

estimated hot water heat demand profiles (Q̇HD HW i), in such a way that by modifying these

factors and then running the simulation, the calculated outputs are adjusted to the real values

recorded and supplied by Wien Energie (ṁDHS i, TDHS i and Tr DHS i) . This profile was obtained

using the expression:

Q̇HD HW i = Q̇HD S i (4.67)

Based on the hypothesis that the domestic hot water consumption in summer is the same as

during the rest of the year, since in summer the heating consumption is zero.

The initial treatment of the input data of the system is intended to correct peaks and imperfections

produced by erroneous measurements, generating realistic profiles.

• Arithmetic average value of three values from 3 different days (3 working days or 3 non-

working days) belonging to the period of the year under consideration. For example, consid-

ering Q̇HD i for a working day :

Q̇HD WD EW i =
Q̇HD WD1 EW i + Q̇HD WD2 EW i + Q̇HD WD3 EW i

3
(4.68)

The same operation is made for the other seasons. Finally, the complete profile is defined:

Q̇HD i = Q̇HD WD EW i + Q̇HD NWD EW i + Q̇HD WD NW i + Q̇HD NWD NW i

+ Q̇HD WD M i + Q̇HD NWD M i + Q̇HD WD S i + Q̇HD NWD S i

• Low-pass filter: Data treatment procedure applied to eliminate the noise and oscillations for

statistical distributions and profiles of values, characterized by allowing the passage of lower

frequencies and attenuate the higher frequencies.

V̇f (i) =
V̇f (i−1)(F −1)+V̇(i)

F
(4.69)

Since V̇f (i) is the filtered value, V̇f (i−1) is the previous filtered value of the serie, F is the

frecuency, and V̇(i) is the original value without filtering.
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4.3.2 Auxiliar models

4.3.2.1 Water Properties

2

Figure 4.10: Block representing the calculation of the water properties

• Description: This is an auxiliary block used to calculate the physical properties of water

extracted from the corresponding tables. For this model, the values were obtained from the

XSTEAM Matlab function [131].

To speed up the calculations, the water properties are only considered dependent on temper-

ature, leaving out the pressure, which influence is not so important for incompressible fluids

as in the actual case (liquid water). The output values are calculated by 1-dimensional linear

interpolation using the Matlab function interp1, which calculates faster than 2-dimensional

interpolation, allowing a shorter simulation time.

• Inputs:

– Tx H2O = Input temperature value, in K

• Parameters:

– Tx H2O = Temperature values, x axis of the interpolation, in K

– hy H2O = Specific enthalpy of water values, y axis of the interpolation, in J/kg

– sy H2O = Specific entropy of water values , y axis of the interpolation, in J/(kg K)

– Cpy H2O = Specific calorific capacity of water, constant pressure, y axis of the interpo-

lation, in J/(kg K)

– ρy H2O = Density of water values, y axis of the interpolation, in kg/m3

• Outputs:

– hH2O = Specific enthalpy of water, output values, in J/kg

– sH2O = Specific entropy of water, output values, in J/(kg K)

– CpH2O = Specific calorific capacity of water at constant pressure, output values, in

J/(kg K)

– ρH2O = Density of water, output values, in kg/m3
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4.3.2.2 Temperature Regulation

1

2

3
4

1

2
3

4

DH1

DH2

Figure 4.11: Block picture, representing the temperature regulation lines

• Description: Auxiliary block that calculates DH water temperatures for the primary and the

secondary network. The block receives the coordinates of the four points which define the

two lines that regulate both networks. These parameters are modifiable by the user. Those

points and coordinates and lines are represented hereby:

DH1

DH2

Figure 4.12: Temperature regulation lines for the primary and secondary DH networks
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• Inputs:

– Text = External temperature profile [=] K

• Parameters:

– y1,2,3,4 DH1 = Point 1/2/3/4 of the primary network’s linear equation, coord. y, in K

– x1,2,3,4 DH1 = Point 1/2/3/4 of the primary network’s linear equation, coord. x, in K

– y1,2,3,4 DH2 = Point 1/2/3/4 of the secondary network’s linear equation, coord. y, in K

– x1,2,3,4 DH2 = Point 1/2/3/4 of the secondary network’s linear equation, coord. x, in K

• Outputs:

– TDH1 = DH water temperature, primary network, in K

– TDH2 = DH water temperature, secondary network, in K

• System of equations:

1. Calculation of the parameters of the linear equations (Sl = Slope, In = Intercept):

SlDH1 =
y1 DH1 − y2 DH1

x1 DH1 − x2 DH1
(4.70)

InDH1 = y1 DH1 −SlDH1 · x1 DH1 (4.71)

SlDH2 =
y1 DH2 − y2 DH2

x1 DH2 − x2 DH2
(4.72)

InDH2 = y1 DH2 −SlDH2 · x1 DH2 (4.73)

2. Calculation of TDH1 and TDH2:

Constant DH network temperature segment based on the external temperature:

TDH1 = y3 DH1 (4.74)

TDH2 = y3 DH2 (4.75)

Variable DH network temperature segment based on the external temperature:

TDH1 = InDH1 +SlDH1 ·Text (4.76)

TDH2 = InDH2 +SlDH2 ·Text (4.77)



CHAPTER 4. BACKGROUND 132

4.3.3 Buildings

The elemental blocks of the internal hydraulic network inside the buildings are described below.

The constituent blocks of the hot water production branch and the heating branch are distinguished.

4.3.3.1 Heat Demand Distributor

HD
HHW

HW

H

H
NORM

Figure 4.13: Block picture, representing the heat demand calculation model

• Description: This is the initial model and it is integrated inside each building. Based on the

known total heat demand, the specific hot water and heating heat demand for each branch

is calculated. This block also calculates the heat flow provided by the radiant floor as it

is explained in the European regulation and compares it with the heat demand for heating

calculated previously, finding in turn the percentage of reduction of heating demand that will

be necessary in order to use radiant floor for a building.

• Inputs:

– Q̇HD max i = Maximum value of the total heat flow demand profile for building i, in kW

– Q̇HD i = Total heat flow demand profile for building i, in kW

– Q̇HD HW max i = Estimated maximum value of the heat flow demand profile for hot water

production for building i, in kW

– Q̇HD HW i = Estimated heat flow demand profile for hot water production for building i,

in kW

– Q̇HD H max i = Estimated maximum value of the heat flow demand for heating for build-

ing i, in kW

– t = time profile, in h

• Parameters:

– tNM = Time instant that changes from one period to another, in this case from extreme

winter to normal winter = 48 h

– tM = Time instant that changes from winter to mid season = 96 h
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– tS = Time instant that changes from mid season to summer = 144 h

– Thf s max = Maximum surface temperature with radiant floor heating [132] = 29 ◦C

– Thf env = Critical ambient air temperature in the room [132] = 20 ◦C

– HSi = Heat Surface for building i, in m2

– fEW i = multiplication factor over Q̇HD HW i, extreme winter period = 0.2/0.3

– fNW i = multiplication factor over Q̇HD HW i, normal winter period = 0.2/0.3

– fM i = multiplication factor over Q̇HD HW i, mid season period = 0.8/0.9

– fS i = multiplication factor over Q̇HD HW i, summer period = 0.8/0.9

• Outputs:

– Q̇HD HW max i = Calculated maximum value of the heat flow demand profile for hot water

production for building i, in kW

– Q̇HD H max i = Calculated maximum value of the heat flow demand profile for heating

for building i, in kW

– Q̇HD HW i = Calculated heat flow demand profile for hot water production for building

i, in kW

– Q̇HD H i = Calculated heat flow demand profile for heating for building i, in kW

– Q̇hf max i = Maximum heat flow emitted by the radiant floor for building i, in kW

– PHD H hf reduction i = Percentage of reduction of heating demand that will be necessary in

order to use the radiant floor for a building.

• System of equations:

1. Calculation of the heat demand profiles for hot water production and heating:

For all climatic periods:

Q̇HD HW max i (calculated) = Q̇HD HW max i (estimated) (4.78)

Q̇HD H max i (calculated) = Q̇HD H max i (estimated) (4.79)

Those maximum values will be used later to design the heat exchangers (see sections

4.3.3.3 and 4.3.3.9.

For the extreme winter period, the following equations are fulfilled:

Q̇HD HW i (calculated) = fEW i · Q̇HD HW i (estimated) (4.80)

Q̇HD H i (calculated) = Q̇HD i − Q̇HD HW i (calculated) (4.81)

Similarly, for normal winter period:

Q̇HD HW i (calculated) = fNW i · Q̇HD HW i (estimated) (4.82)
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Q̇HD H i (calculated) = Q̇HD i − Q̇HD HW i (calculated) (4.83)

For mid season:

Q̇HD HW i (calculated) = fM i · Q̇HD HW i (estimated) (4.84)

Q̇HD H i (calculated) = Q̇HD i − Q̇HD HW i (calculated) (4.85)

For summer (no heating used):

Q̇HD HW i (calculated) = fS i · Q̇HD HW i (estimated) (4.86)

Q̇HD H i (calculated) = 0 (4.87)

2. Radiant floor’s specifications:

On the other hand, regardless of the climate period studied, the simulation helps to

find out if the radiant floor is able meet the energy demands of each building. For this

purpose, the norm UNE-EN 1264-2: 2009 + A1: 2013 [132] is applied, defining the

following equations which are included in this block:

Maximum heat flow emitted by the radiant floor for building i, in W/m2:

Q̇h f max i = 8.92 ·
[(

Th f s max −Th f env
)1.1

]
·HSi (4.88)

This equation comes from the characteristic curve defined in the aforementioned norm,

which fixes the relationship between the thermal flow density Q̇hf i/HSi with Thf s max

and Thf env

Finally, the block calculates the percentage of reduction of heating demand that will be

necessary in order to use the heated floor for a building, only in those cases in which

Q̇hf i < Q̇HD H i

PHD H h f reduction i =
Q̇HD H i − Q̇h f max i

Q̇HD H i
·100 (4.89)
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4.3.3.2 Domestic Hot Water Recirculation System

R

1
HE HW

Figure 4.14: Block representing the DHW Recirculation model

• Description: Block mainly intended to estimate DHW return temperature from the internal

hydraulic network of the building. This network has been simplified giving rise to the fol-

lowing figure, based in turn on the explanations detailed in the section 3.2.2, figures 3.10 and

3.11:

Figure 4.15: Domestic Hot Water Recirculation, simplified grid

• Inputs:

– Q̇HD HW i = Heat flow demand profile for hot water production for building i, in kW

– t = time profile, in h

• Parameters:

– tNM = Time instant that changes from one period to another, in this case from extreme

winter to normal winter = 48 h

– tM = Time instant that changes from winter to midseason = 96 h

– tS = Time instant that changes from midseason to summer = 144 h

– fR EW i = Recirculation factor, extreme winter period = 0.2/0.3 (high DHW consump-

tion)

– fR NW i = Recirculation factor, normal winter period = 0.2/0.3 (high DHW consumption)
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– fR M i = Recirculation factor, midseason period = 0.8/0.9 (low DHW consumption)

– fR S i = Recirculation factor, summer period = 0.8/0.9 (low DHW consumption)

– Tcs HW i = DHW temperature for human consumption and storage, specified in the

norms [101] [102] = 60 ◦C

– TR = DHW temperature, recirculation line = 55 ◦C. it is assumed constant, since it

comes from a water storage tank (see section 3.11)

– TFW EW NW = Average value for fresh potable water temperature, cold periods = 3 ◦C

– TFW M S = Average value for fresh potable water temperature, warm periods = 13 ◦C

– PHD H hf reduction i = Percentage of heat losses for the heat exchanger, hot water branch =

0 (supposed isolated)

– CpH2O = Calorific capacity of water at constant pressure, in J/(kg K)

• Outputs:

– Tr cs HW i = return DHW temperature coming from the hydraulic grid, in K

– ṁcs HW i = DHW mass flow, in kg/s

– ṁFW = DHW mass flow, fresh water stream, in kg/s

– ṁR = DHW mass flow, recirculation stream, in kg/s

• System of equations:

The outputs defined are determinated by an equations system of four equations with four

unknowns explained below:

1. A part of the heat flow provided by the heat exchanger is carried by the recirculation

stream:

ṁR ·Cp · (Tcs HW i −TR) = Q̇HD HW i · fR i (4.90)

2. While the rest of this heat flow is used to heat the flow of fresh drinking water:

ṁFW ·CpH2O · (Tcs HW i −TFW ) = Q̇HD HW i · (1− fR i) (4.91)

3. Mass balance for point 1:

ṁcs HW i = ṁFW + ṁR (4.92)

4. Energy balance for point 1:

ṁcs HW i ·Tr cs HW i = ṁFW ·TFW + ṁR ·TR (4.93)

This system is calculated for the four climatic periods specified: EW, NW, M and S
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4.3.3.3 Heat Exchanger for DHW production

HE HW

Figure 4.16: Block picture, representing the heat exchanger model for DHW production

• Description: Representative model of the heat exchanger located between the DHN and the

DHW water supply grid inside the building. The model consists of two stages. In the first

stage, based on the maximum heat demand for hot water production and other parameters,

the model calculates the design parameter (ki ·HT Si), which defines the dimensioning of the

heat exchanger. In the second stage, the model calculates both the return temperature and the

mass flow of the DH water stream leaving the heat exchanger.

• Inputs:

– Q̇HD HW max i = Maximum calculated value of the heat flow demand profile for DHW

production for building i, in kW

– Q̇HD HW i = Heat flow demand profile for hot water production for building i, in kW

– TDHS i = Feed temperature of the DH water for building i, in K

– Tr CS HW i = Return DHW temperature coming from the hydraulic grid, in K

• Parameters:

– TDHS min = Minimum Feed temperature of the DH water, defined by the regulation curve

3.14 = 336.15 K = 63 ◦C

– TCS HW i = Feed DHW temperature required for the inhibition of Legionella and human

consumption [101] [102] = 333.15 K = 60 ◦C

– ΔTHE feed = Temperature difference supposed between TDHS i and TCS HW i = 3 K

– ΔTHE return = Temperature difference supposed between Tr CS HW i and Tr DHS HW i = 2 K

– Q̇losses HE = Heat losses supposed for an isolated plate heat exchanger = 0 kW (negligible)

– CpH2O = Calorific capacity of water at constant pressure = 4.18 kJ/(kg K)
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• Outputs:

– Tr DHS HW i = Return temperature of the DH water for building i, in K

– ṁDHS HW i = Mass flow of the DH water for building i, in kg/s

– TCS HW i = previously defined

– ṁCS HW i = Mass flow of DHW water for human consumption, building i, in kg/s

• System of equations:

1. Dimensioning the heat exchanger:

Following the heat transmission equation for a heat exchanger in the most exigent con-

ditions:

Q̇HD HW max i = ki ·HT Si · (TDHS min −TCS HW design i)− (Tr DHS HW design i −Tr CS HW i)

Ln TDHS min−TCS HW design i
Tr DHS HW design i−Tr CS HW i

(4.94)

Since:

TCS HW design i = TDHS min −ΔTHE f eed (4.95)

Tr DHS HW design i = Tr CS HW i +ΔTHE return (4.96)

(ki ·HT Si) is solved

2. Calculating DH variables:

A three-equation system with three unknown variables has to be solved using Matlab

command fsolve:

Q̇HD HW i = (ki ·HT Si) · (TDHS i −TCS HW i)− (Tr DHS HW i −Tr CS HW i)

Ln TDHS i−TCS HW i
Tr DHS HW i−Tr CS HW i

(4.97)

Q̇HD HW i = ṁDHS HW i ·CpH2O · (TDHS i −Tr DHS HW i) (4.98)

Q̇HD HW i = ṁCS HW i ·CpH2O · (TCS HW i −Tr CS HW i) (4.99)

Tr CS HW i, ṁDHS HW i and ṁCS HW i are calculated
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4.3.3.4 Heat Pump for DHW production

CONDENSER

EVAPORATOR

HP
HW

Figure 4.17: Block representing the Heat Pump for DHW production model

• Description: Representative model of a heat pump supporting the heat exchanger for DHW

production. The heat pump raises the temperature of the feed DH water stream, whose tem-

perature is insufficient to keep the DHW at the 60 ◦C required by the regulations. As anergy

network, the device extracts heat from the same DH water stream that leaves the heat ex-

changer, therefore reducing its return temperature (see scenario 3, figure 3.19). For more

information about this type of system, see section 2.1.2.2.

• Inputs:

– TDHS i = Feed temperature of the DH water for building i, in K

– CpDHS i = Calorific capacity of DH water at constant pressure, building i, in kJ/(kg K)

– TAN HW pre HP i = Return temperature of the DH water between the heat exchanger and

the heat pump for building i, in K

– CpAN HW pre HP i = Calorific capacity of the DH water at constant pressure between the

heat exchanger and the heat pump for building i, in kJ/(kg K)

– ṁDHS HW i = Mass flow of the DH water for building i, in kg/s

• Parameters:

– TCS HW i = Feed DHW temperature required for the inhibition of Legionella and human

consumption [101] [102] = 333.15 K = 60 ◦C

– γHP = Heat pump’s efficiency factor, brings together all possible irreversibilities inside

the heat pump. The real efficiency of commercial heat pump systems is usually 50 % to

70 % of the theoretical efficiency [133]. For this work, an average value of 55 % (0.55)

is used

– ΔTEV supposed = Supposed temperature difference for the evaporator between TAN HW pre HP i

and TAN HW post HP i = 21 K
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• Outputs:

– TDHS HW post HP i = Feed temperature of the DH water to the heat exchanger, in K

– TAN HW post HP i = Return temperature of the DH water after the heat pump for building

i, in K

– ΔTCON HP HW i = Temperature difference between the input and the output of the con-

denser for building i, in K

– ΔTEV HP HW i = Temperature difference between the input and the output of the evapo-

rator for building i, in K

– ẆHP HW i = Electric work flow required by the heat pump for building i, in kW

– COPCARNOT HP HW i = Theoretical heat pump’s operation coefficient for building i (ad.)

– COPREAL HP HW i = Real heat pump’s operation coefficient for building i (ad.)

• System of equations:

The present system of equations can be solved lineally, which allows a higher calculation

speed in the simulation. Cp values (CpH2O DHS i and CpH2O AN HW pre HP i) are obtained

through the auxiliary block “ Water Properties ” (see section 4.3.2.1)

A temperature margin of 5 K is established, in order to define the temperature of the district

heating side TDHS HW post HP i before the heat exchanger:

TDHS HW post HP i = TCS HW i +5K (4.100)

Temperature increase of the DH supply line, required to keep the DHW at 60 ◦C:

ΔTCON HP HW i = TDHS HW post HP i −TDHS i (4.101)

Heat flow supplied to the feed DH line (heat sink):

Q̇H i = ṁDHS HW i ·CpH2O DHS i ·ΔTCON HP HW i (4.102)

Hereinafter, it is necessary to assume a certain temperature difference in the evaporator

(ΔTEV supposed), from which the calculations continue:

TAN HW post HP supposed i = TAN HW pre HP i −ΔTEV supposed (4.103)

In the next step, both heat pump efficiencies are calculated:

COPCARNOT HP HW i =
TDHS HW post HP i

TDHS HW post HP i −TAN HW post HP supposed i
(4.104)

COPREAL HP HW i =COPCARNOT HP HW i · γHP (4.105)

After all these operations and considerations, it is possible to obtain the electric work flow

required from the heat pump to operate:
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ẆHP HW i =
Q̇H i

COPREAL HP HW i
(4.106)

The energy balance allows to calculate the heat flow extracted from the anergy network (cold

heat source)

Q̇H i = Q̇C i +ẆHP HW i (4.107)

From where Q̇C i is calculated

Subsequently, TAN HW post HP i is obtained from the energy balance of the evaporator:

Q̇C i = ṁDHS HW i ·CpH2O AN HW pre HP i · (TAN HW pre HP i −TAN HW post HP i) (4.108)

Finally, it is important to check if the supposed temperature difference ΔTEV supposed, which

was introduced as a parameter in the equation system, is equal or similar to the calculated

ΔTEV calculated (see equation (4.103))

Regarding this, the simulation of scenario 3 yields the following results:

– ΔTEV supposed = 21 K

– ΔTEV calculated = 19.5 K - 21.7 K

The difference between both values is very small, therefore the model is assumed to be valid.

4.3.3.5 Heat Pump for DHW production at continuous operation

HP
HW

CONDENSER-
HEAT EXCHANGER

EVAPORATOR

EXTERNAL ANERGY NETWORK

Figure 4.18: Block picture, representing the Heat Pump for DHW production (No DHN)

• Description: Representative model of a heat pump working at continuous operation. In this

case, the condenser makes the role of the heat exchanger for DHW production branch without

any support of the DHN. Therefore, this device is the only heat source available for this

branch.
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This block is very similar to the Heat Pump for DHW branch model (see section 4.3.3.4) with

some differences. Firstly, the heat pump raises directly the potable water temperature until

the required consumption temperature TCS HW i = 60 ◦ C, so, the DHW stream will be the

hot sink in this case. Secondly, the anergy network is no longer DH water, but water coming

from an external network that has nothing to do with the district heating. The block receives

the water coming from the source (river, lake ... etc) at the temperature TAN HW pre HP i and

extracts the necessary heat for the hot stream, calculating the mass flow of the anergy network

ṁAN HW post HP i required in those conditions. The rest of the functions are the same as in the

Heat Pump for DHW branch model.

• Inputs:

– Tr CS HW i = Return DHW temperature coming from the hydraulic grid for building i,

in K

– Cpr CS HW i = Calorific capacity of DHW water at constant pressure, in kJ/(kg K)

– ṁCS HW i = Mass flow of DHW water for human consumption, building i, in kg/s

– CpAN HW pre HP i = Calorific capacity of the DH water at constant pressure between the

heat exchanger and the heat pump for building i, in kJ/(kg K)

• Parameters:

– TAN HW pre HP i = Feed temperature of the anergy network (AN), in K

– TCS HW = Feed DHW temperature required for the inhibition of Legionella and human

consumption [101] [102] = 333.15 K = 60 ◦C

– γHP = Heat pump’s efficiency factor, brings together all possible irreversibilities inside

the heat pump. The real efficiency of commercial heat pump systems is usually 50 % to

70 % of the theoretical efficiency [133]. For this work, an average value of 55 % (0.55)

is used

– ΔTEV defined = Defined Temperature difference for the evaporator between TAN HW pre HP i

and TAN HW post HP i = 21 K

• Outputs:

– TCS HW = Same as the same previous parameter

– TAN HW post HP i = Return temperature of the AN after crossing the heat pump for building

i, in K

– ṁAN HW i = Mass flow of AN water for building i, in kg/s

– ΔTCON HP HW i = Temperature difference between the input and the output of the con-

denser for building i, in K

– ΔTEV HP HW i = Temperature difference between the input and the output of the evapo-

rator for building i, in K

– ẆHP HW i = Electric work flow required by the heat pump for building i, in kW

– COPCARNOT HP HW i = Theoretical heat pump’s operation coefficient for building i (ad.)

– COPREAL HP HW i = Real heat pump’s operation coefficient for building i (ad.)
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• System of equations:

Again, in the present system, Cp values (CpH2O DHS i and CpH2O AN HW pre HP i) are obtained

through the auxiliary block “ Water Properties ” (see section 4.3.2.1)

TCS HW (out put) = TCS HW (parameter) (4.109)

Temperature increase of the DHW supply line, required to keep it at 60 ◦C:

ΔTCON HP HW i = Tr CS HW i −TCS HW (4.110)

Heat flow supplied to the feed DH line (heat sink):

Q̇HW i = ṁCS HW i ·Cpr CS HW i ·ΔTCON HP HW i (4.111)

Hereinafter, it is necessary to define a certain temperature difference in the evaporator (ΔTEV):

TAN HW post HP i = TAN HW pre HP i −ΔTEV de f ined (4.112)

From there, both heat pump efficiencies are calculated:

COPCARNOT HP HW i =
TCS HW

TCS HW −TAN HW post HP i
(4.113)

COPREAL HP HW i =COPCARNOT HP HW i · γHP (4.114)

After all these operations and considerations, it is possible to obtain the electric work flow

required from the heat pump to operate:

ẆHP HW i =
Q̇H i

COPREAL HP HW i
(4.115)

The energy balance allows to calculate the heat flow extracted from the anergy network (cold

heat source)

Q̇H i = Q̇C i +ẆHP HW i (4.116)

From where Q̇C i is calculated

Subsequently, ṁAN HW i is obtained from the energy balance of the evaporator:

Q̇C i = ṁAN HW i ·CpAN HW pre HP i · (TAN HW pre HP i −TAN HW post HP i) (4.117)
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4.3.3.6 Radiators

Figure 4.19: Block picture, representing the radiators system inside the building

• Description: The present model represents the heating system serving the building’s habi-

tants, consisting on radiators. The model calculates the return temperature of the water com-

ing from the radiators (Tr CS H i), based on the comfort temperature parameters (Tcom) and

the external temperature (Text). This value is essential for the resolution of the model inside

the next block (Heat Exchanger for Heating 4.3.3.9). The algorithm applied here is a simpli-

fication of the Recknagel-Schramek-Sprenger method [47], carried out in the department of

Energy systems and Thermodynamics of the TU Wien.

• Inputs:

– TDHS i = Feed temperature of the DH water for building i, in K

– Text = External temperature profile, in K

– t = time profile, in h

• Parameters:

– tS = Time instant that changes from midseason to summer = 144 h

– Text min = Minimum external temperature value = 260.89 K = -12,26 ◦C

– Tcom = Comfort temperature value = 297.15 K = 24 ◦C

– TCS H design = Feed temperature of the heating water in design (extreme) conditions =

351.15 K = 78 ◦C

– Tr CS H design = Return temperature of the heating water in design (extreme) conditions

= 331.15 K = 58 ◦C

– ΔTHE feed = Temperature difference supposed between TDHS i and TCS H i = 3 K

– m = Correction factor = 1.33 for radiators [47]

– ṁW
ṁW N

= Relationship between the circulating mass flow for design conditions and normal

conditions = 1 (constant mass flow considered)
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• Outputs:

– TCS H ex i = Feed temperature of the heating water in design conditions for building i,

in K

– Tr CS H ex i = Return temperature of the heating water in design conditions for building i,

in K

– TCS H i = Feed temperature of the heating water for building i, in K

– Tr CS H i = Return temperature of the heating water for building i, in K

• System of equations:

The simplified Recknagel method is based on considering that the radiator’s heating power P

and the difference between Tcom and Text follow a linear relationship:

PαTcom −Text (4.118)

Taking the main heat equation (see equation (4.1)) both in operation and design mode, the

following expressions are obtained:

P = ṁ Cp ΔT (4.119)

PN = ṁN Cp ΔTN (4.120)

Since the subindex N represents design/extreme conditions.

Relating both equations:

P
PN

=
ṁW

ṁW N
· ΔTW

ΔTW N
(4.121)

To solve this equation it is necessary to solve the following expressions:

1. Power relation considering external and comfort temperatures:

P
PN

=
Tcom −Text

Tcom −Text min
(4.122)

2. Temperature difference in design conditions:

ΔTW N = TCS H design −Tr CS H design (4.123)

From the equation (4.121), ΔTW is obtained.

The model calculates the supply temperature of the circulating water through the radiators

(TCS H i) as a dependent variable from the DH water temperature (TDHS i), by the expression:

TCS H i = TDHS i −ΔTHE f eed (4.124)

Finally, Tr CS H i is obtained using the ecuation:
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Tr CS H i = TCS H i −ΔTW (4.125)

In the summer period, the heatings are switched off, which is also reflected in the model

through the following equalities:

ΔTW = 0 (4.126)

TCS H i = Tr CS H i = 295.15K = 22◦C (4.127)

.

On the other hand, the following expressions are used to calculate the maximum temperature

required by the radiators to satisfy the comfort temperature inside the rooms:

ΔTN =
TCS H design +Tr CS H design

2
−Tcom (4.128)

(
P
PN

)
max

=
Tcom −Text min

Tcom −Text min
= 1 (4.129)

TCS H ex i = Tcom +
ṁW

ṁW N
· ΔTW N

2
·
(

P
PN

)
max

+

(
P
PN

)1/m

max
·ΔTN (4.130)

In design conditions, ΔTW ex is obtained from the equation:

(
P
PN

)
max

=
ṁW

ṁW N
· ΔTW ex

ΔTW N
(4.131)

Which is used to solve the last equation:

Tr CS H ex i = TCS H ex i −ΔTW ex (4.132)

4.3.3.7 Heated Floors

Figure 4.20: Block picture, representing the heated floors system inside the building
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• Description: Representative model of the heating system composed by radiant floors instead

of radiators. Like in the previous block, the same model is used, but modifying the following

parameters:

– TCS H design = Feed temperature of the heating water in design conditions = 35 ◦C

– Tr CS H design = Return temperature of the heating water in design conditions = 25 ◦C

– m = Correction factor = 1.1 for heated floors [47]

4.3.3.8 Heated/Cooled Floors

Figure 4.21: Block picture, representing the reversible radiant floors system inside the building

• Description: Representative model of the heating system formed by radiant/cooling floors

adapted to work for both, winter and summer periods. This block follows the same equations

system as the one for radiators and floor heating models (see sections 4.3.3.6 and 4.3.3.7).

There is only one difference: in summer mode, the heating is not switched off and it is still

running, with the heating water circulating at the following temperatures:

– TCS C = Feed temperature of the cooling water to the radiant floors = 19 ◦C.

Minimum required temperature to avoid condensation drops on the pavement’s surface

[132]

– Tr CS C = Return temperature of the cooling water in design conditions = 21 ◦C [52]

[54] [53]

This block is intimately linked to the reversible heat pump for the heating branch model (see

section 4.3.3.11), which will be explained later.



CHAPTER 4. BACKGROUND 148

4.3.3.9 Heat Exchanger for Heating

HE H

Figure 4.22: Block representing the Heat Exchanger for Heating

• Description: Representative model of the heat exchanger connected to the internal heating

network of the building. It is very similar to the heat exchanger model for hot water produc-

tion (see 4.3.3.3). In this case, the block receives the feed (TCS H i) and return temperatures

(Tr CS H i) from the heating network as already known values. In addition, this model also

takes into account the shutdown during the summer months.

• Inputs:

– Q̇HD H max i = Maximum calculated value of the heat flow demand profile for heating

for building i, in kW

– Q̇HD H i = Heat flow demand profile for heating for building i, in kW

– TDHS i = Feed temperature of the DH water for building i, in K

– TCS H ex i = Feed temperature of the heating water in design conditions for building i,

in K

– Tr CS H ex i = Return temperature of the heating water in design conditions for building i,

in K

– TCS H i = Feed temperature of the heating water for building i, in K

– Tr CS H i = Return temperature of the heating water for building i, in K

– t = time profile, in h

• Parameters:

– tS = Time instant that changes from mid-season to summer = 144 h

– TDHS max = Maximum Feed temperature of the DH water, defined by the regulation

curve 3.14 = 363.15 K = 63 ◦C

– ΔTHE return = Temperature difference supposed between Tr CS HW i and Tr DHS HW i = 2 K

– Q̇losses HE = Heat losses supposed for an isolated plate heat exchanger = 0 kW
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– CpH2O = Calorific capacity of water at constant pressure = 4.18 kJ/(kg K)

• Outputs:

– Tr DHS H i = Return temperature of the DH water of the heating branch for building i,

in K

– ṁDHS H i = Mass flow of the DH water of the heating branch for building i, in kg/s

– ṁCS H i = Mass flow of heating water, building i, in kg/s

• System of equations:

1. Dimensioning the heat exchanger:

Following the heat transmission equation for a heat exchanger with the most exigent

conditions:

Q̇HD H max i = ki ·HT Si · (TDHS max −TCS H ex i)− (Tr DHS H design i −Tr CS H ex i)

ln TDHS max−TCS H ex i
Tr DHS H design i−Tr CS H ex i

(4.133)

Since:

Tr DHS H design i = Tr CS H ex i +ΔTHE return (4.134)

(ki ·HT Si) is solved

2. Calculating DH variables:

In the same procedure as before, a three-equation system with three unknown variables

has to be solved using Matlab command fsolve:

Q̇HD H i = (ki ·HT Si) · (TDHS i −TCS H i)− (Tr DHS H i −Tr CS H i)

Ln TDHS i−TCS H i
Tr DHS H i−Tr CS H i

(4.135)

Q̇HD H i = ṁDHS H i ·CpH2O · (TDHS i −Tr DHS H i) (4.136)

Q̇HD H i = ṁCS H i ·CpH2O · (TCS H i −Tr CS H i) (4.137)

Tr CS H i, ṁDHS H i and ṁCS H i are calculated

3. Specifications for the summer period:

In this periods, the heatings are switched off, which is also reflected in the model

through the following equalities:

ṁCS H i = ṁDHS H i = 0 (4.138)

Tr DHS H i = 295.15K = 22◦C (4.139)
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4.3.3.10 Heat Pump for Heating

CONDENSER

EVAPORATOR

HP
H

Figure 4.23: Block picture, representing the Heat Pump for Heating model

• Description: Representative model of a heat pump supporting the heat exchanger of the

heating branch. As in the heat pump for DHW production (see 4.3.3.4, this device raises the

DH water temperature (TDHS i) whose temperature can be, in certain periods, insufficient to

keep the radiators at the necessary temperature to maintain the comfort of the room. The

new input is the variable TDHS desired defined by the temperature regulation curve (see section

4.3.2.2). This model also uses the return DH stream from the heat exchanger as anergy

network (see 3.21)

• Inputs:

– TDHS i = Feed temperature of the DH water for building i, in K

– TDHS required = Required DH water temperature obeying the regulation curve, in K (see

section 3.14)

– CpDHS i = Calorific capacity of DH water at constant pressure, building i, in kJ/(kg K)

– TAN H pre HP i = Return temperature of the DH water between the heat exchanger and

the heat pump for building i, in K

– CpAN H pre HP i = Calorific capacity of the DH water at constant pressure between the

heat exchanger and the heat pump for building i, in kJ/(kg K)

– ṁDHS H i = Mass flow of the DH water for building i (heating branch), in kg/s

• Parameters:

– tNM = Time instant that changes from one period to another, in this case from extreme

winter to normal winter = 48 h

– tM = Time instant that changes from winter to mid-season = 96 h

– tS = Time instant that changes from mid-season to summer = 144 h

– γHP = Heat pump’s efficiency factor, brings together all possible irreversibilities inside

the heat pump. For this work, an average value of 55 % (0.55) is used

– ΔTEV EW = Supposed Temperature difference for the evaporator between TAN HW pre HP i

and TAN HW post HP i for extreme winter = 18.5 K
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– ΔTEV NW = Supposed temperature difference for the evaporator for normal winter = 9 K

– ΔTEV M = Supposed temperature difference for the evaporator for mid-season = 1 K

– ΔTEV S = Supposed temperature difference for the evaporator for summer period = 0 K

• Outputs:

– TDHS H post HP i = Feed temperature of the DH water after crossing the heat pump for

building i, in K

– TAN H post HP i = Return temperature of the DH water after crossing the heat pump for

building i, in K

– ΔTCON HP H i = Temperature difference between the input and the output of the con-

denser for building i, in K

– ΔTEV HP H i = Temperature difference between the input and the output of the evaporator

for building i, in K

– ẆHP H i = Electric work flow required by the heat pump for building i, in kW

– COPCARNOT HP H i = Theoretical heat pump’s operation coefficient for building i, ad.

– COPREAL HP H i = Real heat pump’s operation coefficient for building i, ad.

• System of equations:

In this case, the model has been adapted for a type of heat pump that works only during

those periods when it is necessary, that is, when the DH water temperature is lower than

the DH temperature indicated by the temperature regulation line. In addition, the assumed

temperature difference ΔTEV is not constant, but varies according to the season of the year.

All these considerations give rise to the following algorithm:

– Extreme Winter period (time <= tNM):

If TDHS i < TDHS required → Heat pump H switched on:

TDHS H post HP i = TDHS required (4.140)

ΔTCON HP H i = TDHS H post HP i −TDHS i (4.141)

Heat flow supplied to the feed DH line (heat sink):

Q̇H i = ṁDHS H i ·CpDHS i ·ΔTCON HP H i (4.142)

Hereinafter, it is necessary to assume a certain temperature difference in the evaporator

ΔTEV EW, from which the calculations continue:

TAN H post HP supposed i = TAN H pre HP i −ΔTEV EW (4.143)

In the next step, both heat pump efficiencies are calculated:

COPCARNOT HP H i =
TDHS H post HP i

TDHS H post HP i −TAN H post HP supposed i
(4.144)
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COPREAL HP H i =COPCARNOT HP H i · γHP (4.145)

Afterwards, the electric work flow is obtained:

ẆHP H i =
Q̇H i

COPREAL HP H i
(4.146)

The energy balance allows to calculate the heat flow extracted from the anergy network

(cold heat source)

Q̇H i = Q̇C i +ẆHP H i (4.147)

From where Q̇C i is calculated

Subsequently, TAN H post HP i is obtained from the energy balance of the evaporator:

Q̇C i = ṁDHS H i ·CpAN H pre HP i · (TAN H pre HP i −TAN H post HP i) (4.148)

Finally, it is important to check if the supposed temperature difference ΔTEV EW, which

was introduced as a parameter in the equation system, is equal or similar to the calcu-

lated ΔTEV HP H i.

Regarding this, the simulation of SCENARIO 5 generates the following results:

∗ ΔTEV supposed = ΔTEV EW = 18.5 K

∗ ΔTEV calculated = ΔTEV HP H i = 15.9 K, up to 19.8 K

The difference between both values is very small, therefore the model is assumed to be

valid.

Even during the winter period, the DH water temperature could be greater or equal

than the required (unexpected DH network operation or other eventualities). Then, the

algorithm responds switching the heat pump off:

If TDHS i >= TDHS required → Heat pump H switched off:

TDHS H post HP i = TDHS i (4.149)

From here in advance, the equation system is the same, just substituting ΔTEV EW by

ΔTEV S, which is the parameter used for summer periods, when the heat pump is not

operating.

For Normal Winter and Mid-season, the procedure is the same:

– Normal Winter period (tNW < time <= tM):

If TDHS i < TDHS required → Heat pump H is switched on:

After solving the equations system, the supposed temperature difference ΔTEV NW,

which was introduced as a parameter in the equation system, has to be equal or similar

to the calculated ΔTEV HP H i.

Regarding this, for normal winter period, the simulation of SCENARIO 5 generates the

following results:

∗ ΔTEV supposed = ΔTEV NW = 9 K

∗ ΔTEV calculated = ΔTEV HP H i = 6.5 K, up to 11.2 K
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Again, the difference between both values is small, therefore the model is assumed to

be valid.

– Mid-season period (tM < time <= tS):

If TDHS i < TDHS required → Heat pump H is switched on:

Again, for mid-season period, the simulation of SCENARIO 5 generates the following

results:

∗ ΔTEV supposed = ΔTEV M = 0.5 K

∗ ΔTEV calculated = ΔTEV HP H i = 0.2 K, up to 1 K

Here, the temperature difference is much smaller than previous periods, due to the low

deployment of the heat pump during spring and autumn seasons. Therefore, for mid-

season periods maybe it could be a better option to increase slightly the DHN tempera-

ture and switch off the heat pump.

– Summer period → Heat pump H switched off:

TDHS H post HP i = TDHS i (4.150)

Same equation system, just using ΔTEV S, which is the parameter used when the heat

pump is not operating.

4.3.3.11 Reversible Heat Pump for Heating-Cooling

CONDENSER-
HEAT EXCHANGER

HPREV

H/C

EXTERNAL ANERGY NETWORK

EVAPORATOR

Figure 4.24: Block picture, representing the reversible heat pump model

• Description: Representative model of a reversible heat pump capable of heating the rooms

during the winter season and cooling them in summer. This model is associated with the

heated-cooled floors, previously explained (see section 4.3.3.8).

In heating mode, the device uses the anergy network and the electric current to heat the circu-

lating water through the radiant floors to the corresponding temperature. The anergy network

used is water from an external network (usually a river or lake) at temperature TAN H pre HP.

In cooling mode, the condenser is transformed into a simple heat exchanger that reduces

the radiant floor’s circulating water temperature, keeping it at 18-19 ◦C established in the

regulations [132]. The water flow used as an anergy network is redirected, so that now it
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serves as a cooling fluid for the heat exchanger. Therefore, this heat pump is switched off

during the summer season and will not consume any electrical work.

This model will be used in the last two scenarios that progressively eliminate the relevance

of the DH network (see chapter 3.3, figures 3.23 and 3.24)

• Inputs:

– Q̇HD H i = Heat flow demand profile for heating, building i, in kW

– TCS H i = Feed temperature of the heating water to the radiant floors, in K

– Tr CS H i = Return temperature of the heating water from the radiant floors, in K

– Cpr CS H i = Calorific capacity of the circulating water at constant pressure, in kJ/(kg K)

– ṁCS H i = Mass flow of the circulating water, in kg/s

– t = time profile, in h

• Parameters:

– tS = Time instant that changes from mid-season to summer = 144 h

– γHP = Heat pump’s efficiency factor, brings together all possible irreversibilities inside

the heat pump. For this work, an average value of 55 % (0.55) is used

– TAN H pre HP = temperature of the anergy network feeding the heat pump = 7 ◦C

– CpAN H pre HP = Calorific capacity of the anergy network water, in kJ/(kg K)

– ΔTEV HE = Supposed Temperature difference for the evaporator - heat exchanger during

heating - cooling mode. This value is fixed by the user = 5 K.

– HSi = Heat Surface for building i, in m2

– SC = Estimated cooling demand ratio. The rule of thumb establishes values between 10

and 42 kW/m2

• Outputs:

– TAN H post HP i = Return temperature of the anergy network water after crossing the heat

pump, building i, in K

– ṁAN H i = Mass flow of the circulating water through the anergy network, in kg/s

– ΔTCON HP H i = Temperature difference between the input and the output of the con-

denser (heating-cooling branch) for building i, in K

– ΔTEV HP H i = Temperature difference between the input and the output of the evaporator

(heating-cooling branch), in K

– ẆHP H i = Electric work flow required by the heat pump (heating branch), in kW

– COPCARNOT HP H i = Theoretical heat pump’s operation coefficient (heating-cooling

branch) (ad.)

– COPREAL HP H i = Real heat pump’s operation coefficient (heating-cooling branch) (ad.)

• System of equations:

In accordance with the characteristics of the device, the algorithm also works differently, de-

pending on the seasonal period considered. In this way, 2 operating modes are distinguished:
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– Cold Season (time <= tS) = Heating mode:

CONDENSER

EXTERNAL ANERGY NETWORK

REV

EVAPORATOR

HOT WATER SENT TO THE RADIANT FLOORS

Figure 4.25: Reversible heat pump working on heating mode

1. Calculation of the mass flow circulating inside the radiant floors: From the main

heat equation (see equation (4.1)) the following expression is obtained:

Q̇HD H i = ṁCS H i ·Cpr CS H i · (TCS H i −Tr CS H i) (4.151)

ṁCS H i is obtained.

2. Normal heat pump operation:

TCS H i > Tr CS H i

A fixed temperature difference is used (ΔTEV HE), from which the mass flow of

water will be supplied from the anergy network. the mass flow ṁAN H i will be the

dependent variable.

ΔTCON HP H i = TCS H i −Tr CS H i (4.152)

Heat balance applied to the condenser:

Q̇H i = ṁCS H i ·Cpr CS H i ·ΔTCON HP H i (4.153)

Looking at the evaporator branch, this relation is fulfilled:

TAN H post HP i = TAN H pre HP i −ΔTEV HE (4.154)

In the next step, both heat pump efficiencies are calculated:

COPCARNOT HP H i =
TCS H post HP i

TCS H post HP i −TAN H post HP i
(4.155)

COPREAL HP H i =COPCARNOT HP H i · γHP (4.156)

Afterwards, the electric work flow is obtained:

ẆHP H i =
Q̇H i

COPREAL HP H i
(4.157)
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The energy balance allows to calculate the heat flow extracted from the anergy

network (cold heat source):

Q̇H i = Q̇C i +ẆHP H i (4.158)

From where Q̇C i is calculated. Subsequently, ṁAN H i is obtained from the energy

balance of the evaporator:

Q̇C i = ṁAN H i ·CpAN H pre HP i ·ΔTEV HE (4.159)

ṁAN H i is finally solved.

3. Heat pump switched off:

TCS H i = Tr CS H i

Same equations system as in the previous situation. In this case, the heat pump is

switched off and there is no power consumption. Therefore:

∗ TAN H post HP i = TAN H pre HP i

∗ ṁAN H i = 0

∗ ẆHP H i = 0

– Summer Season (time >= tS) = Cooling mode:

Figure 4.26: Reversible heat pump working in cooling mode

1. Calculation of the mass flow circulating inside the radiant floors:

The heat flow extracted from the building can be obtained using the following

expression:

Q̇CD i = SC ·HSi (4.160)

Again, from the main heat equation (see equation (4.1)) the mass flow of refresh-

ing water circulating through the radiant floors is calculated using the following

expression:

Q̇CD i = ṁCS C i ·Cpr CS H i · (Tr CS H i −TCS H i) (4.161)

ṁCS C i is obtained.



CHAPTER 4. BACKGROUND 157

2. Heat pump switched off. Condenser working in simple heat exchanger mode:

ΔTCON HP H i = Tr CS H i −TCS H i (4.162)

The notation changes because the system no longer works in heating mode (H), but

cooling mode (C), and the condenser is turned into a heat exchanger (HE), thus:

ΔTHE HP H i = Tr CS C i −TCS C i (4.163)

From here in advance, all the equations are the same, but taking into account all

modifications and notation changes.

Heat balance applied to the condenser (now behaving as a heat exchanger):

Q̇re f reshing i = ṁCS H i ·Cpr CS H i ·ΔTHE HP H i (4.164)

TAN H post HP i = TAN H pre HP i −ΔTEV HE (4.165)

Calculating heat pump efficiencies:

COPCARNOT HP H i = 0 (4.166)

COPREAL HP H i = 0 (4.167)

Afterwards, the electric work flow is obtained:

ẆHP H i = 0 (4.168)

Heat flow extracted from the anergy network in the heat exchanger:

Q̇re f reshing i = ṁAN C i ·CpAN H pre HP ·ΔTEV HE (4.169)

From where ṁAN C i is calculated.
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4.3.3.12 Building’s Linker Pipe

Figure 4.27: Block picture, representing the linker “T” pipe for return DH water flow inside the

building

• Description: This is a very simple model that represents the union of the two DH water flows

coming from the 2 branches in service (hot water and heating) inside the building.

• Inputs:

– Tr DHS HW i = Return temperature of the DH water for building i, hot water branch, in K

– ṁDHS HW i = Mass flow of the DH water for building i, hot water branch, in kg/s

– Tr DHS H i = Return temperature of the DH water for building i, heating branch, in K

– ṁDHS H i = Mass flow of the DH water for building i, heating branch, in kg/s

• Parameters: No parameters needed

• Outputs:

– Tr DHS i = Return temperature of the DH water for building i, in K

– ṁDHS i = Mass flow of the DH water for building i, in kg/s

– System of equations:

∗ Mass flow calculation:

ṁDHS i = ṁDHS HW i + ṁDHS H i (4.170)

∗ Temperature calculation:

Tr DHS i =
ṁDHS HW i

ṁDHS HW i + ṁDHS H i
·Tr DHS HW i +

ṁDHS H i

ṁDHS HW i + ṁDHS H i
·Tr DHS H i (4.171)
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4.3.4 Network

The representative elementary blocks of each member of the DHN are described below. No com-

plex blocks appear in this case.

4.3.4.1 District Heating Pipe

DH PIPE, FEED LINE

DH PIPE, RETURN LINE

DH PIPE

Figure 4.28: Block picture, representing the DH pipe, feed and return flow

• Description: The present block represents the pipeline through the DH water flows. Each

block represents a segment of individual pipe with its length, nominal diameter and insulation

layer. The model is a simplification of a real DH pipe in which both tubes (supply and return)

are wrapped by the same insulating body and contained inside the same tube (see figure 2.60).

The final goal is the calculation of the pressure drop (ΔP) and the heat losses (ΔQ̇), as well

as the associated temperature drop.

• Inputs:

– Pin = Pressure of the incoming DH water in the pipeline, in Pa

– Tin = Temperature of the incoming DH water in the pipeline, in K

– ṁin = Mass flow of the incoming DH water in the pipeline, in kg/s

• Parameters:

– DN j = Nominal diameter of the pipe, in m

– Lj = Pipe length, in m

– ρH2O = Water density at mean feed/return temperature, in kg/m3 [131]

– μH2O = Water viscosity at mean feed/return temperature, in kg/(m s) [131]
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– CpH2O = Calorific capacity of water at constant pressure. Feed/return line, in kJ/(kg K)
[131]

– π = Pi number = 3.1416

– g = Gravitational acceleration value = 9.81 m/s2

– Rex = Reynolds values, x axis of Moody’s diagram (ad.) [134]

– φy = Friction factor values, y axis of Moody’s diagram (ad.) K [134]

– Zin = Height of the first pipe endpoint (+ or -), in m

– Zout = Height of the second pipe endpoint (+ or -), in m

– T0 = Reference temperature, corresponding to the average temperature of the trench

where the DH pipes are installed = 281.15 K = 8 ◦C

– ρAIR = Air density at T0, in kg/m3 [135]

– μAIR = Air viscosity at T0, in kg/(m s) [135]

– CpAIR = Calorific capacity of the air at constant pressure at T0, in kJ/(kg K) [135]

– kAIR = Thermal conductivity of the air at T0, in W/(m K) [135]

– βAIR = Thermal expansion coefficient of the air at T0, in K−1) [135]

– Ts = Supposed temperature of the external pipe surface = 318.15 K = 45 ◦C

– ePVC = Pipe’s wall thickness = 0.005 m

– eINS = Pipe’s insulation thickness = 0.01 m

– kPVC = Thermal conductivity of PVC material = 0.16 W/(m K) [136], [137]

– kINS = Thermal conductivity of insulation material = 0.032 W/(m K) [138], [139], [140]

• Outputs:

– Pout = Pressure of the outgoing DH water in the pipeline, in Pa

– Tout = Temperature of the outgoing DH water in the pipeline, in K

– ṁout = Mass flow of the outgoing DH water in the pipeline, in kg/s

– ΔP = Pressure drop, in Pa

– ΔQ̇ = = Heat losses, in kW

• System of equations:

1. Mass balance: Straight pipe segment without branches or mass inputs or outputs

ṁout = ṁin (4.172)

2. Calculation of pressure losses:

– Preliminary estimations

q̇ =
ṁin

ρH2O
(4.173)

Apipe j = π ·
(

DN j

2

)2

(4.174)
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u j =
q̇

Apipe j
(4.175)

Since u is the fluid velocity [=] m/s

– Hydraulic balances

The Reynolds number then is calculated, which will characterize the fluid move-

ment and determine whether the flow regime is laminar or turbulent [141].

Re =
u j ·DN j ·ρH2O

μH2O
(4.176)

The Reynolds values are their correspondent regimes are the following:

Re ≤ 2000 → Laminar flow 2000 < Re < 4000 → Transition phase Re ≥ 4000 →
Turbulent flow

In the next step, the Darcy-Weisbach friction factor is calculated (φ). In fluid dy-

namics, this factor is used to estimate the pressure drop inside horizontal cylindrical

pipes due to the friction of fluids.

In case of laminar flow, φ depends only on Reynolds number. For turbulent flow, φ
factor depends on the Reynolds number and the relative pipe roughness (ε/D). In

this project, all DH pipes are smooth and made of PVC, which offers a very low

resistance to the flow circulation. For this material, ε/D = 0.000001.

From this value, and its correspondent curve in Moody’s diagram (see ANNEX:

Figure B.1), the table φ - Re is obtained. This table is introduced as a block param-

eter.

By means of interpolation, and depending on the Reynolds number calculated for

each instant, a φ value is obtained.

Finally, ΔP is calculated from the Darcy-Weisbach equation [134]:

h f =
8 · phi ·L j ·u2

j

DN j ·2 ·g (4.177)

Finally, using the hydraulic balance:

ΔP =

[
Zout +Zin +

8 ·φ ·L j ·u2
j

DN j ·2 ·g

]
·ρH2O ·g (4.178)

Pout = Pin −ΔP (4.179)

Due to the relatively small pipe lengths present in this case study, the variations of

the physical properties of the circulating fluid are considered negligible.
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3. Calculation of heat and temperature losses:

Considering the heat transmission mechanisms (conduction and convection), the fol-

lowing schema is obtained:

Figure 4.29: Pipe section scheme and heat transmission mechanisms detailed

Since rN j is the nominal radius, rPVC is the distance between the pipe center and the

external pipe layer, rINS is the external radius, considering the insulation layer, and

Dext j as the external diameter, all of them in m.

– Preliminary calculations:

rN j =
DN j

2
(4.180)

rPVC j = rN j + ePVC (4.181)

rINS j = rN j + ePVC + eINS (4.182)

Dext j = 2 · (rN j + ePVC + eINS) (4.183)

ALMHT j =
2 π (rINS j − rN j)

Ln
(

rINS j
rN j

) (4.184)

ALMHT PVC j =
2 π (rPVC j − rN j)

Ln
(

rPVC j
rN j

) (4.185)

ALMHT INS j =
2 π (rINS j − rPVC j)

Ln
(

rINS j
rPVC j

) (4.186)

Since ALMHT j, ALMHT PVC j and ALMHT INS j are logarithmic mean heat transmis-

sion areas for the entire pipe, the PVC layer and the insulation layer, respectively.
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For 1 m length:

Aext j = 2 ·π · rINS j ·1 (4.187)

– Grashof (Gr), Prandtl (Pr) and Rayleigh (Ra) numbers:

Gr = g ·βAIR · (Ts −T0) ·
(
D3

ext j
) ·(ρAIR

μAIR

)2

(4.188)

Pr =
μAIR ·CpAIR ·1000

kAIR
(4.189)

Ra = Gr ·Pr (4.190)

– Calculation of the heat transmission coefficient by natural convection (hCN AIR [=]

W/(m2 K)):
In order to calculate the Nusselt number, the Churchill & Chu correlation for tur-

bulent regime will be used [142]:

Nu =

⎡
⎢⎢⎢⎢⎢⎣0.6+0.387 ·

⎡
⎢⎢⎢⎢⎣

Ra[
1+

(
0.559

Pr

) 9
16

] 16
9

⎤
⎥⎥⎥⎥⎦

1
6

⎤
⎥⎥⎥⎥⎥⎦

2

(4.191)

This formula is valid for the following conditions:

∗ Rayleigh number range has to be between 10−5 and 1012

∗ Applied for natural convection for horizontal cylinders

∗ The diameter is the characteristic dimension assumed

∗ The external surface temperature (Ts) is assumed constant

Consequently, hCN AIR is calculated:

hCN AIR =
Nu · kAIR

Dext j
(4.192)

– Calculation of the global heat transmission coefficient (U [=] W/(m2 K)) (see fig-

ure 4.29:

U =
1

ePVC
KPVC·ALMHT PVC j

+ eINS
KINS·ALMHT INS j

+ 1
hCN AIR·Aext j

(4.193)

Finally, ΔQ̇ is calculated using the heat transmission equation:

ΔQ̇ =U ·ALMHT j ·L j · (Tin −T0) (4.194)

And therefore, Tout is calculated from the energy balance:

ΔQ̇ = ṁin ·CpH2O · (Tin −Tout) (4.195)
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4.3.4.2 District Heating Linker Pipe (2,3,4 branches)

DH LINKER PIPE, 
FEED LINE

DH LINKER PIPE, 
RETURN LINE

=

DH LINKER PIPE

Figure 4.30: Block picture, representing the DH Linker pipe for feed and return flows

• Description: Representative block of a union-branching node of 2, 3 and up to 4 DH pipes.

In this case, only the two branches model is described.

The model calculates pressures, temperatures and mass flows of all outputs, including the

pressure losses both for the feed return line. For this kind of pipeline accessories, the heat

losses are considered negligible.

Regarding to the pressure calculation in the return line, the block determines the return pres-

sure of the lateral branches (Pr) based on the return pressures of the main line (see explanation

in section 3.2.3)

In addition, the block calculates the mass flows circulating through the feed line based on the

return line, obeying to the circulation of data in the simulation.

• Inputs:

– Pin = Pressure of the incoming DH water, in Pa

– Tin = Temperature of the incoming DH water, in K

– ṁin = Mass flow of the incoming DH water, in kg/s

– Pr 1 = Pressure of the return DH water, first branch, in Pa

– Tr 1 = Temperature of the return DH water, first branch, in K

– ṁr 1 = Mass flow of the return DH water, first branch, in kg/s

– Pr 2 = Pressure of the return DH water, second branch, in Pa

– Tr 2 = Temperature of the return DH water, second branch, in K

– ṁr 2 = Mass flow of the return DH water, second branch, in kg/s

• Parameters:
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– DN AC j = Nominal diameter of this pipe accessory, in m

– LEQ AC j = Equivalent Pipe length, in m [143], [144]

– ρDH2 = Water density at mean feed temperature, in kg/m3 [131]

– ρr DH2 = Water density at mean return temperature, in kg/m3 [131]

– μH2O = Water viscosity at mean feed/return temperature, in kg/(m s) [131]

– π = pi number = 3.1416

– g = gravitational acceleration value = 9.81 m/s2

– Rex = Reynolds values, x axis of Moody’s diagram (ad.) [134]

– φy = Friction factor values, y axis of Moody’s diagram (ad.) K [134]

– Zin = Height of the first pipe endpoint, in m

– Zout = Height of the second pipe endpoint, in m

• Outputs:

– ΔP = Pressure drop, feed line, in Pa

– ΔPr = Pressure drop, return line, in Pa

– P1 = Pressure of the outgoing DH water, feed line, first branch, in Pa

– T1 = Temperature of the outgoing DH water, feed line, first branch, in K

– ṁ1 = Mass flow of the outgoing DH water, feed line, first branch, in kg/s

– P2 = Pressure of the outgoing DH water, feed line, second branch, in Pa

– T2 = Temperature of the outgoing DH water, feed line, second branch, in K

– ṁ2 = Mass flow of the outgoing DH water, feed line, second branch, in kg/s

– Pr = Pressure of the return DH water, in Pa

– Tr = Temperature of the return DH water, in K

– ṁr 1 = Mass flow of the return DH water, in kg/s

• System of equations:

1. Pressure drop calculation:

ΔP is calculated following the same process as in the previous block (see section4.3.4.1)

For the feed line, using the hydraulic balance:

ΔP =

[
Zout −Zin +

8 ·φ f eed line ·LEQ AC j ·u2
f eed line j

DN AC j ·2 ·g

]
·ρDH2 ·g (4.196)

P1 = P2 = Pin −ΔP (4.197)

For the return line:

ΔP =

[
Zout −Zin +

8 ·φr line ·LEQ AC j ·u2
r line j

DN AC j ·2 ·g

]
·ρr DH2 ·g (4.198)
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Pr = Pr 1 −ΔPr (4.199)

Pr 2 = Pr 1 (4.200)

2. Mass flow:

For the return line:

ṁr = ṁr 1 − ṁr 2 (4.201)

For the feed line:

ṁ1 = ṁr 1 (4.202)

ṁ2 = ṁr 2 (4.203)

3. Temperatures:

For the feed line:

T1 = T2 = Tin (4.204)

For the return line:

Tr =
Tr 1 · ṁr 1 +Tr 2 · ṁr 2

ṁr
(4.205)
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4.3.4.3 Hydraulic Pump

Figure 4.31: Block picture, representing the Hydraulic Pump

• Description: This model represents the hydraulic pump that drives the DH water from the

substation to the last building. The model calculates the total pressure drop associated with

the main hydraulic line and, based on this value, calculates the impulsion pressure required to

overcome those pressure losses. Likewise, it calculates the electrical energy flow consumed

by the pump. The increase of water temperature due to the impulsion is considered negligible.

• Inputs:

– Pr DH2 in = Pressure of the incoming DH water, in Pa

– Tr DH2 in = Temperature of the incoming DH water, in K

– ṁDH2 in = Mass flow of the incoming DH water, in kg/s

• Parameters:

– DN j = Nominal diameter of the pipe, in m

– Lj main line = Pipe length of those pipes belonging to the main hydraulic line, in m

– LEQ j main line = Pipe length of those pipe accessories belonging to the main hydraulic

line, in m

– PN = Nominal pressure, in Pa

– ρDH2 = Water density of water, feed DH line, in kg/m3 [131]

– μDH2 = Water viscosity of water, feed DH line, in kg/(m s) [131]

– CpDH2 = Calorific capacity of water at constant pressure, feed DH line, in kJ/(kg K)
[131]

– ρr DH2 = Water density of water, return DH line, in kg/m3 [131]

– μr DH2 = Water viscosity of water, return DH line, in kg/(m s) [131]
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– Cpr DH2 = Calorific capacity of water at constant pressure, return DH line, in kJ/(kg K)
[131]

– π = pi number = 3.1416

– g = Gravitational acceleration value = 9.81 m/s2

– Rex = Reynolds values, x axis of Moody’s diagram, in K [134]

– φy = Friction factor values, y axis of Moody’s diagram, in K [134]

– Z1 = Height where the hydraulic pump is located (+ or -), in m

– Z2 = Height of the last building of the DH network (+ or -), in m

– ΔPlast building = Pressure drop assumed for heat exchangers in the buildings, in Pa

– ΔPsubstation = Pressure drop assumed for the heat exchanger in the substation, in Pa

• Outputs:

– Pr DH2 out = Pressure of the incoming DH water[=] Pa

– Tr DH2 out = Temperature of the incoming DH water [=] K

– ṁDH2 out = Mass flow of the incoming DH water [=] kg/s

– ΔPDH2 = Pressure difference supplied by the hydraulic pump [=] Pa

– q̇DH2 = = Volumetric flow [=] m3/s

– HPDH2 = Impulse charge [=] m

– ẆDH2 = Electric work flow [=] W

• System of equations:

Pressure losses are calculated for both branches: feed and return.

1. Mass balance: The device is considered as a watertight compartment without liquid

leakages.

ṁDH2 out = ṁDH2 in (4.206)

2. Calculation of pressure losses: return line

q̇DH2 return line =
ṁDH2

ρr DH2
(4.207)

Apipe j = π ·
(

DN j main pipe

2

)2

(4.208)

uDH2 j =
q̇DH2 return line

Apipe j
(4.209)

Re =
uDH2 j ·DN j main pipe ·ρr DH2

μr DH2
(4.210)

By means of interpolation, and depending on the Reynolds number calculated for each

instant, a φ value is obtained. Again, ε/D = 0.000001 (same procedure as in previous

block models).
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Total length is calculated following the expression:

Ltotal main line =
npipes

∑
j

L j main line +
naccessories

∑
j

Leq j main line (4.211)

Therefore, pressure drop for the return line is calculated:

ΔPDH2 return line =

[
Zout +Zin +

8 ·φ ·Ltotal main line ·u2
j

DN j ·2 ·g

]
·ρr DH2 ·g (4.212)

ΔPDH2 feed line is obtained using the same procedure, but using ρDH2 and μDH2.

3. Hydraulic balance (see section 3.2.3

ΔPDH2 = ΔPDH2 return line +ΔPDH2 f eed line +ΔPlast building +ΔPSUB (4.213)

Finally, discharge pressure is obtained:

Pr DH2 out = PN +ΔPDH2 (4.214)

Thus, impulse charge is calculated:

HPDH2 =
ΔPDH2

ρr DH2 ·g (4.215)

4. Electric work flow

The impulse energy consumed by the hydraulic pump is calculated by the following

expression:

ẆDH2 = HPDH2 · ṁDH2 in ·g (4.216)
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4.3.5 Substation

Hereunder, the representative elementary blocks of each element inside the substation are de-

scribed:

4.3.5.1 Mass-Energy balances in the Substation

HE GUFO

Figure 4.32: Block picture, representing the Mass-Energy balances calculated in the substation

• Description: This model is used to calculate pressure, temperature and mass flow variables

for the substation for both the primary and secondary networks. The results associated with

the primary network will not be considered because this project focuses on the local network.

In addition, there is a lack of information about the primary network’s operation. For more

information, see section 4.1

• Inputs:

– Pr DH2 = Pressure of the incoming DH water, in Pa

– Tr DH2 = Temperature of the incoming DH water, in K

– ṁr DH2 = Mass flow of the incoming DH water, in kg/s

– TDH1 RL = Temperature of the DH water defined by the regulation lines, primary net-

work (see section 4.3.2.2), in K

– TDH2 RL = Temperature of the DH water defined by the regulation lines, secondary

network (see section 4.3.2.2), in K

• Parameters:

– ΔPsubstation = Pressure drop supposed in the substation, in Pa

– ΔTsubstation = Temperature difference supposed in the heat exchanger of the substation,

hot side, in K

– CpDH1 = Calorific capacity of water at constant pressure, in J/(kg K)
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• Outputs:

– PDH2 = Pressure of the outgoing DH water, feed line of the secondary network, in Pa

– TDH2 = Temperature of the outgoing DH water, feed line of the secondary network, in K

– ṁDH2 = Mass flow of the outgoing DH water, feed line of the secondary network,

in kg/s

– TDH1 = Temperature of the DH water defined by the regulation line, primary network,

in K

– Tr DH1 = Return temperature of the DH water, primary network, in K

– Q̇DH1 = Heat flow extracted from the primary network to the secondary network, in kW.

(Again as before, the heat losses in the heat exchanger are considered negligible)

– ṁDH1 = Mass flow of DH water used from the primary network, in kg/s

• System of equations:

1. Secondary network:

PDH2 = Pr DH2 +ΔPsubstation (4.217)

TDH2 = TDH2 RL (4.218)

ṁDH2 = ṁr DH2 (4.219)

2. Primary network:

TDH1 = TDH1 RL (4.220)

Tr DH1 = TDH1 −ΔPsubstation (4.221)

Q̇DH1 = Q̇DH2 = ṁDH1 ·CpDH1 · (TDH2 −Tr DH2) (4.222)

ṁDH1 is calculated.

Another strategy is possible, defining a fixed mass flow ṁDH1 and leaving Tr DH2 as the dependent

variable.

For this model, it has been decided to define a constant ΔTsubstation on the hot side and leave ṁDH1

as the independent variable. However, another control strategy would be possible, defining a fixed

mass flow ṁDH1 and leaving Tr DH2 as the dependent variable.

The lack of information regarding the operation of the substation prevents us to know which control

strategy is used.
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4.3.5.2 Substation’s Heat Pump

HP
SUB

CONDENSER

EVAPORATOR

EXTERNAL ANERGY NETWORK

Figure 4.33: Block picture, representing the General Heat Pump installed in the substation

• Description: Representative model of a heat pump working at continuous operation. Her

capacity is greater than previous devices. This heat pump is located inside the substation, and

its function consists of raise DH water temperature in the same way as the heat exchanger

would do in her place. The temperature is indicated by the regulation line, in the same way

as in previous model.

This kind of device appears in those hypotheses in which no connection with the primary

network is needed. Instead, a water stream from an external anergy network is modelled.

This water comes from industrial effluents and it is considered thermally usable, due to the

relative high temperature it has (around 25 - 30 ◦C).

• Inputs:

– Pr DH2 = Pressure of the incoming DH water, in Pa

– Tr DH2 = Temperature of the incoming DH water, in K

– Cpr DH2 = Calorific capacity of water at constant pressure, at Tr DH2, in J/(kg K)

– ṁr DH2 = Mass flow of the incoming DH water, in kg/s

– CpAN PRE SUB = Calorific capacity of water at constant pressure, at TAN PRE SUB, in J/(kg K)

– TDH2 RL = Temperature of the DH water defined by the regulation lines, secondary

network (see section 4.3.2.2), in K

• Parameters:

– ΔPsubstation = Pressure drop supposed in the substation, in Pa

– TAN pre SUB = Feed temperature of the substation’s anergy network (AN) = 30 ◦C
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– γHP = Heat pump’s efficiency factor, brings together all possible irreversibilities inside

the heat pump. The real efficiency of commercial heat pump systems is usually 50% to

70% of the theoretical efficiency [133]. For this work, an average value of 55% (0.55)

is used

– ΔTEV defined = Defined Temperature difference for the evaporator between TAN HW pre HP i

and TAN HW post HP i = 21 K

• Outputs:

– PDH2 = Pressure of the DH water, feed line of the secondary network, in Pa

– TDH2 = Temperature of the DH water, feed line of the secondary network, in K

– ṁDH2 = Mass flow of the DH water, feed line of the secondary network, in kg/s

– TAN post SUB = Return temperature of the AN after crossing the heat pump, in K

– ṁAN HW i = Substation’s AN water mass flow, in kg/s

– ΔTCON SUB = Heat pump’s Temperature difference (condenser), in K

– ΔTEV SUB = Heat pump’s Temperature difference (evaporator), in K

– ẆHP SUB = Electric work flow required by the substation’s heat pump, in kW

– COPCARNOT SUB = Theoretical heat pump’s operation coefficient, ad.

– COPREAL SUB = Real heat pump’s operation coefficient, ad.

• System of equations:

This model has the same operation as the previous block Direct Heat Pump for DHW branch,

used in scenarios 7 and 8 (see section 4.3.3.5).
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Methodology

5.1 About the Software

MATLAB R© (MATrix LABoratory) is a fourth-generation high-level programming language and

interactive environment for numerical computation, visualization and programming.

Among the great variety of applications it has, the following ones are highlighted:

• Creation of functions and databases

• Data analysis

• Plotting and Mapping

• Development and implementation of algorithms

• Creation of models, user interfaces and other applications

• interfacing with programs written in other languages, including C, C++, Java, and FORTRAN

In addition, MATLAB has numerous built-in commands and math functions that help in mathemat-

ical calculations, generating plots, and performing numerical methods. In addition, it provides an

interactive environment able to link with other softwares and applications, like Simulink or Excel.

Simulink (also developed by MathWorks) is a data flow graphical programming language tool for

modelling, simulating and analyzing multi-domain dynamic systems. It is basically a graphical

block diagramming tool with customizable set of block libraries. It allows the incorporation of

MATLAB algorithms into models as well as export the simulation results into MATLAB for further

analysis [145].

174
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5.2 Workflow

1- Collecting all possible 
data and information (all scenarios) 

Excel files (.xls format)
Text files (.txt format)
Other formats 

(.m file)
The algorithm extracts all data from other formats and collects it inside Matlab

Open project associated with that particular scenario

2- Importing all data 
required for SCENARIO i 

(.m file)
Algorithm used to build the DHN simulation automatically

(creating .mat file)
3- Defining internal Matlab 

database

4- Building and setting 
the simulation 

(creating .slx file)

5- Both separated heat 
demands are available

MATLAB environment

Excel files (.xls format)
Text files (.txt format)
Other formats 

MATLAB environment

YES NO

6- Calibration 

Calibraton process for all simulation 
parameters used to calculate the 
separated heat demand profiles for 
heating and hot water production

Calculated profiles 
=

Real profiles

8- Simulation run 

(.mat file)

(.m file)
Algorithm used to write all results into the same file

9- Obtaining final results 
for SCENARIO i  

10- Exporting results to the 
different formats  

11- Final results comparing 
all scenarios

YES NO

7- Validation 

Figure 5.1: Sequential process of the model.
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Once all particular mathematical models integrating a thermal network are known, then it is possi-

ble to set up the general model. The number of equations to be considered and calculations to be

solved becomes large as the complexity of the network increases, so simulators are the necessary

tools in order to make all these calculations automatically.

Due to the idea of refurbishing and transforming the heating systems inside the buildings, the

desired methodology should be able to modellize and simulate their internal networks and facilities,

in order to understand how these systems work and how to modify them with the aim of generate

new simulations representing new scenarios.

Finally, a detailed simulation representing each of the elements of the network (pipes, substations,

hydraulic pumps) is needed. Other elements inside the buildings must be considered, such as

radiators or recirculation systems. For example, in order to simulate a hot water stream flowing

from a pipe to a building, a pipe block and a building block connected to each other will be required,

so that the outputs of the pipe block are the inputs of the building block. In this way the user easily

visualises how the models are linked and how the different variables interact each other.

If the purpose is to show the effects of refurbishing all buildings changing from radiators to heated

floors, it will first be necessary to simulate a network with radiators installed in the buildings and

compare it with a second simulation in which these radiators are replaced by radiant floors. The

software used here must be flexible and capable to construct each representative simulation.

On this basis, different simulations will be constructed. Throughout figure 5.1, the different stages

constituting this workflow and the district network model are explained, including the correspond-

ing algorithms that must be executed in order to advance from one stage to the next. The different

events are happening in sequential order through MATLAB R©, which is the engine program that

links with other software applications and orchestrates the entire process.

The first step consists on reading and collecting the different input data to build and simulate the

network (Figure 5.1, steps 1 and 2) and store all processed information inside the internal database

of Matlab, called workspace (step 3). This data comes from different formats, such as Excel sheets,

text, xml files etc. The main input data required for the simulation is described here:

• Hourly resolved annual heat demand profiles

• Separated annual heat demand profiles for heating and hot water production (if possible)

• External temperature profiles

• Feed and return temperatures for each building and the general substation

• Other parameters, (temperature regulation curves, equipment characteristics, etc)

During step 4, the simulation i (i = 1 to 8, representing 8 scenarios) is built using the required

structural data, including network topology, number of consumption points, number of pipes and

connection layout between pipes and substations, and parameters such as nominal diameters, width

and thermal properties of insulation material, etc. Before that, the library of representative blocks

has to be created.

As explained before (see section 4.3), each DHN component can be modelled as a system of equa-

tions, synthesised as visual blocks with inputs, outputs and all the necessary parameters required.
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WATER
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Figure 5.2: Library of basic blocks

After combining and connecting the different simple blocks in a proper way, more complex el-

ements can be modelled, such as the different types of buildings (Figures 5.3 and 5.4 ), or the

substation itself (Figures 5.5 and 5.6).

BUILDING WITH 
HOT WATER + HEATING 

(RADIATORS)

HOT WATER DATA RETURN WATER DATA
KEY:

GENERAL DATA 

LINKER PIPE T

HEAT EXCHANGER 
FOR HOT WATER

HE HW

RECIRCULATION

R

1 HE HW

RADIATORS

HE H

HEAT EXCHANGER 
FOR HEATING

FROM 
MATLAB´S
WORKSPACE HD

HHW

HW

H

H
NORM

Figure 5.3: Representative diagram showing the internal configuration of the building block (DHW

+ Heating) (scenario 1, see figure 3.17)
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HOT WATER DATA RETURN WATER DATA
KEY:

GENERAL DATA 

BUILDING ONLY 
WITH HEATING 
(RADIATORS)

RADIATORS

HE H

HEAT EXCHANGER 
FOR HEATING

FROM 
MATLAB´S
WORKSPACE

Figure 5.4: Representative diagram showing the internal configuration of the building block (Only

Heating) (scenario 1, see figure 3.17)

Likewise, the rest of the complex blocks representing the new modified buildings of scenarios 2, 3,

5, 7 and 8 are obtained (see section 3.3, figures 3.18, 3.19, 3.21, 3.23, 3.24)

GENERAL 
SUBSTATION

FROM 
MATLAB´S
WORKSPACE

SUBSTATION 
HEAT EXCHANGER

T REGULATION DATA

TEMPERATURE 
REGULATION CURVE
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HOT WATER DATA RETURN WATER DATA
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Figure 5.5: Representative diagram showing the actual internal configuration of the substation

block (see figures 3.17, 3.18, 3.19, 3.21 and 3.23)
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Figure 5.6: Representative diagram showing the internal configuration of the substation block,

scenarios 4 and 6 (see figures 3.20 and 3.22)

In this way, the user can open each block and observe what is inside. Several kinds of information
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are available:

• Existing devices inside the facilities

• Internal configuration and connections between these devices

• Input values and output results inside the buildings, as well as their calculation parameters

Finally, all the blocks are stored and organized into the same place, creating the library of blocks.

All the complex models used to build the simulations will be gathered there.
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Figure 5.7: Collection of complex blocks, added to the previous library

Furthermore, it is possible to build the simulation an carry on the fourth step (Figure 5.1, step 4).

The blocks are extracted from the library and the position where they have to be placed is generated

according to what is specified in the structural layout data. Furthermore, all required parameters

are assigned to their corresponding blocks (Figure 5.8).
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DH FLOW, FEED LINE

DH FLOW, RETURN LINE

KEY:
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DATA CIRCULATION (TEMPERATURE)DATA CIRCULATION (PRESSURE, MAIN BRANCH)

DATA CIRCULATION (PRESSURE, LATERAL BRANCH)

DATA BEGINS

DATA ENDS

Figure 5.8: Conceptual diagram representing the layout of the blocks for a small DHN with three

buildings

The pressure variable is defined from the hydraulic pump onwards. The temperature value starts

from the substation towards the buildings, later defining all temperatures for all network points.

Regarding the mass flow, the information circulates from the buildings to the substation through

the return line and returns to the buildings through the feed line. Thus, buildings energy demand

is the key data that defines the circulation of mass flow throughout the network. The system is

designed and programmed in order to avoid loops, interruptions or failures during the simulation

running.

After indicating whether there are separated heat demand profiles available for DHW and heating or

not (Figure 5.1, step 5), the model will move to one or another direction depending on the answer.

If this is negative, the procedure continues to the calibration phase (Figure 5.1, step 6), where all

simulation parameters are adjusted to obtain the separated profiles.

Afterwards, the simulation is executed, obtaining all calculated temperatures, mass flows and en-

thalpy profiles of the inlet and outlet streams for each building. Furthermore, real and calculated

profiles are compared (5.1, step 7, validation). If the parameters are acceptably well adjusted, then

the system moves to the next step: if not, returns to step 6.

Hereafter, the simulation continues (5.1, step 8), solving all mass, energy and exergy balances and

generating all pressure, temperature, enthalpy and exergy profiles for the whole network and for

the entire time-profiles.

During step 9, all results for each scenario are obtained and stored inside MATLAB’s internal

Workspace. After running the data exportation algorithm, the system creates an Excel file con-

taining all results for each scenario i (figure 5.1, step 10) and another one where all results for all

scenarios are compared (figure 5.1, step 11).



Chapter 6

Results and Discussion

As it was previously mentioned (Section 4.3.1), each graph appearing in this section distinguishes

four periods, described from left to right: extreme winter (EW), moderate winter (NW), midseason

(M) and summer (S). All are 48-hour segments, with the first 24 hours corresponding to a working

day and the other 24 hours to a weekend. In total, eight days are displayed in hourly resolution. In

this way, a representative profile for each period of the year is obtained.

Working
day

Non Working 
day

EW NW M S

Figure 6.1: Temporal profiles format. Since V̇i is the variable to be considered for each building (i),

and t the time elapsed

6.1 Calibration

Previously to the validation phase, several calibration actions were carried on:

181
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6.1.1 Modifying the temperature regulation line

Initially, the temperature regulation line for the secondary network (see section 4.3.2.2) was the

same as Figure 3.14. Later, after running the simulation, a great discrepancy between real mea-

sured data and calculated data was discovered. Therefore, the regulation curve had to be modified,

resulting in the following figure:
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Figure 6.2: Comparison between the previous and the new heating curve, both for the secondary

network (See figure 3.14)

• Highest value: If Text =−15◦C. ⇒ TDH2 = 91.85◦C

• Transition value: If Text = 7◦ ⇒ TDH2 = 70◦C

• Lowest value: If Text ≤ 7◦ ⇒ TDH2 = 65◦C.

In this way, temperature values are calculated with higher accuracy, adjusted to the real measured

values.

6.1.2 Calibrating multiplication factors for heat demand calculation

This action was previously explained (see section 4.3.3.1)

6.2 Validation

After performing the calibration actions, feed temperature (TDHS i), return temperature (Tr DHS i) and

mass flow (ṁDHS i) profiles related to the buildings are obtained. The profiles shown below compare

calculated values obtained from the simulation with real registered values measured in the current

Viennese installations for a sample of three of the 21 buildings studied.
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Figure 6.3: Comparison between real and calculated temperatures for building 8
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Figure 6.4: Comparison between real and calculated temperatures for building 14
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Figure 6.5: Comparison between real and calculated temperatures for building 38

Calculated Feed temperature profile has an average error of 0.87% with respect to the real recorded

values. With the return temperature, such a value is somewhat higher (3.03%), probably due

to inaccuracies regarding radiator’s ΔT calculation using the approximate method of Recknagal-

Schramek-Sprenger [47].
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Regarding mass flow, the average error is significantly higher (13.02% with respect to the real

measurement), especially for consumption peaks. This is due to the inaccuracies generated by

estimating separately hot water and heating demands, which also generates an error by calculating

heat exchanger parameters for each service.
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Figure 6.6: Comparison between real and calculated mass flows for building 8
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Figure 6.7: Comparison between real and calculated mass flows for building 14
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Figure 6.8: Comparison between real and calculated mass flows for building 38
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Both variables define the enthalpy flow, which graphs are obtained as well:
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Figure 6.9: Comparison between real and calculated enthalpy flows for building 8
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Figure 6.10: Comparison between real and calculated enthalpy flows for building 14
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Figure 6.11: Comparison between real and calculated enthalpy flows for building 38

In light of the results shown in the graphs and since the profiles of calculated variables follow the

same trend as the real registered variables, it can be assumed that the model is realistic and the
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methodology is suitable for other hypotheses and case studies. The accuracy of the model will be

greater if the energy demand values are provided separately from the beginning.

6.3 Results for the Current Situation

Results are displayed below, defining the actual network’s performance. All variables and profiles

are grouped according to the different thermodynamic systems, defined in section 4.1

6.3.1 Operation Variables

6.3.1.1 Pressure
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Figure 6.12: Pressure evolution throughout the network.

As shown in figure 6.12, the pressure immediately after the hydraulic pump (PDISCHARGE) is much

higher than the calculated pressure in the last building (PRETURN LAST BUILDING) and at the suction

point of the pump (PSET POINT ). This large difference is due to the hydraulic balance (see Figures

3.15 and 3.16). For mild winter and extreme winter days, heating demand is higher; which leads

to a greater flow of water circulating through the network. Therefore, pressures will be higher in

comparison with other periods of the year.
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6.3.1.2 Temperatures
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Figure 6.13: External temperature evolution along the year.

65

70

75

80

85

90

ed
(°C

)

T DH2 (°C)

T DH2 iddl (°C)

50

55

60

65

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190

Tf
e

t (h)

T DH2 middle (°C)

T DHS i, last building (°C)

Tr DH2 (°C)

Figure 6.14: Temperatures evolution throughout the network.

Figure 6.14 shows the evolution of the main temperatures for the four temporal periods studied.

TDH2 is the DH water temperature just after the general district substation, and TDHS i, last building is

the temperature of the water flow reaching the last building. By comparing both variables, the data

reflect an average temperature decrease of 0.84 K for extreme winter and 0.736 K for winter, while

in the warm months, the decrease is more pronounced (1.02 K in midseason and 1.6 K in summer).

It might be assumed that the greatest temperature decrease occurs in winter and extreme winter,

when the temperature gradient between circulating water and the environment surrounding the

pipes is higher: however this does not happen for two main reasons:

1. Pipes are installed throughout a buried ditch sealed just below the pavement, conferring them

some protection and insulation, keeping a constant ambient temperature throughout the year.

2. During the cold seasons, the mass flow of DHN water is higher (see Figure 6.15), resulting in

a greater velocity and, thus, less time for the fluid to lose heat . Exactly the opposite situation

happens during warm periods, especially in summer when the flow of DHN water is much lower

and used only for hot water production.
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Thus, the temperature profiles are more distanced from each other and the heat losses are steeper

as we move from colder to warmer periods of the year.

The graph also shows the global return temperature, whose performance is conditioned to the feed-

ing temperatures. Both variables - return temperature (Tr DH2) and the difference between feed and

return values (TDH2 −Tr DH2) - decrease when moving from colder to warmer seasons through the

year. In extreme winter this difference is maximum (23.3 K), and in winter stays around 17 K: in

warm periods it decreases to 10-11 K.

The lower the external temperature (Figure 6.13), the greater the heat losses between the rooms

and the external air. A high thermal gradient is necessary between the temperature of the radiator’s

metal plate and the comfort temperature inside the habitable rooms in order to ensure a constant

heat flow to keep the comfort temperature constant, overcoming the heat losses. Therefore, the use

of low heat exchange area devices (such as radiators) leads to high feed temperatures, guaranteeing

high temperature gradients. At the same time, the lower the outside temperature, the greater the

heat losses from the rooms to the external air, and therefore, the greater the water temperature

decrease in the radiator, justifying the values shown in Figure 6.14.

6.3.1.3 Mass flows
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Figure 6.15: Mass flows evolution throughout the network.

Total DHN water mass flow and consumption peaks are higher for cold seasons and lower for the

summer season. The frequency of peaks and troughs is similar throughout the seasons. The DHN’s

water flow for building 2 is shown, to see a comparison between the flow for an individual building

and the flow for the entire neighbourhood. In addition, the mass flow of network water from where

a hypothetical heat pump would extract energy (ṁAN SUB), is shown (For Scenario 1, this value

equals 0).
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6.3.2 Energy Balance

The results below were obtained using the expressions 4.11 and 4.12, gathered in section 4.2.3 and

following figure 4.2.

The electric consumption of the hydraulic pump and the mass flow (figure 6.15) both follow a

similar shape, undoubtedly due to the direct relationship between the fluid velocity and the electric

power. Therefore, figure 6.16 is obtained:
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Figure 6.16: Electric flow consumption by the hydraulic pump

Note that this value is very small in comparison with other magnitudes, since the hydraulic pumping

is usually not very important in the energy balance, especially in networks with short distances.

Concerning the heat losses, those are greater in extreme winter than other periods of the year, as

show in figure 6.17:
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Figure 6.17: Evolution of the heat losses in the DH Network

However, this does not necessarily mean that energy efficiency is going to be lower during this

period. In fact, the opposite may be true: heat losses can be quantitatively greater between periods

within the same profile, but after taking into account the different energy flows, it can be concluded

that energy yields are relatively higher in cold periods than in warm periods.
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Furthermore, it is interesting to discover how in a mid-season segment the consumption profile can

suddenly change from working day to a weekend day. Heat losses are increased after approx. 120

h. There is a drop in the weekend consumption, leading to a reduction of DHN water and therefore

a sudden rise of the heat losses.

Due to high absolute consumption in winter, the efficiency is higher than in a low consumption

period such as the summer season, despite the greater heat losses:
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Figure 6.18: Evolution of the energy efficiency in the DH Network

The energy yield decreases clearly during spring - summer months (6.61% and 8.45% decrease

with respect to the maximum winter period values) because the heating service is losing relevance

and hot water consumption becomes significant, especially at the beginning and the end of the day

(7:00 and 21:00 for weekdays, 11:00 and 22:00 for weekends), when the users spend more hot

water on showers, bath, toilet, cooking etc..

Following the previous argument, it can be concluded that the higher the mass flow, the lower the

relative heat losses and therefore the greater the energy efficiency.

6.3.3 Exergy Balance

For this scenario, the following expressions are used:

• Substation: equations 4.49 and 4.50

• Network: equations 4.51 and 4.52

• Buildings: equations 4.53 and 4.54

• Buildings, DHW branch: equations 4.55 and 4.56

• Buildings, Heating branch: equations 4.57 and 4.58

All of them are gathered along the section 4.2.5, obtained from Figure 4.2, and giving rise to the

following results:
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Figure 6.19: Exergy balance
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Figure 6.20: Evolution of the exergy losses for the three thermodynamic subsystems
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Figure 6.21: Evolution of the exergy efficiency for the three thermodynamic subsystems

Figure 6.20 compares Ėxlosses substation and Ėxlosses buildings, that is to say, those thermodynamic

subsystems in which heat exchangers are involved. Greater exergy losses are produced during win-

ter and extreme winter, matching higher temperatures along the system. It is possible to conclude



CHAPTER 6. RESULTS AND DISCUSSION 192

that in the presence of heat exchangers, exergy losses are mainly produced by the temperature

differences.

On the other hand, Figure 6.21 shows how the exergetic efficiency increases 2.87% in winter and

approximately 7% in mid-summer with respect to the minimum extreme winter values. Therefore,

it is proved that the lower the temperature difference on both sides of the heat exchanger, the lower

the exergy destruction, and the better the performance.

However, in the case of the network (Ėxlosses network) the situation follows exactly the opposite pat-

tern. As we move from extreme winter to summer, exergy losses decrease. This is because in

this thermodynamic subsystem, the exergy contained is only associated with the heat flow. Con-

sequently, the destruction of exergy is intimately associated with the heat losses of the circulating

water in the pipeline. This is the reason why both variables in Figure 6.18 and Figure 6.21 describe

similar patterns. All of this will result in a systematic efficiency loss with respect to extreme winter

values when moving from cold to warm seasons (1.25% for normal winter, 6.17% for mid-season

and 6.47% for summer), as shown in Figure 6.21.

Going deep inside the thermodynamic system of a building, a detailed exergy analysis is made for

both services (heating and domestic hot water):
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Figure 6.22: Evolution of the exergy losses for both branches
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Looking at Figure 6.23, within the extreme winter period, building’s exergetic efficiency for heating

branch is on average a 15.8% greater than the DHW branch performance. Both yields are closer as

we move to warm seasons, with a 8.8% difference in winter and almost equal values in mid-season.

In summer, the comparison is not possible since there is no heating service.

The main difference between both branches is the ΔT between the heat exchangers. For example,

in the domestic hot water branch, the heat exchanger receives water at almost 90◦C on the network

side during the cold seasons; meanwhile, on the client side the temperature is fixed at 60◦C in order

to avoid the formation of Legionella, leading to a temperature difference of 30 K. In the heating

branch, the heat exchanger also receives water at almost 90◦C, but on the client side temperature is

much higher, approximately 80-83◦C. In this case the temperature difference is only 10 K.

Using the same argument as before, the higher the temperature difference, the greater the exergy

destruction, because the high quality of the energy carried by a high temperature stream is wasted

by transferring heat inefficiently from high to lower temperatures, even if the heat losses are zero or

close to zero. Consequently, from the exergetic point of view, the heating branch is more efficient

than the domestic hot water branch, especially during cold seasons.

6.4 Buildings insulation

As a previous consideration to scenarios 2,3,4,7 and 8, and considering section 4.3.3.1, it is neces-

sary to ensure that the maximum heat provided by the radiant floors (Q̇hf max i) is enough to satisfy

the heating demand (Q̇HD H i). In this regard, the simulation indicates 2 buildings which do not

meet this condition:
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Figure 6.24: Comparison between Q̇hf max i and Q̇HD H i, building 14
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Figure 6.25: Comparison between Q̇hf max i and Q̇HD H i, building 98

The analysis of these profiles indicates that, in certain periods of the year, the maximum heating

power of the radiant floors will not be sufficient to maintain the comfort temperature in the habit-

able rooms of those buildings. As shown in the graphs, this deficit occurs during extreme winter

and mild winter periods. As explained in the equation (4.89), it will be necessary to increase the

insulation degree of these buildings, in order to reduce the heating demand by a certain percentage

(-26.22 % for building 14 and -78.11 % for building 98)
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6.5 Comparative Results for all Scenarios

This section presents a comparative overview describing how each variable evolves for each calcu-

lated hypothesis, giving an idea about all pros and cons for the various improvements and changes

which can be applied. Again, all results are grouped in three blocks: Operation variables, Energy

balance and Exergy Balance.

6.5.1 Scenario 2 vs scenario 1 (see section 3.3.2)

6.5.1.1 Operation variables
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Figure 6.26: Temperatures evolution. Comparison scenarios 1 and 2

Changing from scenario 1 to scenario 2 leads to a reduction of network’s feed temperature (TDH2),

which is decreased to a fixed value of 65◦C. In addition, radiators are replaced by radiant floors for

all the buildings.
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Figure 6.27: Return temperature variation respect to scenario 1

These measures contribute to an important reduction of the return temperature (Tr DH2), which

changes from 60◦C to 35◦C in winter (average values, see figure 6.26), generating a percentage

reduction of -40/-45% in comparison with scenario 1 (average values, see figure 6.27).
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Figure 6.28: ΔT evolution. Comparison scenarios 1 and 2

Therefore, new temperature differences will be defined, as shown in figure 6.28. A ΔT is observed

for both winter seasons and mid-season periods. This situation leads to several changes, reasoning

in agreement with the general expression (4.1):

Q̇DH2 = ṁDH2 ·Cp ·ΔTDH2 (6.1)
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Figure 6.29: Mass flow evolution. Comparison scenarios 1 and 2

An increase of ΔT allows a decrease of the mass flow (ṁDH2), as shown in figure 6.29. This

decrement is highly accused in winter (ΔṁDH2 NW = -45%) and mid-season (ΔṁDH2 M = -45%),

where the temperature differences are greater in comparison with extreme winter period.
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Figure 6.30: Discharge pressure evolution. Comparison scenarios 1 and 2

Decreasing the mass flow leads to a reduction of the pumping pressure (more accused in normal

winter and mid-season). In fact, looking at both figures 6.29 and 6.30 it is possible to observe how

both magnitudes follow similar behaviours due to the high dependence of the pumping pressure

(PDISCHARGE) with the mass flow (ṁDH2).

All those changes will generate an important decrease of the hydraulic pump’s power consumption,

as shown in figure 6.31. Approximately a 50% of this power is reduced in normal winter and mid-

season periods (see figure 6.32).

The units are W/m2, showing the density of energy or exergy flow for the total heating surface.
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Figure 6.31: Hydraulic pump’s electric consumption. Comparison scenarios 1 and 2
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Figure 6.32: Hydraulic pump’s electric consumption variation respect to scenario 1

6.5.1.2 Energy Balance

The same expressions of scenario 1 are used here, generating the following results:
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Figure 6.33: Energy flow losses along the network. Comparison scenarios 1 and 2
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Decreasing network’s temperature decreases, in turn, the energy losses along the pipes due to the

reduction of the temperature gradient between the circulating water inside the pipe and the sur-

rounding external air. This effect is remarkable during extreme winter and normal winter periods,

as we can see in figure 6.33. During mid-season, temperature levels are closer each other (see figure

6.26), making the heat losses to be similar as well.

Looking at different periods within the same profile shows the same phenomenon described in

section 6.3.2; the greater the circulating mass flow, the less energy losses in the pipe network. The

same behaviour will be observed for the other hypotheses as well.
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Figure 6.34: Energy efficiency along the network. Comparison scenarios 1 and 2

0

1

2

GY
N
ET
W
O
RK

(%
)

1

0

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190

EN
ER

G

t (h)

SCENARIO 2

Figure 6.35: Energy efficiency variation respect to scenario 1

Focusing at figure 6.35, when moving from scenario 1 to scenario 2, an improvement of the

pipeline’s energy efficiency is achieved (around 1% in the winter period and less than 1% in extreme

winter. In mid-season this improvement has a minor role, fluctuating between 1% and -1%.
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6.5.1.3 Exergy Balance

The same expressions of scenario 1 are used here, generating the following results:
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Figure 6.36: Exergy flow losses along the network. Comparison scenarios 1 and 2

As previously explained, exergy is the maximum useful work that can be obtained from a given

thermodynamic system which is not in equilibrium with the environment. The further this system is

from the environmental pressure and temperature conditions, the more useful work can be extracted

from it, and therefore the greater the exergy content will be. Therefore, it is a thermodynamic

magnitude which gives an idea of the quality of the thermal energy, and not quantity.

During winter and extreme winter periods, the temperature reduction from the first to the second

scenario collaborates with decreasing the energy losses, influencing on the exergy losses in the

same direction.

However, in mid-season this trend does not happen in the same way. The temperature levels are

similar for both hypotheses (TDH2 = 65 ◦C, Tr DH2 sc1 = 55 ◦C, Tr DH2 sc2 = 49 ◦C), but the low mass

flow rate (much lower than in scenario 1) results in a lower grade of the energy utilization, that is,

a greater exergy destruction.
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Figure 6.37: Exergy efficiency along the network. Comparison scenarios 1 and 2
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The consequence is a relative improvement in the average exergy efficiency in the pipe network

(ηEXERGY NETWORK) of 1% in the winter period. On the other hand, in mid-season this magnitude

falls significantly, and may decrease to values between 86 and 82%.
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Figure 6.39: Exergy flow losses for all buildings. Comparison scenarios 1 and 2
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Figure 6.40: Exergy efficiency for all buildings. Comparison scenarios 1 and 2

Going deep into the analysis of the thermodynamic subsystem of the buildings, there is a general
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increase of the exergy losses for the first three periods (see figure 6.39). This fact means a significant

reduction of the exergy efficiency in the whole set of buildings. From scenario 1 to 2, the average

values change from 90-95 % to 77 % in extreme winter and to 75% in normal winter. In mid-season

the change is smaller, reaching 85 %.

To understand what happens, it is required to study each of the two branches that operate inside the

buildings separately, as shown below.
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Figure 6.41: Exergy flow losses for all buildings, DHW branch. Comparison scenarios 1 and 2

Focusing on figure 6.41, there is a significant decrease of the exergy losses in the hot water pro-

duction branch. This improvement is due to the approximation of the temperature profiles at both

sides of the heat exchanger, as it was previously explained (see section 6.3.3, figure 6.23.
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Figure 6.42: Exergy efficiency for all buildings, DHW branch. Comparison scenarios 1 and 2

Therefore, in comparison with scenario 1, in this branch there will be an increase of the exergy

efficiency of almost +20% in extreme winter and +10% in normal winter. In mid-season and

summer both profiles are similar (figure 6.42).

However, the opposite effect is observed in the DHW branch, as shown in figure 6.43.
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Figure 6.43: Exergy flow losses for all buildings, Heating branch. Comparison scenarios 1 and 2

In this case, after replacing the radiators with underfloor heating, there is a significant decrease

in the level of temperature on the consumer side (TCS H i = 35◦ C, Tr CS H i = 25◦C. However, the

temperature on the other side of the heat exchanger is still quite high (TDHS i = 65◦C). Therefore,

in scenario 2 a large difference between both sides of the heat exchanger, which gives rise to a high

exergy destruction.

60
65
70
75
80
85
90
95
100

GY
BU

IL
DI
N
GS

H
(%

)

35
40
45
50
55

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190

EX
ER

G

t (h)

SCENARIO 1

SCENARIO 2

Figure 6.44: Exergy efficiency for all buildings, heating branch. Comparison scenarios 1 and 2

The exergy destruction means a significant reduction of the exergy efficiency in this branch, going

from average values of 95% to 63% in extreme winter and even up to 57% in normal winter (see

figure 6.44)

Subsequently, the decrease of the exergy efficiency in buildings comes mainly from the heating

branch, whose effect is preponderant against the hot water production branch (see figure 6.40).
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6.5.2 Scenario 3 vs scenario 1 (see section 3.3.3)

6.5.2.1 Operation variables
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Figure 6.45: Temperatures evolution. Comparison scenarios 1 and 3
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Figure 6.46: Return temperature variation respect to scenario 1

After replacing radiators by radiant floors and decreasing drastically the feed temperature, LTDHN

conditions are reached for this scenario. Temperature levels are the lowest possible for all the cases
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studied. ΔT values will be generally lower than scenario 1. In extreme winter the difference is more

pronounced, implying consequences related to the increase of the mass flow, as it will be seen later.

The first relevant fact is the sharp decrease of the return temperature, which moves from 65/55
◦C (scenario 1, winter) to approx. 25 ◦C (scenario 3, same period). More than 55% of the return

temperature is decreased in winter and in extreme winter, and around 45% in mid-season (figure

6.46).
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Figure 6.47: ΔT evolution. Comparison scenarios 1 and 3

Although Tr DH2 has been widely reduced for all periods, this does not necessarily mean that ΔT

values have to decrease as well. In fact, only a significant change of this magnitude is observed for

extreme winter period (from 25 to 14 K, approx.) and summer (from 11 to 7.3 K, approx.). For the

rest of the year the values are similar.
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Figure 6.48: Mass flow evolution. Comparison scenarios 1 and 3

For extreme winter, a strong decrease of ΔT allows the correspondent increase of the mass flow,

as shown in figure 6.48. For winter period, where ΔT for both scenarios are closer, mass flows are

also similar.

In the mid-season there is a slight increase of ΔT on the hot side of the heat exchanger (DHN side)

in comparison with scenario 1. This gain is also observed in the heating branch. However, during
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this period of the year, the hot water consumption is predominant. The final consequence will be

also a mass flow reduction, but slightly smaller than in scenario 2.
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Figure 6.49: Discharge pressure evolution. Comparison scenarios 1 and 3
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Figure 6.50: Hydraulic pump’s electric consumption. Comparison between scenarios 1 and 3
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Figure 6.51: Hydraulic pump’s electric consumption variation respect to scenario 1
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Again, both the pressure and the electrical hydraulic pump’s consumption describe parallel profiles,

following figure 6.48. For the second variable, the maximum values appear during the extreme

winter time (ẆDH2), reaching consumption peaks of about 0.09 W/m2 and even of 0.1 W/m2,

which represents increases of 80% or even 100% for several consumption peaks (see figures 6.50

and 6.51).

6.5.2.2 Energy Balance

The same expressions of scenario 1 are used here, generating the following results:
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Figure 6.52: Energy flow losses along the network. Comparison scenarios 1 and 3

As shown in figure 6.52, reducing the temperature levels leads to a significant decrease of the

energy losses of the pipe network. Unlike scenario 2, this decrease occurs for all periods of the

year studied.
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Figure 6.53: Energy efficiency along the network. Comparison scenarios 1 and 3

The generalized fall of the energy losses are good news, leading to the increase of the energy

efficiency for all periods studied. For extreme winter, average values moving from 97.6% to 99%

are reached, which means a relative improvement of the energy efficiency higher than 1%. In
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normal winter the improvement is even greater, going from 97 to 98.5%, leading to a relative

improvement greater than 1.5% (figure 6.54).
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Figure 6.54: Energy efficiency variation respect to scenario 1

In essence, when moving from scenario 1 to 3, an improvement of the pipeline’s energy efficiency

is achieved (around 1.5% in winter period and 1.4% in extreme winter. In mid-season this improve-

ment could be even higher, reaching up to 2% or even more.

6.5.2.3 Exergy Balance

For this scenario, the following expressions are used:

• Substation: equations 4.49 and 4.50

• Network: equations 4.51 and 4.52

• Buildings: equations 4.61 and 4.62

• Buildings, DHW branch: equations 4.63 and 4.64

• Buildings, Heating branch: equations 4.57 and 4.58

For the equations 4.61, 4.62, 4.63 and 4.64, the term ∑n
i ḂAN HW i = 0, because this magnitude

appears inside the borders of the control volume where the balance is applied, so, it is implicitly

considered in the balance.

All those equations can be found in section 4.2.5, obtained from figure 4.4. Results are displayed

along the following graphs:
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Figure 6.55: Exergy flow losses along the network. Comparison scenarios 1 and 3

The drastic temperature reduction brings these values closer to the reference ones, reducing the

gradient. Therefore, the exergy of the system will be significantly reduced, with the consequent

drop-off of the exergy losses.
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Figure 6.56: Exergy efficiency along the network. Comparison scenarios 1 and 3
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Figure 6.57: Exergy efficiency variation respect to scenario 1
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This time, the relative improvement of the average exergy efficiency will be higher for all periods.

The greater improvement comes for normal winter time (ηEXERGY NETWORK = +3.5%). For extreme

winter days, the improvement exceeds 2.3%. In mid-season this magnitude varies significantly,

making values between -0.6/+4%.
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Figure 6.58: Exergy flow losses for all buildings. Comparison scenarios 1 and 3
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Figure 6.59: Exergy efficiency for all buildings. Comparison scenarios 1 and 3

As the figure 6.58 shows, the exergy losses for the buildings subsystem are much greater here than

in the previous scenario. These losses are evenly generated along the year, in coincidence with the

hot water consumption.
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Figure 6.60: Exergy flow losses for all buildings, DHW branch. Comparison scenarios 1 and 3
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Figure 6.61: Heat pump’s electric consumption, DHW branch

Once again, both separated branches have to be analysed, in order to understand the reasons of this

performance.

The analysis of figure 6.61 is the key to understand the reason of this behaviour. It shows the total

electrical consumption required by all the heat pumps of all buildings to operate (∑n
j=1 ẆHP HW i).

This device is continuously raising the DH water temperature from 40 to 65◦C, using between 2.1

and 7.2 W/m2. This is a continuous injection of electric flow, which definitely means pure exergy

and increases the external exergy flow rate fed to the thermodynamic system in comparison with

the exergy flow that is finally supplied to the consumer. The consequence will be a sharp decrease

of the exergy performance (figure 6.62).
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Figure 6.62: Exergy efficiency for all buildings, DHW branch. Comparison scenarios 1 and 3

On the other hand, on the heating side there are several instants during the extreme winter time

segment (consumption peaks) where the exergy losses are considerably reduced (figure 6.63).
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Figure 6.63: Exergy flow losses for all buildings, Heating branch. Comparison scenarios 1 and 3

There is a certain uniformity of these losses in both winter seasons, mainly due to the small variation

of the temperature values for these periods. In normal winter period, the exergy losses are slightly

higher than in scenario 1, probably due to the greater temperature difference between the hot side of

the heat exchanger (DHN side → TDHS i 
 40◦C) and the cold side (radiant floor side → TCS H i 

35◦C). Spring and summer are seasons in which the heating consumption is very low or zero,

therefore the losses will follow the same trend.
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Figure 6.64: Exergy efficiency for all buildings, heating branch. Comparison scenarios 1 and 3

The consequence will be a reduction of the exergy performance for winter periods (around -5%

for extreme winter, and -10% for normal winter. In midseason the exergy balance values are very

small, generating strong fluctuations for the calculated values. During this period, it is considered

that the exergy efficiency remains the same as scenario 1 (see figure 6.64).

6.5.3 Scenario 4 vs scenario 1 (see section 3.3.4)

The general balance expressions used for this scenario are the same as scenario 1, except the sub-

station subsystem (equations 4.59 and 4.60).

This scenario has the same characteristics and results profiles as scenario 2 (see section 6.5.1). The

main difference lies in the principal heat flow, which is not provided anymore from the primary

network. Instead, there is a general heat pump installed in the substation, which consumes power

(ẆHP SUB) and requires a constant mass flow of anergy water (ṁAN SUB). For more information, see

section 4.3.5.2.
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Figure 6.65: Comparison between the different mass flows related to the DHN.

As it is shown in figure 6.65, the mass flow consumed by the substation is lower than the total DH

water flow used in both scenarios 1 and 4. nevertheless, it is still a very important flow that has



CHAPTER 6. RESULTS AND DISCUSSION 214

to be returned to the original place where it comes from, or sent to the corresponding treatment

process. Thus, like the district heating network, the urban anergy network is able to work as a

cooling medium for water from thermal processes whose temperature is too high to be expelled

into the environment (rivers, lakes...etc)

The second variable to be considered in this study is the electrical consumption of the heat pump,

reflected in the following figure:
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Figure 6.66: Heat pump’s electric consumption in the substation. Comparison with other electric

flows

This comparison gives an idea about the power that is required by the substation’s heat pump in

comparison with other systems; and therefore, proceed with the appropriate design of the power

supply system in the absence of another available heat source.

Obviously, ẆHP SUB reaches maximum values in extreme winter, making a consumption peak of 20

W/m2. For both winter seasons, this variable is practically doubled ∑n
j=1 ẆHP HW i (between 13.65

W/m2 as maximum value and 9.21 W/m2 as minimum value). It is reasonable, since this is the

only exergy source available for the DHW production and heating generation for the entire group

of buildings.

For this hypothesis and also for scenario 6, the used water here comes from several origins (indus-

trial processes, urban waste) which temperature is still usable (TAN pre SUB = 30 ◦C). As a comment,

it would be possible to increase the efficiency of the heat pump and reduce its electrical consump-

tion if the water temperature was higher, leading to another range of improvement for the whole

system.
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6.5.4 Scenario 5 vs scenario 1 (see section 3.3.5)

6.5.4.1 Operation variables
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Figure 6.67: Temperatures evolution. Comparison scenarios 1 and 5
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Figure 6.68: Return temperature variation respect to scenario 1

In this new variant the goal consists of satisfying buildings heat demand at constant network tem-

perature, following the same temperature regulation as scenario 2, but without replacing radiators
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or performing any kind of refurbishment works. Again, a good solution would be the installation

of support heat pumps that are switched on only if the incoming TDH is not sufficient to keep the

comfort temperature inside the buildings. Hence, instead of increasing the entire DH water stream

temperature above 65◦C (which is not necessary in the DHW production branch), the mentioned

increase is punctually carried out only for the heating branch and only when it is necessary.

Therefore, the systems will work intermittently instead of continuously, like the case explained in

scenario 3 (section 6.5.2). Hence, during mid-season, feed and return temperatures will have the

same profile for both scenarios, as it can be observed in figure 6.67.

Keeping the radiator system leads to a higher return temperature than scenario 2 (Tr DH2 = 50◦C

approx.), but still lower than in scenario 1 (-20% in extreme winter, and -10/-15% in normal winter).

There are no differences during the rest of the year respect to scenario 1. This is logical, since all

variations will occur only in winter, when the heat pumps are activated.
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Figure 6.69: ΔT evolution. Comparison scenarios 1 and 5

As a consequence, ΔT will decrease only for winter periods, as shown in figure 6.69.
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Figure 6.70: Mass flow evolution. Comparison scenarios 1 and 5

As mentioned before, modifying all the heating branches for all the buildings will give raise to

a decrease of ΔT, producing a generalized increase of the mass flow during the winter seasons.
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The change is more pronounced in extreme winter (+55% in consumption peaks) than in normal

winter (approx. +15%). Also in extreme winter, the system reaches a record of 62.85 kg/s, which

is the highest flow for all the studied scenarios. In the same way as before, there are practically no

variations in mid-season and summer.
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Figure 6.71: Discharge pressure evolution. Comparison scenarios 1 and 5
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Figure 6.72: Hydraulic pump’s electric consumption. Comparison scenarios 1 and 5
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Figure 6.73: Hydraulic pump’s electric consumption variation respect to scenario 1
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Again, both the pressure and the electrical hydraulic pump’s consumption describe parallel profiles,

following figure 6.48. For the second variable, the maximum values appear during the extreme win-

ter time, reaching consumption peaks of about 0.09 W/m2 and even of 0.1 W/m2, which represents

increases of 80% or even 100% for several consumption peaks (see figures 6.72 and 6.73).

After analysing scenarios 3 and 5, one conclusion can be obtained from here: installing individual

heat pumps in buildings influences on the mass flow, generating the corresponding increase of the

hydraulic pump’s power consumption.

6.5.4.2 Energy Balance

The same expressions of scenario 1 are used here, generating the following results:
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Figure 6.74: Energy flow losses along the network. Comparison scenarios 1 and 5
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Figure 6.75: Energy efficiency along the network. Comparison scenarios 1 and 5

In this case, the only two variables that influence the energy losses are the return temperature and

the mass flow, since the feed temperature is fixed in the same way as it happens in scenario 2. In

winter periods, the heat losses are also reduced with respect to scenario 1 but not as much as in

scenario 2. The reason here is the return temperature, which decreases more in scenario 2 than in

scenario 5 (see and compare figures 6.26, 6.33, 6.67 and 6.74).
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Following the same behaviour as the mass flow variable, the heat losses are more strongly reduced

in extreme winter than in normal winter, demonstrating the dominant influence of the mass flow

over the rest of the variables. The result will be a small improvement of the energy efficiency, less

than 0.5% for both winter seasons (figure 6.76).
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Figure 6.76: Energy efficiency variation respect to scenario 1

6.5.4.3 Exergy Balance

In this case, the following expressions are used:

• Substation: equations 4.49 and 4.50

• Network: equations 4.51 and 4.52

• Buildings: equations 4.61 and 4.62

• Buildings, DHW branch: equations 4.55 and 4.56

• Buildings, Heating branch: equations 4.65 and 4.66

For the equations 4.61, 4.62, 4.65 and 4.66, the term ∑n
i ḂAN H i = 0, because this magnitude is

contained inside the borders of the control volume where the balance is applied, so, it is already

implicitly considered in the balance.

All those equations can be found in section 4.2.5, obtained from figure 4.4. Results are displayed

along the following graphs:
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Figure 6.77: Exergy flow losses along the network. Comparison scenarios 1 and 5
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Figure 6.78: Exergy efficiency along the network. Comparison scenarios 1 and 5

During winter and extreme winter periods, the temperature reduction from the first to the fifth

scenario and the greater mass flow collaborates in decreasing the energy losses, influencing again

on the exergy losses in the same direction. The same performance is observed for all the previous

situations.

As shown in figures 6.75 and 6.78, energy and exergy efficiencies both follow very similar profiles.

In this case, the exergy efficiency will be increased for all periods except summer. The greater

improvement comes for both winter segments, changing from 95% to 97% in extreme winter and

from 93% to 95.5% in normal winter, giving a relative increase of +2.5%.
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Figure 6.79: Exergy flow losses for all buildings. Comparison scenarios 1 and 5
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Figure 6.80: Exergy efficiency for all buildings. Comparison scenarios 1 and 5

Looking at the figure 6.79 it is possible to see how the exergy losses are increasing dramatically,

exactly when the heat pumps are switched on. These circumstances lead to a very marked decrease

of the exergy efficiency 6.80, which moves from 90 to 63% in extreme winter, and from 93 to

80% in normal winter. Both drops involve an efficiency decrease of 30 and 15% for both periods,

respectively.
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Figure 6.81: Exergy flow losses for all buildings, DHW branch. Comparison scenarios 1 and 5
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Figure 6.82: Exergy efficiency for all buildings, DHW branch. Comparison scenarios 1 and 5

In the same way as figure 6.41, there is a significant decrease of the exergy losses in the DHW

branch. This improvement is observable but it is slightly smaller than in scenario 2. This is

because ṁDH2 is greater here than scenario 2, leading to smaller temperature losses throughout

the network and giving rise to higher temperature values (TDH2 and TDHS i). Then, the variable

(∑n
j=1 ĖxDHS HW i) will be mildly increased, producing a very small increment of the exergy losses

for that branch.

The analysis of figure 6.83 reveals the total electrical consumption required by all the individual

heat pumps (∑n
j=1 ẆHP H i)). This device is raising the DH water temperature to the required tem-

perature established by the regulation curve from 65 up to 90◦C, following the regulation curve

(figure 3.14). The power supplied reaches a maximum value up to 9 W/m2 in extreme winter, and

lower values between 1.3 and 2.6 W/m2 for normal winter periods. Obviously, there is no power

consumption in mid-season and summer.

Considering a heat pump and the corresponding power consumption generates this "distorting"

effect on the exergy efficiency, as explained in section 6.5.2. The performance is here decreased as

well, falling from 95 to a 55% in extreme winter and 75% in mid-season (figure 6.85).
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Figure 6.83: Heat pump’s electric consumption, heating branch
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Figure 6.84: Exergy flow losses for all buildings, heating branch. Comparison scenarios 1 and 5
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Figure 6.85: Exergy efficiency for all buildings, heating branch. Comparison scenarios 1 and 5

6.5.5 Scenario 6 vs scenario 1 (see section 3.3.6)

In this configuration, all buildings and networks operate in the same way as in scenario 1, generating

the same results profiles (see section 6.3). Again, the heat exchangers installed inside the substation

are substituted by a general heat pump, proceeding in the same way as scenario 4 (see section 6.5.3).

To analyse the consequences of this new installation, it was preferred to compare this scenario with

scenario 4, since both systems have the same configuration in the substation, and therefore, the

same equations.

As already stated in the model of sections 4.3.5.2 and 4.18, the general heat pump in the substation

follows the same parameters for both scenarios. On the other hand, network’s feed temperature

(TDH2) is higher in scenario 6 than in scenario 4, which increases the exigency of the device and

reduces its efficiency (COPREAL SUB). If the COP is low, the power consumption increases, as

shown in figure 6.86.
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Figure 6.86: Comparison between ẆHP SUB for scenarios 4 and 6

The increase of electricity consumption occurs in the two winter periods, in which TDH2 moves

from 65 to 90◦C. This temperature level is much higher than the 65◦C value, which is set as a

constant temperature in the temperature regulation curve of scenario 4. However, in mid-season

and summer, TDH2 is the same for both configurations and hence ẆHP SUB will be the same as well.

Therefore, comparing scenarios 6 and 4 it can be concluded that a general heat pump needs 28.57%

more electricity in extreme winter and 12.7% in normal winter to provide the same heat to the same

DHN system.

For the water consumption variable from where the anergy is extracted, from equation (4.116) the

following expression is obtained:

Q̇C i = Q̇H i −ẆHP HW i (6.2)

By increasing ẆHP SUB with respect to scenario 4, and keeping Q̇H i constant, a lower Q̇C i is ob-

tained from the balance, leading to a ṁAN SUB decrease for both winter seasons (14.7% for extreme

winter and 8.1 % for normal winter), as shown in figure 6.87.
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Figure 6.87: Comparison between ṁAN SUB for scenarios 4 and 6
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6.5.6 Scenario 7 vs scenario 1 (see section 3.3.7)

6.5.6.1 Operation variables
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Figure 6.88: Temperatures evolution. Comparison scenarios 1 and 7
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Figure 6.89: Return temperature variation respect to scenario 1

Although scenarios 4 and 6 bring the possibility of resorting to other urban energy systems different

from the primary network, scenarios 7 and 8 are deepening in this direction. In scenario 7, both the
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primary network and secondary networks continue there, although they are only used to feed the

DHW branch inside the buildings. The heating service is provided by a reversible heat pump (see

section 4.3.3.11) connected to the adapted radiant floors.

Therefore, Tr DH2 will be fully conditioned by the DHW branch, which will result in the temperature

reduction reflected in the figure 6.88. This decrease is approx. quantified by -25% in the winter

periods (figure 6.89).
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Figure 6.90: ΔT evolution. Comparison scenarios 1 and 7

In conclusion, new temperature differences will be defined, as shown in figure 6.28. The maximum

increase of ΔT is observed for both normal winter seasons and mid-season periods, in a similar

way to scenarios 2 and 4. However, in this case the ΔT between feed and return DH streams is not

the predominant factor that influences on the mass flow, but the fact that DH is not used as a heat

source for the heatings anymore. This situation will lead to a dramatic decrease of the DH water,

reaching values below 20 kg/s in extreme winter and 10 kg/s in normal winter (figure 6.92).
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Figure 6.91: Mass flow evolution. Comparison scenarios 1 and 7
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Figure 6.92: Mass flow variation respect to scenario 1

Both are the lowest obtained values from all the hypotheses investigated, resulting in a 50/60%

reduction in extreme winter and more than 70% in normal winter. In mid-season this reduction is

not so drastic and remains in values between -30 and -55%, due to, this time yes, a greater influence

of the ΔT.
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Figure 6.93: Mass flow of water supplied to the anergy network

A new variable comes into play in this scenario, the total mass flow of water used by all reversible

heat pumps combined in the building set. This variable is interesting to give an idea about the

dimensions that the supply network (anergy network) should have. This situation could influence a

reconfiguration or transformation of the current DH networks [104].
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Figure 6.94: Discharge pressure evolution. Comparison scenarios 1 and 7
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Figure 6.95: Hydraulic pump’s electric consumption. Comparison scenarios 1 and 7
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Figure 6.96: Hydraulic pump’s electric consumption variation respect to scenario 1

As in the previous scenarios, the mass flow determines both the discharge pressure and the electrical

consumption profiles for the hydraulic pump, reaching the minimum values of the overall data

series studied. The minimum ẆDH2 value is 0.02 W/m2 for extreme winter and 0.01 W/m2 for
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normal winter (approximate magnitudes, see figure 6.95), which entail a reduction of more than

70% in normal winter (figure 6.96).

6.5.6.2 Energy Balance

Same expressions as scenario 1, resulting in the following figures:
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Figure 6.97: Energy flow losses along the network. Comparison scenarios 1 and 7

The sharp decrease of the DH water mass flow, and therefore the speed reduction of the fluid inside

the pipes contributes to increase the energy losses of the network. On the other hand, the temper-

ature reduction influences a decrease of these losses. Combining both opposed effects ultimately

results in a net decrease to scenario 5 but not as pronounced as in scenarios 2, 3 or 4. Subsequently,

reducing the temperature is predominant versus reducing the mass flow (figure 6.97).
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Figure 6.98: Energy efficiency along the network. Comparison scenarios 1 and 7
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Figure 6.99: Energy efficiency variation respect to scenario 1

While it is true that the energy losses here are smaller than scenario 1, this fact does not necessarily

imply an increase of the energy efficiency. The graphs 6.98 and 6.99 show how the energy efficiency

drops by approximately 2 points in extreme winter, around 3/4% in normal winter and between -5

and -2% in mid-season. This is the only scenario in which the energy losses are not small enough

to increase or at least maintain the energy efficiency as in scenario 1.

6.5.6.3 Exergy Balance

In this case, the following expressions are used:

• Substation: equations 4.49 and 4.50

• Network: equations 4.51 and 4.52

• Buildings: equations 4.61 and 4.62

• Buildings, DHW branch: equations 4.55 and 4.56

• Buildings, Heating branch: equations 4.65 and 4.66

For the equations 4.61, 4.62, 4.65 and 4.66, the term ∑n
i ĖxDHS H i = 0, because this magnitude is

not supplied from the DHN any more.

All those equations can be found in section 4.2.5, obtained from figure 4.4. Results are displayed

along the following graphs:
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Figure 6.100: Exergy flow losses along the network. Comparison scenarios 1 and 7

The mass flow and temperature drops are reducing all exergy values in both sides of the exergy

balance (equation (4.51)), also decreasing the exergy losses. Nevertheless, this situation does not

necessarily imply a better performance. Figure 6.101 shows how the exergy efficiencies of scenar-

ios 1 and 7 are very similar. Except for certain moments - normally consumption peaks - it cannot

be considered any appreciable improvement.

88

90

92

94

96

98

100

GY
N
ET
W
O
RK

(%
)

80

82

84

86

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190

EX
ER

G

t (h)

SCENARIO 1

SCENARIO 7

Figure 6.101: Exergy efficiency along the network. Comparison scenarios 1 and 7
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Figure 6.102: Exergy flow losses for all buildings. Comparison scenarios 1 and 7
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Figure 6.103: Exergy efficiency for all buildings. Comparison scenarios 1 and 7

Looking at the figure 6.102 it is possible to see how the exergy losses are again increasing dra-

matically. The highest increase is produced in winter periods, when the heat pumps are switched

on, following a similar behaviour as scenario 5. There are also exergy losses in mid-season and

summer, both associated to the heating branch, as it will be analysed later.
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Figure 6.104: Exergy flow losses for all buildings, DHW branch. Comparison scenarios 1 and 7
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Figure 6.105: Exergy efficiency for all buildings, DHW branch. Comparison scenarios 1 and 7
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In this case, the exergy efficiency (figure 6.103) moves from 90 to 60% in extreme winter, and from

93 to 65/60% in normal winter. Both drops involve a decrease of the efficiency of about 35% for

both periods, respectively.

As shown in the figures 6.104 and 6.105, the DHW branch performs in the same way as scenarios

2, 4 and 5. In all those scenarios the DHW branches are operating in a very similar way, including

the configuration of the branch and the temperature levels.

Ultimately, the exergy efficiency of this branch will remain high. The values will oscillate between

95% and 97% in the winter periods, and approx. 98% in mid-season and summer.

In the heating branch, the situation is somewhat similar to hypothesis 5, in which the heat pump

operation determines the exergetic performance of the whole group of buildings. However, there

are important differences to be considered. In scenario 5, the heat pump worked only under need,

while here it works along all seasons (figure 6.106). In winter, the system heats radiant floors’

water and consumes electric power. In summer, the same device cools the water by exchanging the

heat directly with the anergy network water, without any power consumption (see figure 6.93).
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Figure 6.106: Heat pump’s electric consumption, heating branch
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Figure 6.107: Exergy flow losses for all buildings, heating branch. Comparison scenarios 1 and 7
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Figure 6.108: Exergy efficiency for all buildings, heating branch. Comparison scenarios 1 and 7

As a comment to the figure 6.106, it is interesting to note how the electric power consumption is not

excessively high, especially if we compare it with the consumption of figure 6.83. The explanation

lies in the low temperature levels at which the heat pump has to work (generally from 25 to 35◦C,

radiant floor’s temperatures), compared to those in scenario 5 (approx from 65 to 90◦C, radiator’s

temperatures).

In such a way, the exergy balance defined in the figure 6.107 shows values from the hour 144

onwards (beginning of summer). This is a constant value because the cooling demand (Q̇CD i), the

inlet (TCS C) and the outlet temperatures (Tr CS C) have been estimated constant for this period as

well. In conclusion, there will be also exergy efficiency values, although those values will not be

so high (see figure 6.108).

6.5.7 Scenario 8 vs scenario 1 (see section 3.3.8)

The main feature that rules this configuration is that the DHN has been completely removed from

the system. Both branches - DHW and heating - are powered by heat pumps. Therefore, the power

grid and the anergy network are the only option to keep these systems in operation.
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Figure 6.109: Mass flow of water supplied to the anergy network
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The heat pumps are the only heat suppliers from both branches, forcing a greater anergy flow to

be extracted from the anergy source. That means a higher water mass flow in comparison with

the previous scenario. As shown in figure 6.109, approximately between 40 and 55 kg/s have to

be used in extreme winter, between 35 and 30 kg/s for normal winter, and approximately 10 kg/s

during mid-season and summer periods. These values are respectively implying an increase of 50,

66, 142 and 70 % compared with scenario 7.

6.5.7.1 Exergy Balance

Here, the following expressions are used:

• Buildings: equations 4.61 and 4.62

• Buildings, DHW branch: equations 4.63 and 4.64

• Buildings, Heating branch: equations 4.65 and 4.66

After removing the DHN, the exergy flow is not supplied any more from that source. Hence, for all

these equations, the terms ∑n
i ĖxDHS HW i and ∑n

i ĖxDHS HW i are equal to zero.

All those equations can be found in section 4.2.5, obtained from figure 4.4. Results are displayed

along the following graphs:
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Figure 6.110: Exergy flow losses for all buildings. Comparison scenarios 1 and 8

Instead of one, this time there are two heat pump devices operating inside each building, resulting

in an increase in the exergy losses of approximately 100 % for all the period (Figure 6.110). The

exergy performance falls again, leading to smaller values that do not reach the 43 % in winter and

summer periods, as well as 46 % in mid-season (Figure 6.111). These values are significantly lower

than those in scenario 7, demonstrating again how the installation of heat pumps into the system

influences negatively on the exergy efficiency, as it has been referred previously.
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Figure 6.111: Exergy efficiency for all buildings. Comparison scenarios 1 and 8

Likewise, figure 6.112 helps to understand about how the systems are functioning in this config-

uration. Obviously, the heating branch works exactly in the same way as the previous scenario.

However, the DHW branch’s heat pump operates continuously, working accordingly to the heat

demand required throughout the year.

It is observed how the range of values for the DHW production branch
(
∑n

i=1ẆHP HW i)
)

is always

higher than the heating branch
(
∑n

i=1ẆHP H i)
)
, which is logical due to the higher temperature level

required for the DHW branch in comparison with the heating branch.

Ultimately, these calculations are showing us how the power consumption is an affordable magni-

tude, in comparison with the high anergy network’s mass flow. This is the controlling factor for the

viability of this hypothesis.
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Figure 6.112: Heat pump’s electric consumption, heating and DHW branches

The power supplied to the new added heat pump generates a considerable increase of the exergy

losses of the DHW production branch (Figure 6.113), which influences a strong decrease of the

exergy performance. These new exergy efficiency values oscillate between 40 and 45 % for the

entire period studied (Figure 6.114). On the other side, the heating branch performs in the same

way as scenario 7.
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Figure 6.113: Exergy flow losses for all buildings, DHW branch. Comparison scenarios 1 and 8
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Figure 6.114: Exergy efficiency for all buildings, DHW branch. Comparison scenarios 1 and 8
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Figure 6.115: Exergy efficiency for all buildings, heating branch. Comparison scenarios 1 and 8
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6.6 Discussion

A comparative overview for each of the 8 scenarios regarding to scenario 1 is shown below. All

variables chosen correspond to the coldest hour of the year, in which the value of external temper-

ature is minimum (t = 6h → Text =−12.31◦C). This is the chosen value, since it is considered as

the most exigent moment for the network, and therefore, it will be used to elaborate the following

diagrams and analysis.

The radar graphs are used along this section, in order to easily visualize multivariate data in a two-

dimensional chart. All numbers represented there are normalized values extracted from several of

the previous profiles. Fixed costs values are qualitatively assigned to each scenario using a scale

from 0 to 7, with 0 as the current situation and 7 the situation associated to a higher fixed costs

(installing, replacing or removing equipments, public works, etc).
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Figure 6.116: Radar chart comparison between scenarios 1, 2, 3 and 5

The figure 6.116 shows a gradual optimization of the current thermal network towards the minimum

possible temperature level and involving the installation of the new technologies available: heated

floors and heat pumps.

Replacing radiators by heated floors contributes to reduce the temperature levels, decreasing the

energy and exergy losses through the network, and therefore, increasing the efficiency.

Adding heat pumps to the system allows the introduction of electricity into the heating sector,

diversifying to other possible (renewable) energy sources. Among other aspects, exergy balances

warn and inform about the power consumption and all possible inefficiencies produced by the heat
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pumps. Even so, these devices are the best possible option to feed the thermal network using Power

to Heat technology.

If the only purpose is decreasing and stabilizing network’s temperature without the costs associated

to the heat pumps, scenario 2 is a good option. Together with scenario 4, it is the second best option

in terms of network’s energy efficiency. The counterpart is the replacement of radiators and the

execution of works inside the buildings in order to install the radiant floors.

It can be affirmed that scenario 3 is the natural evolution of scenario 2, and it is revealed as the

best hypothesis for the energy savings and the energy efficiency as was documented in previous

works [97] [96]. In addition, this option brings the highest exergy efficiency at network level

and contemplates the adaptation of the current Viennese DHN to a LTDHN as a real possibility,

advancing towards the fourth generation of DH networks [2].

However, this configuration implies high fixed costs associated with the elimination of radiators,

the adaptation of buildings, the subsequent installation of radiant floor systems and the installation

of heat pumps connected to the DHN. In addition, there are other operational costs associated with

the electrical energy consumption (pure exergy), resulting in a significant decrease of the exergetic

performance at building level.

Scenario 5 still allows the reduction of network’s temperature and entails an electricity consumption

similar to scenario 3. In this case, fixed costs much lower than scenarios 2 and 3, keeping radiators

in place and saving considerable refurbishment works inside the buildings. However, the energy

efficiency improvement obtained here is approx. a third compared to the previous scenarios.
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Figure 6.117: Radar chart comparison between scenarios 1, 4 and 6

Both scenarios 4 and 6 use central heat pumps in the substation without any heat extraction from
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any primary network. These options are especially useful for urban areas located far away from

the principal thermal network, and they would also be valuable in those cases in which industrial

effluents or wastewater are available to be used by the general heat pump as an anergy source, which

is still thermally viable (25/30 ◦C). Thereby, they work as an energetic link between industrial and

urban areas.

Scenario 6 is even more feasible since it does not require any refurbishment or installation work

inside the buildings, allowing the radiators to remain. Therefore, this option would be the cheapest

in terms of fixed and installation costs.

The main disadvantage are the high power consumptions attached to the general heat pumps. As

shown in the figure 6.117, these 2 configurations are the largest power consumers among all the

scenarios studied. In consequence, it is possible here to do without the thermal network, but not

without a reliable electrical network able to guarantee a continuous power supply.
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Figure 6.118: Radar chart comparison between scenarios 1, 7 and 8

Scenario 7 is the typical case in which the heating systems are located in a decentralised way, but,

at the same time, a connection to the DHN must be available. In contrast, scenario 8 no longer

has a network; only a hydraulic network remains at moderate or ambient temperature, providing

anergy to the individual heat pumps installed in the buildings. The consequence would be a total

reconversion of the system, moving into an anergy network [104], advancing towards the fifth

generation of DH networks.

Both configurations generate the highest fixed costs among all the scenarios studied. These costs

are generated by the installation of radiant floors, the installation of individual heat pumps and, in

addition, the construction of the anergy network.
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Conclusions

This research work is based, first of all, on the development of a representative model of a part

of the Viennese district heating network and a simulator capable to integrate all these models and

use them to predict and calculate the different variables associated to this network. This model

can be used not only for the current situation but also for other possible hypotheses that lead to

transformations either in the substation, in the network or inside the buildings.

The followed work methodology has been useful to organize the large amount of initial data and

information, classify the necessary parameters, define the different thermodynamic systems, raise

and feed the physical and mathematical models, and finally run the simulation. The simulator

worked correctly and without failures for the 8 studied scenarios, being able to resolve with accept-

able accuracy all pressure, mass, energy, and exergy balances. The obtained results are considered

realistic and coherent.

The second main goal is the thermodynamic analysis of the 8 purposed configurations. This objec-

tive has been achieved successfully as well. The product of this work is expected to be used as a

help or reference for urban planners, technicians, and decision makers concerning all possible ac-

tions that might increase the efficiency of the thermal networks, in combination with urban energy

systems.

Thirdly, although this is a detailed study and focuses on a small local network, all the models and

the simulator have been designed to work also for networks with a greater number of buildings

or even superior networks. It would also be possible to simulate the primary network as a link

between several secondary networks, or even create new models associated with other systems,

such as electrical networks, renewable energy generation systems, or thermal plants themselves.

The block methodology and the association Matlab-Simulink are flexible enough to allow all these

possibilities.

Finally, serves this project as a first step that may lead in the future to an extension, or even other

similar projects, with the final goal of improving the energy and exergy efficiency of the urban

energy systems.

Ing. Mario Potente Prieto
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Appendix A

Tables of buildings and pipes

Buildings

Name Id. Type Services History (∗) HS with DH (m2)

GA 104 Primary, last building H/HW 12.12.1994 8320

GB 98 Primary H 22.09.1994 704

GC 74 Primary H/HW 22.07.1994 883.11

GD 86 Primary H/HW 21.06.1994 1239.56

GD1 Secondary of 86 H/HW 19.07.1994 2440.21

GD2 Secondary of 86 H/HW 12.09.1994 6693.99

GE 68 Primary H/HW 09.06.1994 1505.19

GF 92 Primary H/HW 27.06.1994 3330.99

GF1 Secondary of 92 H/HW 04.07.1994 3335.42

GG 62 Primary H/HW 19.07.1994 1203.75

GH 80 Primary H/HW 09.06.1994 2597.72

GI 32 Primary H/HW 31.08.1992 7808.45

GI_1 Slave of 32 H/HW 31.08.1992

GI_2 Slave of 32 H/HW 31.08.1992

GI_3 Slave of 32 H/HW 31.08.1992

GJ 26 Primary H/HW 31.08.1992 1699.84

GJ_1 Slave of 26 H/HW 31.08.1992

GK 14 Primary H/HW 31.08.1992 3033.82

GL 50 Primary H/HW 31.08.1992 2871.58

GM 44 Primary H/HW 31.08.1992 1651.30

GM1 38 Primary H/HW 31.08.1992 2716.69

GM2 56 Primary H/HW 13.09.1993 2568.75

GN 20 Primary H/HW 31.08.1992 3691.04

GN1 8 Primary H/HW 31.08.1992 2575.18

GN2 2 Primary H/HW 31.08.1992 1086.94

GN2_1 Slave of 2 H/HW 31.08.1992

Table A.1: Table of Buildings. Id = Identification (∗) Start-up of the measuring devices of the

District Heating system in the building, THS with DH = Total Heating Surface by District Heating

242
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Pipes

Id. Type ND (mm) L (m) Observations

PH NDA NDA Primary Network, feed line

PC NDA NDA Primary Network, return line

FBC Main 250 Neg. Secondary Network

FH Main 250 Neg. Secondary Network, feed line

FC Main 250 Neg. Secondary Network, return line

1H Lateral 80 6.18

1C Lateral 80 6.18

2H Lateral 100 69.56

2C Lateral 100 69.56

2H_in Lateral 100 Neg.

2C_out Lateral 100 Neg.

3H Lateral 100 28.68

3C Lateral 100 28.68

4H Lateral 80 15.75

4C Lateral 80 15.75

5H Lateral 80 20.62

5C Lateral 80 20.62

6H Lateral 65 24.44

6C Lateral 65 24.44

7H Lateral 125 6.09

7C Lateral 125 6.09

7H_in Lateral 125 Neg.

7C_out Lateral 125 Neg.

8H Lateral 100 28.05

8C Lateral 100 28.05

9H Lateral 80 27

9C Lateral 80 27

9H_in Lateral 80 Neg.

9C_out Lateral 80 Neg.

9B_H Lateral NDA NDA

9B_C Lateral NDA NDA

10H Lateral 65 20.83

10C Lateral 65 20.83

11H Main 250 107.84

11C Main 250 107.84

12H Lateral 125 17.82

12C Lateral 125 17.82

12H_in Lateral 125 Neg.

12C_out Lateral 125 Neg.

12B_H Lateral NDA NDA

12B_C Lateral NDA NDA

Table A.2: Table of Pipes. ND = Nominal Diameter, L = Length , NDA = No Data Available, Neg.

= Negligible
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Pipes

Id. Type ND (mm) L (m) Observations

12C_H Lateral NDA NDA

12C_C Lateral NDA NDA

12D_H Lateral NDA NDA

12D_C Lateral NDA NDA

12E_H Lateral NDA NDA

12E_C Lateral NDA NDA

12F_H Lateral NDA NDA

12F_C Lateral NDA NDA

13H Lateral 80 30.3

13C Lateral 80 30.3

14H Lateral 80 17.5

14C Lateral 80 17.5

14H_in Lateral 80 Neg.

14C_out Lateral 80 Neg.

14B_H Lateral NDA NDA

14B_C Lateral NDA NDA

15H Lateral 80 28.28

15C Lateral 80 28.28

16H Main 250 153.24

16C Main 250 153.24

17H Lateral 65 16.02

17C Lateral 65 16.02

18H Main 250 21.79

18C Main 250 21.79

19H Lateral 50 13.74

19C Lateral 50 13.74

20H Main 250 13.74

20C Main 250 13.74

21H Lateral 100 7.58

21C Lateral 100 7.58

21H_in Lateral 100 Neg.

21C_out Lateral 100 Neg.

21B_H Lateral NDA NDA

21B_C Lateral NDA NDA

22H Main 250 6.9

22C Main 250 6.9

23H Lateral 65 24.54

23C Lateral 65 24.54

24H Main 200 65.36

24C Main 200 65.36

Table A.3: Table of Pipes 2
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Pipes

Id. Type ND (mm) L (m) Observations

25H Lateral 125 6.95

25C Lateral 125 6.95

25H_in Lateral 125 Neg.

25C_out Lateral 125 Neg.

25B_H Lateral NDA NDA

25B_C Lateral NDA NDA

25C_H Lateral NDA NDA

25C_C Lateral NDA NDA

25D_H Lateral NDA NDA

25D_C Lateral NDA NDA

26H Main 200 25.06

26C Main 200 25.06

27H Lateral 50 4.77

27C Lateral 50 4.77

28H Main 150 198.22

28C Main 150 198.22

29H Lateral 65 28.37

29C Lateral 65 28.37

30H Main 125 269.67 Last pipe

30C Main 125 269.67 Last pipe

Table A.4: Table of Pipes 3
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φ (y) Re (x)

0.006 2000

0.00525 3000

0.0048 4000

0.0045 5500

0.0042 7000

0.00375 10000

0.0033 15000

0.0031 20000

0.0028 30000

0.0025 50000

0.0023 70000

0.00225 85000

0.00215 100000

0.002 150000

0.00175 300000

0.0016 500000

0.0015 700000

0.0014 850000

0.00135 1000000

0.0013 1500000

0.00125 2000000

0.0012 3000000

0.0011 5000000

0.00105 7000000

0.001 10000000

Table B.1: φ vs Reynolds table, obtained from Moody’s diagram
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