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Zusammenfassung

Unter den Stichworten Industrie 4.0 und Process Analytical Technology (PAT) findet sich

ein großes Themengebiet mit dem Schwerpunkt von optimierter Prozesskontrolle durch

Generierung prozessnaher Information. Dazu benötigt es dedizierte und kompakte Sen-

soren, die in den Prozess intergiert werden können ohne selbigen zu beeinflussen. In-

frarot Spektroskopie bietet eine zerstörungsfreie Analysenmethode mit hoher chemi-

scher Selektivität und Empfindlichkeit. Der erste Teil dieser Dissertation befasst sich

mit dem Design kompakter, spektroskopischer Sensoren auf Basis von miniaturisier-

baren, durchstimmbaren Filter im mittleren Infrarotbereich (MIR), die es ermöglichen,

zielgerichtete Messungen durchzuführen, ohne auf Selektivität und Empfindlichkeit zu

verzichten. Hierzu wurden durchstimmbare Fabry-Perot Filter mit kleinen thermischen

Lichtquellen und innovativen Lasersystemen gekoppelt, die einen hohen Grad an Inte-

grierbarkeit aufweisen. Es wurde zunächst ein Prototyp für die on-line Bestimmung des

Nebenprodukts Methylformiat in einem Formaldehyd-Prozess gebaut und anschließend

an der Anlage getestet. Gleichzeitig konnte gezeigt werden, dass auch eine Mehrkom-

ponentenanalyse mit diesen Sensoren möglich ist. Hier wurde ein Gasgemisch typisch

für den C4-Schnitt einer petrochemischen Raffinerie untersucht. Weiters wurde diese

Art des Sensors mit einem inline-fähigen Probeninterface für die Messung von Flüssig-

keiten erweitert, einer sogenannten abgeschwächten Totalreflexions-Einheit (ATR). Die-

ser Prototyp wurde zur kontinuierlichen Überwachung des Wasserstoffperoxid-Gehalts

in einem modernen Gaswäscher zur Entfernung von H2S in Biogasanlagen eingesetzt

und getestet. Zusätzlich konnte dieser Sensor durch Einsatz einer neuen Art von Laser,

dem Super-Kontinuums-Laser, als Lichtquelle erheblich verbessert werden, indem Licht-

durchsatz und damit das Signal zu Rauschen Verhältnis vergrößert wurde.

Der zweite Teil beschäftigte sich mit der Kombination von Laser-Doppler Anemometrie

(LDA) und Raman Spektroskopie zur gleichzeitigen Messung von Strömungseigenschaf-

ten und -zusammensetzung in chemischen Prozessen. Durch den Einsatz eines einzigen

Lasers zur Messung sowohl mit LDA als auch Raman wird garantiert, dass die gewon-

nenen Informtation aus ein und derselben Stelle stammt. Der Aufbau wurde an einem

einfachen T-Mischer mittels Messung und computerunterstützer Simulation validert.

Der dritte Teil dieser Dissertation beschäftigte sich mit der Fernerkundung durch Raman-

Spektroskopie. Hier wurde ein bereits bestehender Prototyp, der eine Punktmessung

erlaubt, mit einer elektronisch gesteuerten Strahlpositionierung ausgestattet, um ras-

ternd chemische Bilder zu erzeugen. Zudem wurde mit Hilfe eines durchstimmbaren

Filters im sichtbaren Bereich des elektromagnetischen Spektrums ein ganz neuer, auf

einer direkt abbildenden Methode basierender Prototyp geplant und gebaut. Der hier

verwendete durchstimmbare Filter besitzt eine große optische Apertur, der eine direk-

te abbildende Messung erlaubt. So wurden sogenannte Hyperspectral Images (HSI) er-
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zeugt, Datenwürfel also, bei denen zwei Achsen die Ortskoordinaten darstellen und eine

Achse die spektralen Informationen enthält. HSIs bestehen meist aus großen Daten-

mengen und sind selbst für Experten schwer interpretierbar. Darum wurde in einem

nächsten Schritt mittels Bildauswertungsalgorithmen und Chemometrie ein möglichst

einfaches, bereits klassifiziertes Bild erzeugt, das auch von Laien verstanden werden

kann. Die primäre Anwendung war die Detektion von kleinen Mengen an Gefahren- und

Sprengstoffen auf Distanzen von bis zu 15 m.

Schlagworte: Infrarotspektroskopie � Raman Spektroskopie � Prozessüberwachung �

Industrie 4.0 � Optische Sensoren � Process Analytical Technologies (PAT) � Fernerkun-

dung � Hyperspectral Imaging � Chemometrie � Sprengstoffe
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Abstract

Process analytical technology (PAT) encompasses several fields of chemistry as well as

physics with the goal of developing sensor systems, which offer high selectivity and

sensitivity and at the same time can be used inside the process (in-line), are robust

and cost effective. Mid-Infrared (MIR) spectroscopy is a non-destructive method relying

on the specific absorbance of materials in the infrared region of light and produces a

fingerprint of the analyte. In the first part of this thesis, small dedicated MIR sensors

have been developed by employing MEMS fabricated, tunable Fabry-Perot (FP) filters in

combination with small thermal light sources. This allowed for the construction of com-

pact prototypes for gas sensing applications. Their usefulness in PAT applications was

tested for the direct monitoring of methyl formate as a byproduct of the formaldehyde

production process. Furthermore, it was shown that multi-component analysis of differ-

ent gas species is possible and feasible with the use of chemometrics on an example

of C4 hydrocarbons, a fraction prominent in the steam cracking process of naphtha. Si-

multaneously, an attenuated total reflection (ATR) interface was designed as a sample

interface in order to integrate the sensors into liquid phase analysis. Here, a prototype

was built with the intention to monitor the hydrogen peroxide concentration in the ab-

sorber stream of an oxidative gas scrubbing process, used for the removal of hydrogen

sulfide in biogas production plants. Additionally, this sensor was improved by adding

a novel laser type, the supercontinuum laser, as the radiation source. Thereby, light

throughput could be significantly increased and the limit of detection lowered. In sum-

mary, a general purpose sensor system using FP filter in the MIR region was established,

which can be used in PAT applications in both gas and liquid phase sensing.

The second part of the thesis concerns itself with the combination of Laser-Doppler Ve-

locimetry (LDV) and Raman spectroscopy for the simultaneous determination of fluid

characteristics and chemical composition in process streams. The proposed setup

was tested with a simple T-mixer and the results of the measurements were validated

through computational fluid dynamic simulation.

The third part is centered around the stand-off detection of chemicals using Raman

spectroscopy, a technique known as stand-off Raman spectroscopy. An already estab-

lished prototype was first enhanced using a electronically controlled mirror to accurately

position the laser beam at a target distance. Using this instrument and mapping the

laser beam over the sample surface, chemical images of the target could be acquired.

Additionally, a liquid crystal tunable filter (LCTF) with a large input aperture allowed the

design and testing of direct imaging system, as oppose to a more classical pointwise

mapping systems using spectrographs. The result of such an imager is a 3D-datacube,

where two axis are populated with local coordinates and the third is a spectral axis.

This is usually called a Hyperspectral Image (HSI) cube, accordingly the technique de-
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veloped was named stand-off Hyperspectral Raman Imaging (HSRI). The datacubes cre-

ated commonly contain a large amount of datapoints, making them hard to interpret

even for Raman experts. Therefore, using image processing algorithms and chemomet-

rics, a classifier was developed, whose output is an easy interpretable false-color image.

The primary application of the stand-off HSRI was the remote detection of hazardous

and explosive materials on different surfaces at distances up to 15 m.

Keywords: Infrared spectroscopy � Raman spectroscopy � Process monitoring � In-

dustry 4.0 � Optical sensors � Process Analytical Technologies (PAT) � stand-off � Hy-

perspectral Imaging � Chemometrics � Explosives
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ϵ molar extinction coefficient or molar absorptivity in lmol−1 cm−1.

ν frequency in Hz.

ν fundamental frequency of the vibrational mode i in Hz.
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CHAPTER 1

Introduction

Mid-Infrared (MIR) and Raman spectroscopy are complementary spectroscopic tech-

niques, which can provide sensitive and selective molecular information in a non de-

structive manner. From first commercial spectrometers in the late 1940s [1] to the so-

phisticated instruments used today, these fields seem to be in an ever-evolving state.

Comparing the share of numbers of publications in the field, a steady increase for both

techniques can be observed over the years, culminating in approximately 30% for MIR

and 12%1 for Raman spectroscopy as of 2017. Similarly, the fields of applications now

span over a multitude of different scopes, with spectrometers entering more and more

into the industrial process analysis. The key upside lays in their ability to be integrated

into the process, either on- or inline, measuring important process parameters without

interfering with the same. Since regulatory standards demand better controlled proce-

dures, the term Process Analytical Technology (PAT) was coined to encompass different

analytical techniques which deliver swift and accurate information about the state of a

given process. Since the FDA published their guidelines on the topic in 2004 [2], several

research groups as well as Research & Development (R&D) centers are developing new

methods to reach the goal of a dedicated (spectroscopic) sensor, giving selective and

sensitive information on the chemical constitution of the investigated medium as well

as exhibiting easy integrability, small electrical as well as mechanical footprint and the

1Ratio of number of publications obtained by searching title, abstract and keywords for "infrared spec-

troscopy" and "Raman spectroscopy" to just "spectroscopy" sorted by year on Scopus.
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Chapter 1. Introduction

ruggedness needed when operating sensitive instruments in industrial environments in

a stable and reproducible manner. Often, these efforts include the integration of stan-

dard equipment in the field, for MIR spectroscopy namely the Fourier Transform Infrared

(FTIR) spectrometer. These instruments were first developed and commercialized in

the late 1960s [3], where the rise of the laser as a wavelength standard in Michelson

interferometers took place and got another boost in the late 1980s, where the calcula-

tion power of computers allowed for digital processing of the raw interferometric signal.

Modern commercial FTIR spectrometers aim for a broad user-base, with instruments

getting smaller and smarter (e.g. with internal evaluation protocols, interpreting the

spectra for the user or allowing automated library based lookups). Still regarded as the

gold standard in MIR spectroscopy and rightfully so, the technique comes with a signif-

icant price tag and through great effort for miniaturization [4, 5], FTIR spectrometers

are now available in compact, even hand-held sizes.

Concurrently, developments on other measn of wavelength discrimination were under-

taken. Optical bandpass filters can be used to facilitate wavelength discrimination, of-

ten using interference filters. A Fabry-Pérot (FP) cavity is an example of such an optical

bandpass, where also tunability of the center wavelength can be achieved by vary-

ing, amongst others, the distance between the cavity mirrors. Since recently, Micro-

electromechanical Systems (MEMS) based tunable FP filters with integrated detectors

are available commercially and allow the design of rugged miniaturized sensors in com-

bination with pulsed MEMS thermal light sources [6]. In this thesis, such a dedicated

instrument was designed based on MIR spectroscopy for online multi-component gas

monitoring [7]. Analogously, the analysis of liquid samples is possible. Due to its ro-

bustness and integrability into process streams, Attenuated Total Reflection (ATR) IR

spectroscopy, where total internal reflection in certain materials is used to probe the

adjacent liquid, is an established and popular technique. Therefore, a dedicated spec-

troscopic sensor based on FP filter technology was combined with an ATR sample inter-

face for the inline detection of hydrogen peroxide used in oxidative gas scrubbers for

the cleaning of biogas.

The constant progress and innovation regarding optical components also affects the

light source itself. Most common radiation sources in the MIR are thermal emitters.

However, again starting in the 60s, the first lasers emitting in the MIR region were de-

veloped until in the late 90s a breakthrough was reached with the first demonstrations

of the ability of Quantum Cascade Laser (QCL) based sources [8] in the MIR. QCLs deliver

high power narrow-band optical output, which can be tuned over several tens (Vernier

QCLs) to several hundred wavenumbers (External Cavity Quantum Cascade Laser (EC-

QCL)). In the last years, such lasers have been used for gas phase [9, 10] as well as

liquid phase MIR spectroscopy [11–14] and through constant improvement of stability

and output power are challenging the dominance of FTIR spectrometers. Very recently,
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a third type of laser has begun peaking into the MIR spectral region: the Supercontin-

uum laser (SCL). Usually pulses from seed lasers in the near infrared are used and are

spectrally broadened by non-linear processes, e.g. in certain kinds of optical fibers. The

obtained laser pulses with a broad spectral bandwidth can be described as having a

super-wide continuous optical spectrum. Hence, the term SCL was coined [15]. SCLs

nowadays offer broadband spectral emission up to 16 μm [16] and high optical power

output up to several watts [17] combined with high spatial coherence and repetition

rates in the MHz range. Hence, the SCL can be regarded as a highly interesting radia-

tion source for spectroscopic applications in the MIR region. The combination of such

a laser system and a tunable FP filter with the scope of a spectroscopic sensor for the

continuous monitoring of hydrogen peroxide in oxidative gas scrubbers will also be pre-

sented [18].

The second part of this thesis is concerned with Raman spectroscopy. The most note-

worthy innovation here was the combination of Laser Doppler Velocimetry (LDV) and

Raman spectroscopy for the simultaneous fluid dynamic characterization and determi-

nation of the fluid’s chemical composition. By using only one laser source for both

techniques, information acquisition from a defined and common point in space is pos-

sible. A proof of concept experiment and validation through fluid dynamic simulations

are presented in this thesis [19].

Raman spectroscopy can also be used as a remote detection system. Stand-off Ra-

man spectroscopy is a technique where the instrument is physically separated from the

sample of interest. This is useful when dangerous materials, e.g. explosives, or hard

to reach areas are to be safely investigated in a non-destructive manner. Raman spec-

troscopy is particularly suitable for this detection scheme, since the excitation beam can

be directed anywhere if there is a clear propagation path and the backscattered pho-

tons containing the molecular information can be conveniently captured with adequate

collection optics, e.g. a telescope. One of the primary application areas of such systems

is the remote mineral detection on landers used for planetary exploration [20] or the

detection of hazardous, often explosive substances from afar [21]. It is often useful,

however, to not just detect a single point, but to gather spatially resolved images. The

combination of spectroscopic techniques with lateral resolution is generally known as

Hyperspectral Imaging (HSI), where the method can vary from simple Visible (VIS) appli-

cations [22] to laterally resolved mass spectrometry [23]. In Raman spectroscopy, such

HSI are usually acquired by mapping the focused laser beam over the area of interest,

generating an image point by point with a lateral resolution of the size of the focused

beam [24]. This scheme was also implemented here. The biggest downside is the time-

consuming mapping of the point when large area scans are required. Therefore, a direct

stand-off Raman imager, the Hyperspectral Raman Imaging (HSRI) instrument, was de-

signed, using another type of tunable filter, the Liquid Crystal Tunable Filter (LCTF). This
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Chapter 1. Introduction

way, spectral snapshots can be acquired, which, stacked together, form the HSI cube.

The main advantages of the HSRI are a bigger field of view while featuring a high local

resolution and higher optical throughput. In this thesis, a pointwise imager is directly

compared to the HSRI, evaluating the most important differences.

HSI datasets with many pixels tend to grow very large very fast. Hence, chemometric

and image processing algorithms are often used to extract useful information, which

ultimately allow correct interpretation of the measurement. In this thesis, this is shown

for the application of a compact HSRI prototype for detecting explosives at 15 m dis-

tance, with immediate classification of the results and subsequent presentation as a

false-color image to a potential user. For that, a Random Decision Forest (RDF) classi-

fier was used to efficiently select the most important variables (i.e. spectral positions

for snapshot), essentially reducing the required measurement time whilst maintaining

high quality classification.
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CHAPTER 2

Fundamentals of vibrational spectroscopy

In the following sections a brief overview of the underlaying phenomena regarding vi-

brational spectroscopy are given, which encompasses Infrared (IR) and Raman spec-

troscopy. It should be mentioned at this point, that also rotational, even rotational-

vibrational transitions are important to both techniques, but are not discussed here.

The simple reason is that these rotational-(ro-)vibrational transitions are only observed

in the gas phase and that, with the spectral resolution of the monochromators used dur-

ing this thesis, such transitions are not distinguishable (not even for small molecules).

2.1 The electromagnetic spectrum

Spectroscopy is a cumulative term involving a variety of techniques which use elec-

tromagnetic radiation to probe the physical and chemical properties of matter. His-

torically, the first region to be explored was the visible spectrum. Understandable so,

since sources of electromagnetic radiation in that region were readily available since

the early stages of modern sciences. The same holds true for detectors, which are

already, conveniently enough, built into the human body equipped with sophisticated

signal preprocessing and image processing capabilities. It was only discovered later

that the spectrum of electromagnetic radiation extended further both ways, towards
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Chapter 2. Fundamentals of vibrational spectroscopy

Figure 2.1: Illustration of the electromagnetic spectrum over several orders of magnitude in fre-

quency, energy as well as wavelength. The two most important regions for this work

are highlighted, namely the IR and VIS range. Additionally, the light-matter interac-

tions are broadly depicted. RS is used as an abbreviation for Raman spectroscopy

and shows the region where RS is mostly performed. Illustration adapted from [25].

higher as well as lower energetic radiation. As the name suggests, electromagnetic ra-

diation is commonly described as a coupled system of periodically changing electric and

magnetic fields, either described as waves or particles, depending on the experiment

performed. Considering light as a wave, it will have certain periodicity or frequency,

which is directly linked to its wavelength and energy via the Einstein-Planck relation.

E = hν = h
c0

λ
= hc0ν̃ (2.1)

where E is the photon energy, h is the Planck constant, ν is the frequency, c0 is the

speed of light in vacuum and ν̃ is the vacuum wavenumber.

In vibrational spectroscopy it is common practice to use the vacuum wavenumber (ν̃,

with the unit inverse centimeter, cm−1) as the preferred measure of energy. As the light

travels through different media with different optical properties, the wavelength will

change, but the spectroscopic wavenumber in vacuum (i.e. frequency) stays constant.
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2.2. Ro-Vibrational transitions in molecules

λ =
1

nν̃
n =

c0

cm
, (2.2)

where cm is the speed of light in the respective medium. The refractive index n is used

to factor in the change of the speed of the radiation inside a given medium (cm = c0/n).

As electromagnetic waves interact with matter, energy can be transferred through

absorption or scattering processes, interacting with the total internal energy of the

molecule or atom. The associated energy levels and the transitions between them

are quantized. Due to different magnitudes in energies, the transition energies can

be treated as a sum of different contributions, a concept known as Born-Oppenheimer

approximation, and are usually divided into:

� Electronic transitions, where the excitation of an electron of the atom or molecule

into an excited state is key,

� Vibrational transitions, where the energy of oscillations of the atoms of the

molecule changes and

� Rotational transitions, where the energy of rotational movement of the molecule

in respect to its center of mass is meant.

As Figure 2.1 suggests, different parts of the electromagnetic spectrum have differ-

ent fundamental interplay with matter. In Ultra-Violet (UV)/VIS absorption spectroscopy

transitions of electronic states of valence electrons are typically observed, whereas in

IR spectroscopy vibrational and rotational transitions are probed. The IR part of the EM

spectrum is further divided into three spectral regions:

� The Near-Infrared (NIR) region (0.75 to 2.5 μm) is located right next to the VIS

light spectrum and includes transition energies related to higher harmonic vibra-

tions (often referred to as overtones) or combination vibrations.

� The Mid-Infrared (MIR) region spans from 400 to 4000 cm−1. Here, observed

bands are attributed to fundamental vibrational modes of molecules. In this region

most IR spectroscopic studies of molecular structure are located.

� The Far-Infrared (FIR) region spans from 25 to 350 μm, the part with the lowest

energies, which mainly excites lattice vibrations, but is used intensively for pure

rotational spectroscopy, denoting to the low transition energies found for molecular

rotations as mentioned before.
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Figure 2.2: a) Illustration of a simple model of a harmonic oscillator, where k is the stiffness

of the spring connecting the two masses m1 and m2. b) Potential energy of a di-

atomic molecule as a function of the atomic displacement (R) during a vibration of

a harmonic oscillator. The eigenfunctions of the vibrational energies are depicted as

solid lines, the corresponding eigenvalues as dashed lines. c) Potential energy of a

diatomic molecule as a function of the atomic displacement (R) during a vibration

as a Morse potential. Ground state and first electronic excited state are depicted.

Rotational energies are drawn in light grey. The term schemata for IR spectroscopy

and Stokes-, as well as anti-Stokes-Raman spectroscopy are shown.

2.2 Ro-Vibrational transitions in molecules

IR and Raman spectroscopic features arise from quantized vibrational transitions be-

tween vibrational energy states within a molecule. The vibrational motion of a simple

diatomic molecule can be approximated with a simple ball spring model (Figure 2.2a),

where two masses m1 and m2 oscillate harmonically about their equilibrium positions,

held together by a spring of stiffness K. The resonance frequency of this harmonic
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2.2. Ro-Vibrational transitions in molecules

oscillator is given by:

ƒ =
1

2πc

√

√

√

K

μ
with μ =

m1m2

m1 +m2
(2.3)

with K denoting spring stiffness or force constant and μ denoting reduced mass. Based

on this equation principal tendencies in vibrational spectroscopy can be explained.

As K increases (and therefore the strength of the bonding) bands will shift to higher

wavenumbers ν̃. On the other hand if the reduced mass changes for different atoms

involved, also the absorption band position in the spectrum will change, e.g. for heavier

atoms to smaller wavenumbers ν̃. This simple model can be used to approximate the

band location quite accurately. C-H vibrations in saturated aliphatic molecules absorb

around 2900 cm−1 and given that the force constant for single bonds in first row ele-

ments of the periodic table changes with the inverse square root of the reduced mass,

we can estimate the location of C-C vibrations using equation 2.3 at around 1140 cm−1

(approximately where they actually can be found).

At this point, it is important to note that quantum mechanics is needed to describe

the discrete nature of molecular transitions. For all modes of harmonic motions in the

molecule, all involved atoms vibrate at a certain characteristic frequency ν and the

energies associated with it can be described as:

Eυ, = hν

�

υ +
1

2

�

(2.4)

where ν is the fundamental frequency of the ith mode and υ is the vibrational quantum

number of the ith mode. These energies are the eigenvalues of the time-independent

Schrödinger’s equation and are depicted in Figure 2.2b together with their eigenfunc-

tions. In an idealized case all molecules reside in the vibrational ground state (υ=0)

and get elevated via absorption of a photon with the appropriate energy (hν) into the

first excited state (υ=1), with the selection rule of υ±1. Additionally, all energy levels

Eυ, are equally spaced and energies associated with the transition from the vib. ground

state to the first vib. excited state (fundamental vib. modes) are in the range of the MIR

region.

For a better approach to reality, however, the harmonic potential must be described

using an anharmonic (Morse-type) potential function, as depicted in Figure 2.2c. It in-

cludes the boundary case of large internuclear distances R (R→∞), which is a substan-

tial stretching of the molecule to the point of reaching an energy high enough to break

the bonding. This energy is known as dissociation energy, denoted as De. Additionally,

equation 2.4 has to be expanded with an anharmonic term:

Eυ, = hν

�

υ +
1

2

�

− hνχ
�

υ +
1

2

�2

(2.5)
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Chapter 2. Fundamentals of vibrational spectroscopy

where χ is the anharmonicity constant. The result of equation 2.5 can be observed in

Figure 2.2c, where the energy differences of subsequent increasing vibrational quantum

numbers become smaller. A Morse type potential function softens the strict selection

rule stated before, to the point that higher harmonic transitions (often called overtones)

|Δυ| > 1 are allowed. Additionally, combination bands, where different vibrational

modes are excited simultaneously, appear in the MIR region, albeit weakly. However,

they play a major role in the NIR region, and thereby for NIR spectroscopy.

When all possible vibrational modes are to be explored, the number of possible vi-

Figure 2.3: a) 3D model of the water molecule with all possible symmetry operations. C2 de-

notes the axis of rotation and σ(z) and σ′

(yz) denote the mirror planes. b) The

normal modes of the water molecule with their respective fundamental frequencies.

brations has to be determined. Generally, each of the N atoms in a molecule has 3

degrees of freedom to move in space. Translational and rotational displacement of the

whole molecule will not result in any vibration. This leads to 3N-6 possible vibrational

modes for non-linear molecules. Linear molecules loose one rotational degree of free-

dom, meaning the number of possible vibrational modes is 3N-5. Often, for molecules

with certain elements of symmetry, vibrational modes can be degenerate, meaning

they share the same vibrational frequency (and therefore have the same energy) or

the associated transitions are not allowed by the different selection rules for IR and

Raman spectroscopy. Hence, the number of observable fundamental vibrational modes

by one technique is commonly less than the aforementioned numbers. More general,

molecules can be associated with point groups in group theory, allowing for the analy-

sis of vibrational modes using symmetry operations and character tables. For a given

molecule a specific point group can be found, describing all possible symmetry oper-

ations. For the water molecule depicted in 2.3a, a two-fold rotation axis (C2) can be

identified, as well as two different mirror planes (σ′

, σ), resulting in the symmetry

group C2 according to the Schönflies notation [26]. Referring to the C2 character ta-

ble, the irreducible representations to each symmetry class can be determined and by

subtracting the rotational and translational degrees of freedom, the vibrational modes

can be distinguished. For most vibrational modes, only a few atoms show resonance
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2.3. Infrared spectroscopy

and vibrate, whereas the rest of the molecule remains almost stationary. The involved

atoms commonly form a functional group and show spectral features in distinct regions

of the spectrum, helping a user with assigning bands in a measured spectrum through

the use of tabulated structure references found in literature. This way, spectroscopic

bands can be associated with vibrational modes of molecules, empowering vibrational

spectroscopy as a powerful tool in elucidation of molecular structure.

In addition, each of the above described vibrational transitions has rotational transi-

tions associated with it. This combination of rotational and vibrational motion is called

rotational-vibrational (ro-vibrational) coupling. Usually, spectra of small molecules in

gas phase show a distinct fine structure due to transitions between these quantized ro-

tational energy levels occurring at the same time as vibrational transitions. Rotational

transitions are of smaller magnitude compared to vibrational transitions. Therefore,

high spectral resolution instruments are needed to resolve the rotational fine struc-

ture.

2.3 Infrared spectroscopy

2.3.1 Prerequisites for observing infrared spectra

For a molecular vibration to manifest itself in an IR spectrum, the electric dipole mo-

ment during a normal vibrational mode must change and the energy of the absorbed

photon must match the energy difference of the vibrational transition. The dipole mo-

ment μ of a molecule is a measure of charge inequality along a given axis. Usually

normal coordinates are used, denoted as Q, which are related to internal displacement

coordinates and are better suited to describe the quantum-mechanical equations that

govern molecular vibrations. So at least one component of the electric dipole moment

during a normal vibration must change, meaning that
�

∂μ

∂Qk

�

0
6= 0. (2.6)

This explain why homonuclear diatomic molecules have no IR spectrum. During a vi-

bration the symmetry of the molecule is retained and no dipole is generated. The same

holds true for the heteroatomic linear molecule CO2 for the symmetric stretching shown

in figure 2.4a (νs = 1388 cm−1). The center of symmetry is preserved during the vibra-

tion, meaning it behaves like a homonuclear linear molecule. This is different for the

bending vibration in figure 2.4c (δ = 667 cm−1) and the asymmetric stretching shown

in figure 2.4b (νs = 2349 cm−1), which both distort the distribution of charges and

create a dipole, making them IR active. For all the vibrational modes in a molecule
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Chapter 2. Fundamentals of vibrational spectroscopy

Figure 2.4:

The three normal vibrational

modes of CO2 with the corre-

sponding variation of the dipole

moment μ and polarizability α

along the normal coordinate Q,

Additionally, the change of both

parameters in equilibrium are

given, which determines their

IR or Raman activity.

corresponding to the C2 point group this is true as well, meaning they are all IR active.

In the example given in figure 2.3b all the vibrational modes and their respective band

positions are listed for the water molecule. In this case all vibrational modes are IR

active.

2.3.2 Recording an IR absorption spectrum

IR absorption spectroscopy commonly relies on the measurement of the infrared radi-

ation transmitted through an analyte of interest in a sample in contrast to a reference

beam, which passed through the sample without the analyte of interest. It therefore

requires the measurement of two spectra, one background spectrum of intensity 0 and

one sample spectrum of intensity . The transmittance T is then defined as the ratio of

 and 0 as in

T(ν̃) =


0
= e−(ν̃)d (2.7)

where  is the absorption coefficient in cm−1 and d the thickness of the sample i.e.

the pathlength of light inside the absorbing medium. The absorbance A is defined as

the decadic logarithm of the reciprocal transmission T, so that equation 2.7 simplifies

to

A(ν̃) = log
1

T(ν̃)
= log

0


=

1

ln10
(ν̃)d = ϵ(ν̃)cd (2.8)
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2.3. Infrared spectroscopy

Figure 2.5: Molar absorption coefficient of water in liquid phase for the IR region. The inset

shows a zoomed part of the NIR region with the associated molecular vibrations.

Data taken from Bertie et al. [27]

with 1
ln10 combining to the molar absorptivity ϵ and c as the concentration of a specific

component. This is known as the Bougouer-Beer-Lambert law or more commonly Beer’s

law [28]. For a mixture of N components absorbing in a given sample, the absorbance

can be written as

A(ν̃) =
N
∑

=1

ϵ(ν̃)cd (2.9)

Equation 2.9 gives as a linear correlation between the intensity of a band with the abun-

dance of a specific analyte in the sample, hence allowing for the determination of the

concentration of a component using a calibration procedure, even in a mixture. It should

be noted that the linearity of Beer’s law is only valid if some restrictions are made, such

as omitting reflection or scattering of light at optical components or at the sample, the

absence of intermolecular interactions and postulating a perfectly linear response of

the detector.

Figure 2.5 shows the molar absorptivity of liquid water over the MIR and NIR spectral

range. At first glance one can detect the three normal modes at around 3920, 3820
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and 1600 cm−1 given in figure 2.3b of the water molecule, but they seem overly broad

and also additional bands can be seen. Until now, isolated molecules were considered

when talking about molecular vibrations and IR absorption. In nature, this situation is

rarely encountered. The closest viable scenario are gases at low pressures. Here, also

isolated rotational and ro-vibrational transitions can be measured, if the spectral reso-

lution of the spectrometer is sufficient and the lines are sufficiently spaced. In liquid

phase, interaction between molecules affect the appearance of the absorbance band

by perturbating and reducing the lifetime of the ro-vibrational states through energy-

transfer processes. This leads to broad and smooth band contours, as depicted in figure

2.5. Additionally, a broad band (L) centering around 680 cm−1 is visible, which cannot

be assigned to the vibrational modes discussed before. This band arises from hindered

rotation of hydrogen-bonded water molecules in the liquid and is known as the libration

(denoted with L) mode. Another band is found at 2130 cm−1, which is assigned to the

combination of libration and H-O-H bending mode. The spectral position and form of

these bands are strongly dependent on the structure of the hydrogen-bonding network

of water [29].

When an analyte of interest is present in gaseous phase, long gas cells are usually nec-

essary for gas measurements mainly because of the low density of gaseous samples.

Gas molecules can occupy a volume about one thousand times greater than the volume

of a comparable mass of condensed phase material. Additionally, a component might

only be weakly concentrated in a gaseous matrix. Long path length for gas cells are

usually based on multiple reflections at mirrors [30].

Analogous to gas cells, liquid sampling is commonly performed by using a flow cell with

an adequate thickness. For highly absorbing fluids (e.g. water) optical thicknesses of

< 10 μm have to be employed [31, 32]. Such transmission cells suffer from several

drawbacks, mainly their instability due to pressure change while the liquid is pumped

and the affinity to clog or collect and persistently maintain air bubbles at the measure-

ment window. It is a tedious process designing and using such thin flow cells, hence

often another sampling techniques is used in IR spectroscopy, namely Attenuated Total

Reflection (ATR) spectroscopy.

2.3.3 ATR IR spectroscopy

Total reflection is a special case of refraction. When light propagates from an optically

denser (n1) to an optically rarer (n2) medium at an arbitrary angle θ, part of the light

gets reflected and another part gets transmitted, depending on the optical properties

of the materials. This situation is shown in figure 2.6a. If the incident beam enters the

interface at an angle greater than the critical angle θc, all of the light will be reflected
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2.3. Infrared spectroscopy

Figure 2.6:

a)Reflected and transmitted beam

at a surface between two dielectric

media with the refractive indices n1

> n2. b) When the angle θ reaches

θc, total internal reflection occurs.

(figure 2.6b). This is called total internal reflection. Using Snell’s law the critical angle

can be determined.

n1 sinθ1 = n2 sinθ3 (2.10)

For the transition from an optically denser medium to the optically rarer medium, there

are angles θ1 for which there are no real angles θ3 that fulfill Snell’s law. The critical

angle is reached when θ3 becomes 90◦ and can be calculated as:

θc = rcsin
n2

n1
(2.11)

So far, we only considered media not showing absorption. Since the goal is to measure

absorbance spectra of the optically rarer medium, a more accurate approach would be

to assume a complex refractive index

ñ(ν̃) = n(ν̃) + kν(ν̃), (2.12)

where ñ is the complex refractive index, n the real part and kν the imaginary part of the

complex refractive index. kν is also known as absorption index, since it’s correlated to

the absorption coefficient  with

kν(ν̃) =
(ν̃)

4πν̃
. (2.13)

Therefore, the absorption index has a very similar form to the absorbance spectrum of

a given compound. Figure 2.7c shows both the real refractive index and the absorption

index of water for its band at 1640 cm−1. The fluctuating change in the real part of the

refractive index around the absorption band is what is generally referred to as anoma-

lous dispersion (instead of normal dispersion, where the refractive index increases with

increasing wavenumber). The amplitudes of the electric field of the reflected wave can

be derived using the continuity conditions based on Maxwell’s equations. The light has

to be split up into the parallel (denoted by ‖) and perpendicular (denoted by ⊥) po-

larized electric field. Then by applying Snell’s law the reflectance for both polarization
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Figure 2.7: a) Reflectance for both parallel and perpendicular polarized light for different an-

gles of incidence with absorbing and non-absorbing medium. n1 was chosen to be

2.43, n2 was 1.5 with absorption indices ranging from 0 to 0.03, calculated for a

wavelength of 3.5 μm. b) Effective thickness for both parallel and perpendicular po-

larized light and the ration between them. c) Refractive index and absorption index

for the bending vibration band of liquid water. Data taken from Bertie et al. [27]

states can be calculated [33] as

R‖ =

�

�

�

�

�

�

ñ22 cosθ1 − n1
Ç

ñ22 − n
2
1 sin

2 θ1

ñ22 cosθ1 + n1
Ç

ñ22 − n
2
1 sin

2 θ1

�

�

�

�

�

�

2

(2.14)

R⊥ =

�

�

�

�

�

�

n1 cosθ1 −
Ç

ñ22 − n
2
1 sin

2 θ1

n1 cosθ1 +
Ç

ñ22 − n
2
1 sin

2 θ1

�

�

�

�

�

�

2

(2.15)

These equations are known as Fresnel equations. For a medium with vanishing absorp-

tion index (non-absorbing, hence the imaginary part is zero), the reflectance reaches

100 % for angles of incidence large than the critical angle θc. Is the probed medium

absorbing, the dependence of the intensity of the reflected light is different. There is no

longer a sharp critical angle, with higher absorption index the intensity drops (see figure

2.7a). The reason for this is the evanescent field, which reaches into the optically rarer

medium. The intensity of the electric field drops exponentially, like illustrated in fig-

ure 2.6b. Since it stretches out through the interface boundary into the optical thinner

medium, it’s what enables Attenuated Total Reflection (ATR) spectroscopy. Harrick, one

of the pioneers of ATR spectroscopy, recognized the potential of Total Internal Reflec-

tion (TIR) for chemical sensors and was one of the forerunners to develop this technqiue

to its widespread use today [34, 35]. The extent of the outreaching field can also be

quantified and is commonly referred to as depth of penetration dp

dp =
λ

2π
Ç

n21 sin
2 θ1 − n22

. (2.16)
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Besides the depth of penetration, the effective thickness is often used in ATR spec-

troscopy. It is defined as the equivalent thickness of a film of the sample material

that would give the same absorbance for transmission at normal incidence as that

obtained with the ATR. Different relations for parallel and perpendicular polarized ra-

diation respectively are needed to calculate the corresponding values for the effective

thicknesses d‖ and d⊥.

d‖ =
λn21 cosθ[2sin2 θ − n221]

n1π(1 − n221)[(1 + n
2
21) sin

2 θ − n221]
Ç

sin2 θ − n221
(2.17)

d⊥ =
λn21 cosθ

n1π(1 − n221)
Ç

sin2 θ − n221
(2.18)

For illustration the effective thickness for both polarization states is depicted in figure

2.7b. Although the expressions for the penetration depth and effective thickness given

in equations 2.16 to 2.18 can be seen analogously to the pathlength in typical transmis-

sion measurements, there are distinct differences.

Wavelength Equations 2.17 and 2.18 reveal that the effective depth of penetration in

an ATR setup depends linearly on the wavelength of the incident radiation. Hence,

bands with the same absorption coefficient will appear stronger at lower wavenum-

bers than at higher wavenumbers. Relative intensity comparisons to transmission

spectra have to be adjusted accordingly.

Angle of incidence The angle of incidence can be found also in the equations for the

effective thickness in ATR measurements. A larger angle of incidence will decrease

the effective thickness of the ATR measurement, this can be used to tune the

sensitivity of the ATR measurement. It is however seldom done for in-line probes,

as it requires a sophisticated adjustable optic and does certainly not add to an

improved robustness of the setup.

Polarization of light According to equations 2.17 and 2.18, the effective thicknesses

vary with the input polarization of the incident light. Figure 2.7b shows how both

values change over angle of incidence. d‖ is always larger than d⊥, especially for

angles close to the critical angle θc.

Refractive index of the involved materials The refractive indices of the sample and

the ATR crystal influence the ATR spectrum, the most important aspect being the

relative change to each other, given in the index ratio n21 = n2/n1, often termed

index matching. Usually, the high refractive index of the ATR element itself is al-

most constant over a large wavelength range, showing mostly normal dispersion.

The sample however, exhibits anomalous dispersion close to absorption bands, as
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shown in figure 2.7c for the O-H deformation band of water. The real part of the

refractive index on the low wavenumber flank of the absorption band will increase,

followed by a sudden drop and return to its original value after the absorption

band. This leads to an increase in effective thickness on the low wavenumber side

and analogously to a decrease in effective thickness on the high wavenumber side

of the absorption band. Compared to transmission spectra, the maximum of the

band in ATR spectra seems to be shifted toward lower wavenumbers. The extent of

this effect depends again on the refractive index of the ATR crystal (or better: the

index matching), the angle of incidence and the polarization of the incident light.

Requirements like high refractive index (to reach a desired critical angle) and optical

applicability (and stability) limits the candidates of suitable (and most commonly used)

materials to diamond (n = 2.4), ZnSe (n = 2.4), ZnS (n = 2.3), Si (n = 3.4) and germa-

nium (n = 4.0), only to name the most important.

2.4 Raman spectroscopy

2.4.1 Prerequisites for observing Raman spectra

Whenever Raman spectroscopy or the Raman effect are mentioned, scattering of light

is the central topic of conversation. It was mentioned in the previous chapter that the

dipole moment may change during a normal vibration of a molecule. Classically, the

theory of Raman (and Rayleigh) scattering is based on the concept of an oscillating inci-

dent electric field (e.g. electromagnetic radiation) inducing oscillating electric dipoles.

The induced electric dipole moment, assuming linear and spontaneous Raman scatter-

ing, can be then written as

μ′ = αE (2.19)

α is known as the polarizability tensor and is a measure of the flexibility of the electron

cloud surrounding the molecule during a normal vibration. The polarizability is a tensor

of rank 2 and has therefore elements (αj) having two indices. This tensor is often repre-

sented as an ellipsoid with three different half-axes, conventionally chosen to coincide

with the symmetry axes of the molecule. Now let’s consider the variation of the α ten-

sor during a normal vibration around the equilibrium position, this can be expressed in

a Taylor series, as follows

α = (α)0 +
�

∂α

∂Qk

�

0
Qk + ... (2.20)
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with Qk being the normal coordinate of a vibration of wavenumber ν̃k. We can simplify

this series at the first linear term, which is often referred to as electric harmonic approx-

imation. On the same note, the normal vibrations can be treated as being harmonic,

which leads to

Qk(t) = Qk,0 cos2πcν̃kt. (2.21)

Analogous to this concept the induced dipole moment μ′ is modulated by an oscillating

electric field (the incident electromagnetic radiation with wavenumber ν̃0)

E(t) = E0 cos2πcν̃0t. (2.22)

Combining equations 2.20,2.21 and 2.22 into equation 2.19 gives us

μ′(t) = α0E0 cos2πcν̃0t +
�

∂α

∂Qk

�

0
·Qk,0E0 cos2πcν̃0t · cos2πcν̃kt. (2.23)

using the trigonometric identity 2cosα cosβ = cos(α − β) + cos(α + β), this can be

rewritten as

μ′(t) = α,0E0 cos2πc ν̃0
︸︷︷︸

Ryegh

t

+
1

2

�

∂α

∂Qk

�

0
Qk,0E0 ·



cos2πc (ν̃0 − ν̃k)
︸ ︷︷ ︸

Stokes

t + cos2πc (ν̃0 + ν̃k)
︸ ︷︷ ︸

Ant−Stokes

t



 .

(2.24)

The induced dipole moment has three arguments in the cosine. The first equals the fre-

quency of the incident radiation. There is no change in frequency, hence no energy be-

tween the molecule and the radiation was exchanged. This scattered radiation is called

Rayleigh scattered light. The second term involves a change in wavenumber of the

light, namely ν̃0 − ν̃k, which means it is shifted towards higher wavelengths, commonly

referred to as a red-shift, known in Raman spectroscopy as Stokes Raman scattering.

The last term yields an increase in wavenumber by ν̃0 + ν̃k and therefore a transition

to smaller wavelengths or blue-shifted light, which is known as Anti-Stokes Raman scat-

tering. This can also be described as beat frequencies of the oscillating electric field of

the incident radiation ν̃0 modulated by the molecular vibration ν̃k. Figure 2.8 shows a

Raman spectrum of sulfur with both Stokes and Anti-Stokes scattering bands. Since the

wavelength of the incident radiation was 532 nm, we find a very intensive peak at this

wavelength due to the Rayleigh scattering. As the energy of molecular transitions for

a vibrational mode is specific for a molecule, an absolute wavelength or wavenumber

scale is not useful for a Raman spectrum, as it would produce bands at different spec-

tral positions for different wavelengths of the incident radiation. Hence, most often the

Raman shift is used, a quantity which is related to the excitation wavelength and gives

a wavenumber scale for the energies of the molecular transitions analogous to the IR

spectra. It is defined as
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Figure 2.8: Measured Raman spectrum of sulfur with Stokes and Anti-Stokes region in wave-

length, wavenumber and Raman shift. The spectrum was acquired using a confocal

Raman microscope (Horiba LabRam 800) using a excitation wavelength of 532 nm.

Δν̃ = ν̃0 − ν̃k . (2.25)

where Δν̃ is the Raman shift, ν̃0 the wavenumber of the incident radiation and ν̃k the

wavenumber of the vibrational mode. Figure 2.9a shows the wavelength range which

is spanned for a Raman shift of 400 to 4000 cm−1 for three different excitation lasers,

namely the second (532 nm), third (355 nm) and fourth (266 nm) harmonic of the

Nd:YAG solid state laser. The extent of the relevant part of the spectrum gets narrower

when shorter excitation wavelengths are used, as depicted in figure 2.9b. It is therefore

necessary to use higher resolution dispersive elements for Raman spectroscopy in the

UV range than for excitation in the NIR region.

Another important takeaway is the prerequisite to Raman activity, which is
�

∂α

∂Qk

�

0
6= 0. (2.26)

It contrasts the requirement for IR activity discussed in section 2.3.1, this is why often

Raman and IR spectroscopy are said to be complementary techniques. As example

again the CO2 can be used. The symmetric stretch vibration depicted in figure 2.4a

20



2.4. Raman spectroscopy

Figure 2.9: a) Raman shift conversion for the second, third and fourth harmonic of a Nd:YAG

laser used as excitation laser. b) Extend of the Raman spectrum (400-4000 cm−1)

in wavelength over the excitation wavelength.

shows a gradient of the polarizability tensor at equilibrium position and is therefore Ra-

man active, whereas the asymmetric stretch and the deformation induce a symmetric

change in the polarizability tensor, leading to no gradient and hence to no Raman ac-

tivity.

Equation 2.24 represents the main learnings from the classical approach to Raman scat-

tering. Taking another look at figure 2.8 the difference in intensity of Stokes and Anti-

Stokes bands becomes apparent. To explain this effect, a quantum mechanical ap-

proach is needed. The energy term schemata of figure 2.2c show the transitions during

a Raman scattering event. It depicts it as a two-photon process. An incoming photon

excites the molecule to a virtual state, whose energy is the sum of the ground state and

the photon energy of the laser and by releasing a photon of energy ν̃0 − ν̃k (Stokes)

it relaxes into the first vibrational excited state. In the Anti-Stokes case, the molecule

transfers energy to the photon by relaxing back into the ground state. Obviously the

difference in intensity of Stokes and Anti-Stokes will be a function of the Boltzmann

distribution law, eventually leading to

Stokes

Ant−Stokes
=
(ν̃0 − ν̃k)4

(ν̃0 + ν̃k)4
e

�

hcν̃k
kBT0

�

. (2.27)

By simultaneous measurement of Stokes and Anti-Stokes lines this can be exploited to

derive the temperature of the sample.

2.4.2 Recording a Raman spectrum

In contrast to IR absorption spectroscopy, Raman relies on the detection of Stokes or

Anti-Stokes scattered radiation. To discuss intensities in Raman spectroscopy it is op-
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portune to start at the oscillating induced dipole, focusing on the Stokes scattering,

equation 2.24 simplifies to

μ′Stokes(t) ∝
�

∂α

∂Qk

�

0
·Qk,0E0 cos2πc(ν̃0 − ν̃k)t. (2.28)

The total emitted intensity of a Hertzian dipole is proportional to |μ̈′|2 and with the

temporal average over the oscillating part of equation 2.28, it can be rewritten as

Stokes ∝
�

∂α

∂Qk

�2

0
· E20 · (ν̃0 − ν̃k)

4NmdΩ. (2.29)

From this relation can be deduced that the instrumental parameter E20 = Lser , essen-

tially the laser irradiance and ν̃0 = ν̃Lser =
c0
λ , the excitation laser wavelength play a

crucial role in the intensity of the Raman scattered light. The more power the incident

laser can provide, the more Stokes scattered Raman photons are produced. Addition-

ally, smaller excitation wavelengths lead to higher Raman intensities, this is very impor-

tant since it’s factored in with the fourth power. Therefore, Raman spectroscopy would

be ideally done in the UV region, but due to high probability to induce fluorescence or

self-absorption of the sample this is usually avoided. The keen reader might have no-

ticed two additional terms in equation 2.29 not present in equation 2.28: the number

of molecules Nm irradiated by the incident laser and the solid angle Ω. The latter takes

into account, that the scattering commonly takes place over the whole solid angle Ω,

whereas detection usually involves a given direction within a small element of solid an-

gle, denoted by dΩ.

To use Raman spectroscopy for quantitative determination the term Nm is crucial. The

more molecules are present in the irradiated volume, the more Raman photons are

generated and can hence be detected. At this point it is important to note that the scat-

tering cross section, meaning the probability of the generation of a scattered photon,

varies greatly between Rayleigh and Raman scattering. Raman scattering is signifi-

cantly weaker, commonly only one in 108-10 photons show a Raman shift. This leads

to the necessity of Rayleigh filters, also known as laser line filters, which suppress the

elastically scattered light. Without those, the overwhelmingly intense Rayleigh band

at 0 cm−1 Raman shift would mask the Raman bands, rendering the spectrum use-

less. Usually, Raman spectrometers are composed of the following components: The

monochromatic source of EM radiation (laser) for excitation, a collection optic for ef-

ficient gathering of scattered photons, a monochromator usually in form of a grating

spectrograph and an array photon detector. Figure 2.10 presents the concept of a Ra-

man measurement. It becomes clear, that for reproducible quantitative determination

of a compound a couple of requirements have to be fulfilled. First, the laser power has

to be as stable as possible, since it influences directly the amount of generated Raman

photons. Secondly, the properties of the collection optic has to be constant, meaning
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Figure 2.10:

Top: Simple illustration of a

common IR absorption experi-

ment. A broadband IR light

source is shined through the

sample and the transmitted ra-

diation is spectrally analyzed

and detected. Bottom: Sim-

ple illustration of a Raman ex-

periment. A monochromatic

light source is directed at the

sample and the scattered pho-

tons (Stokes is depicted in red,

Anti-Stokes in blue) are spec-

trally analyzed and detected.

Table 2.1: Overview over interaction cross sections (σ in cm2/molecule) selected spectroscopic

techniques. Adapted from [36]

Technique Interaction -log σ

Mid Infrared Absorption 25-18

Near Infrared Absorption 28-22

Raman Scattering 35-28

the light gathering power has to be the same for consecutive measurements. Third,

and probably the most difficult, the light scattering properties of the sample have to be

the same. However, this can also be argued as an advantage of Raman spectroscopy.

The scattering nature allows non-invasive probing even through transparent materials

in a simple back-scattering geometry. This is especially useful when remote or stand-off

detection is sought after.

2.5 Contrasting IR and Raman Spectroscopy

The previous sections revealed that molecular vibrations are responsible for the ap-

pearance of absorption bands in the IR spectrum and for scattering of light at shifted

frequencies, i.e. bands in the Raman spectrum. The main difference lies in the activ-

ity requirement for the respective technique during a normal mode of vibration. Is a

change in the dipole moment involved, the molecule will absorb infrared light of the
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same energy as the vibrational transition. If however, a change in polarizability during

the normal mode happens, the scattered light will contain shifted photons, i.e. a Raman

band. The energy will again be equal to the energy of the vibrational transition.

Intensity-wise, the probability of an absorption, scattering or emission event can be de-

scribed by cross sections, interpreted as effective areas and usually given in cm2/molecule.

The larger the cross section, the more likely it is for the specific event to happen and

this depends on the molecular structure of a certain compound and on selection rules

[36]. This leads to the fundamental vibrations seen in the MIR to be orders of magnitude

more likely event than the first, second or third overtone seen in the NIR (see table 2.1).

Aside from that, figure 2.10 illustrates the two spectroscopy variants. Infrared absorp-

tion spectroscopy uses polychromatic light in the right wavelength range of a broad-

band emitter, which is passed through the sample and the attenuated light is spectrally

analyzed and detected. Raman spectroscopy uses monochromatic light to excite the

molecule into a vibrational transition and usually the scattered photons are spectrally

analyzed and detected, with the focus on the red-shifted (Stokes) photons.
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CHAPTER 3

Instrumentation in vibrational spectroscopy

3.1 MIR spectroscopic instrumentation

The basic optical setup for direct absorption spectroscopy is almost always composed of

three different parts: a light source delivers electromagnetic radiation in the MIR range,

a second element, commonly of interferometric or dispersive nature, discriminates the

different incident wavelengths before a detector senses the intensity of the radiation

emitted by the aforementioned source after having passed the sample. The absorp-

tion spectrum is then generated by recording an intensity spectrum of the "empty"

beam, commonly referred to as background single channel or just background spec-

trum and recording a spectrum with a specific sample between the source and the de-

tector, known as sample single channel or sample spectrum, where the sample may be

gaseous, liquid or solid. According to Beer’s law discussed in section 2.3.1, the absorp-

tion spectrum is then calculated by the decadic logarithm of the inverse transmission

(equation 2.8).
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Figure 3.1: a) Planck’s law for black-body surfaces heated to different temperatures. b) Image

of a SiC (Globar) incandescent light source for the MIR. c) Illustration of the pulsed

emitter membrane, suspended on a silicon frame. d) Packaged pulsed emitter with

a parabolic reflector.

3.1.1 MIR light sources

3.1.1.1 Thermal sources

Incandescent or thermal light sources for the MIR region are usually heated surfaces,

which will emit radiant power. In an ideal case, the emitted radiation follows Planck’s

law [37], which describes the spectral radiance per unit wavenumber Bν̃ of a black body

at equilibrium temperature T0 as

Bν̃ = 2hc2ν̃3
1

e
hcν̃
kBT0 − 1

(3.1)

with kB being the Boltzmann constant. With higher temperature the spectral radiance

increases and the maximum shifts towards higher wavenumbers, known as Wien’s dis-

placement law, which is depicted in figure 3.1a

Thermal light sources for the MIR are generally heated elements with good stability

and stable emission. The most common material used is sintered silicon carbide (SiC),

which can be stably operated at temperatures over 1400 K in air for over several years

[38] by applying electrical current. These elements are more commonly known by the

trade name Globar and found in most commercial MIR spectrometers today (one ex-

ample can be seen in figure 3.1b). Other materials like tungsten or sintered zirconium-

thorium–cerium oxide (known as Nernst glower) can be heated to higher temperatures,

but show less emissivity at lower wavenumbers and are therefore not as suitable for

applications in the MIR and FIR region.
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Another innovation for these kinds of light sources was the use of thin films of different

alloys of metals or semiconductors, which have a very low heat capacity and there-

fore consume low electrical power during heating [39]. Although only lower maximum

temperatures of 1000 K can be achieved on these devices, the small heat capacity en-

ables pulsed operation by just applying switching driving voltages, satisfying the need

for optical modulation. By lithographically structuring the surface of these emitters

with patterns resembling photonic materials, the emissivity can be tuned both spec-

trally as well as intensity-wise [40, 41]. These pulsed emitters are now heavily used

for Non-Dispersive Infrared (NDIR) spectroscopic applications [42]. They are usually

MEMS-based, electrically modulated resistive heating elements integrated into a thin

dielectric membrane, which is suspended on a MEMS silicon structure. Due to the low

thermal mass of the thin heating element, they exhibit low power consumption and high

emissivity. The fact that they can be electrically modulated means there is no need for

other forms of modulating the radiation e.g. with a mechanical chopper. Hence, no

mechanical parts are necessary for the application of these instruments. Additionally,

these emitters usually have a parabolic reflector on top of the TO-39 case, which gives

a already directed beam that can easily be collimated and subsequently focused on the

detector. They can also be quipped with protective windows at the front, which allows

the heating element to be purged in inert gases. This greatly improves the longevity

of these types of radiation sources, extending their lifetime to over 10 years. The elec-

trical ratings are considerably low with a maximal voltage of approximately 5 V and no

higher current than 100 mA.

3.1.1.2 Laser based IR sources

First lasers in the MIR region were based on cryogenically cooled lead salt diode el-

ements [43]. These diode lasers are based on transitions over the band-gap of the

associated materials, whose energies are small (since they lase in the IR) and cooling

is necessary [44]. Additionally, the output power is not very high. An alternative are

coherent sources based on Optical Parametric Oscillators (OPO)s [45] and Difference

Frequency Generation (DFG) [46], which are big and bulky instruments with high main-

tenance needs.

In 1994 the first working example of a different kind of laser, the Quantum Cascade

Laser (QCL), capable of emission into the MIR region, was shown [47]. Using multiple

quantum wells in a wide band-gap III-V material, lasing in QCLs is engineered to occur

between energy levels located in quantum wells and barriers entirely within the conduc-

tion band of a semiconductor, providing transitions that are independent of the actual

material band-gap. Each electron passes through the cascade structure and in doing so
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emits a photon. Decoupling the emission wavelength from the material band-gap allows

the tuning of emission wavelength from the MIR to the Terahertz (THz) region. Recently,

the combination interband transitions with cascadable quantum well designs has led to

the development of Interband Cascade Laser (ICL) devices [48], which form a so-called

W-like quantum well structure using a second InAs layer and are shown to be more effi-

cient in the region from 2700 to 3000 cm−1. However, the tuning range of a given QCL

is quite limited by itself, so external cavities (EC) are used in conjunction with a broad

gain medium to gain tuning over a wider range. These EC-QCLs can scan over several

hundred wavenumbers [49], whilst emitting high power radiation. After years of solving

practical issues with EC-QCLs [50], the devices available today are well-developed and

are on the verge of revolutionizing the choice of MIR radiation source due to their wide

and fast tunability and stable, high power output [11, 12].

For completion, Synchrotron radiation can and is also used for MIR spectroscopy [51].

3.1.1.3 Novel MIR broadband lasers

Unlike QCL sources mentioned in section 3.1.1, recently also Supercontinuum lasers

(SCLs) are becoming available for the MIR spectral region. Alfano [15] describes them as

follows in his book titled "The Supercontinuum Laser Source": "The white-light continuum

called Supercontinuum is generated using ultrafast laser pulses propagating in solids,

liquids, gases, and various designs of optical fibers (single mode, multimode, microstruc-

tured, etc.). The SC light source has become the ultimate white-light source, spread

worldwide, and has advanced ultrafast laser spectroscopy, condensed matter, biology,

physics, and chemistry." Widely used in the VIS regime, SCLs based on infrared transpar-

ent materials are now available commercially. They are either based on chalcogenide or

flouride glass fibers. Compared to chalcogenide fibers, fluoride fibers seem to be more

suitable for lasing action due to their higher achievable doping levels, high strength,

high stability, and low background loss. Though rare-earth-doped chalcogenide fiber

lasers and amplifiers are also studied, their efficiencies and output powers are relatively

low due to the lower available rare-earth doping level, larger background loss, and the

fragility of chalcogenide glasses. For the flouride glass materials, the most common

used composition is a mixture of ZrF4-BaF2-LaF3-AlF3-NaF with a molar composition of

53 % ZrF4, 20 % BaF2, 4 % LaF3, 3 %AlF3 and 20 % NaF. Termed ZBLAN glasses, they

are considered as the most stable flouride based glass usable for optical fiber applica-

tions [52]. MIR SCL sources based on these kinds of glasses are reported with up to

21.8 W average power [17], repetition rates in the MHz regime and spectacular spectral

coverage from 2 to 16 μm [16] have been presented previously. The combination of

large spectral bandwidth and high spatial coherence, predestine SCL sources for vari-
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ous fields of application.

We obtained a prototype of a now commercially available laser system from NKT Pho-

tonics, which exhibited an output power of 75 mW at a repetition rate of 40 kHz. The

average pulse length was about 3 ns with the output spectrum extending from 1.75

(5700 cm−1) to 4.2 μm (2380 cm−1). It was used for the improvement of an ATR based

MIR sensor, designed for the detection of hydrogen peroxide in oxidative gas scrubbers

(Publication III).

3.1.2 MIR Detectors

An infrared detector can be described as a transducer converting infrared radiation into

some other form of measurable energy, most commonly an electrical signal. Generally,

two parameters are important for characterization of an infrared detector: the spectral

response, meaning the sensitivity as a function of the impinging wavelength and the

achievable Signal to Noise Ratio (SNR) and the thereof dependent specific detectivity

D∗. The achievable SNR is limited by the noise of the incident radiation and by the

inherent noise of the detector. The detector noise is commonly expressed by the Noise

Equivalent input Power (NEP), which refers to the ratio of the noise power density (noise

power per unit bandwidth) at the detector output divided by the detector responsivity.

The specific detectivity D∗ is normalized to the detector surface area by dividing the

square root of the detector size with NEP, giving values in cmHz0.5W−1 or Jones [53].

D∗ =

p

AΔƒ

NEP
=

p

AΔƒ

P
·
VS

VN
, (3.2)

with Δƒ being the detector bandwidth, P the input power and VS/VN the signal-to-noise

ratio.

IR detectors can be divided into the two basic groups: thermal and photon detectors.

Both differ by the underlying physical effect used for the detection process.

3.1.2.1 Thermal detectors

In thermal detectors, the energy absorbed from the incident radiation increases the

element temperature and causes changes in the temperature-dependent properties of

the detector, which can be measured. The signal, which is produced per unit input

normalized to 1 W of radiation is independent of photon energy, hence they exhibit

wavelength-independent sensitivity. Thermal detectors can be based on the thermo-

electric effect (thermocouples or stacked to thermopiles), materials with a high tem-

perature coefficient resistance (bolometers) or pyroelectric materials [55]. The latter

29



Chapter 3. Instrumentation in vibrational spectroscopy

Figure 3.2:

Illustration of a pyroelectric detector.

The sensing element LaTiO3 is sand-

wiched between nm-thin NiCr elec-

trodes. The top side is coated with a

black polymer, acting as an absorb-

ing layer. Adapted from [54]

exhibit a large internal electric polarization and temperature changes modify the crystal

structure, creating a surface charge: This will be neutralized soon after due to leakage

of charge to the surroundings. When incident radiation is heating the element periodi-

cally however, the change is manifested in a voltage drop in the element, which can be

monitored electronically. This means the incident light has to be chopped or otherwise

modulated for detection with a pyroelectric detector. The most common material for

such detectors is triglycine sulfate (TGS), which suffers from a rather low Curie point of

49◦C. Therefore, deuterated TGS (DTGS) and deuterated L-alanine doped TGS (DLaTGS)

have been developed, both with higher Curie points of 60◦C and 74◦C, respectively.

Lithium tantalate (LiTaO3) shows a smaller pyroelectric coefficient compared to TGS, but

has a substantially higher Curie point at 620◦C, can be fabricated large in size and can

be operated at ambient conditions. Detector elements based on the pyroelectric effect

are a practical choice for broadband IR usage and offer advantages in terms of signal

strength and time constants (see table 3.1) compared to thermistors and thermopiles.

In general, thermal IR detectors use absorbing layers of dark materials, which help facil-

itate the maximal possible temperature change, thus increasing the sensitivity. Figure

3.2 shows the typical structure of a pyroelectric LiTaO3 detector. The element itself has

a thickness of several tens of μm and is sandwiched by nm-thick NiCr electrodes. On

top a black polymer layer is deposited, acting as the absorbing layer.

3.1.2.2 Photon detectors

In photon detectors, the radiation is absorbed on a semi-conducting junction, which re-

sults in the generation of charge carriers i.e. electrons in the conduction band of the
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Table 3.1: Overview over a selection of light detectors for the MIR region. Typical values are

given for the detectivity D∗ in cmHz0.5W−1, the time constant τ, the usable spectral

range and the operating temperatures.

physical effect materials used D* τ range op. T

th
er

m
al thermoelectric effect Chromel-Alumel ∼108 50 ms full MIR 298 K

temperature coefficient silicon ∼108 20 ms full MIR 298 K

pyroelectric effect DTGS ∼108 1 ms full MIR 298 K

p
h
ot

on

generation of

charge carries

HgCdTe ∼1011 1 μs to 26 μm 77 K

PbS ∼1010 1 ms to 3.5 μm 298 K

PbSe ∼109 5 μs to 6.5 μm 298 K

quantum well III-V materials ∼1010 5 ps to 10 μm 200 K

device and holes in the valence band. These photodiodes can be built as photovoltaic

or photoconductive devices. In photoconductive applications a reverse bias is applied

across the diode and the photogenerated charge carriers increase the conductivity of

the device. The increase in current flow is detected as the electrical signal. In photo-

voltaic mode, the photo-generated charge carriers are allowed to diffuse to the metal

contacts on the diode where a photocurrent is produced and measured. These kinds

of detectors find widespread use in IR spectroscopy, with the most commonly used

material being the ternary II-Vi alloy of CdTe and HgTe featuring a tunable bandgap

spanning the whole infrared region up to 30 μm. These HgCdTe detectors, often re-

ferred to as MCT detectors, have excellent properties, including a small time constant,

high quantum efficiency, reduced cooling requirements and innovative structure design

by epitaxial growth technologies. They achieve their highest sensitivity combined with

repeatable and stable performance at cryogenic temperatures (77 K) [56]. The lead

sulfide (PbS) intrinsic photoconductor detector was one of the first infrared detectors

to be used and still finds applications today although its limited use up to about 5 μm.

Lead selenide (PbSe) features an extended response to about 6.5 μm, however both

materials suffer from high temperature coefficients of response and therefore require

active temperature control.

Lastly, the possibility of using the same structures as in QCLs also as detectors was

discovered shortly after the first implementations of QCLs. The name was coined ac-

cordingly, Quantum Cascade Detector (QCD) [57]. Belonging to the class of Quantum

Well Infrared Photodetector (QWIP)s, electrons are extracted via tunneling and scatter-

ing through a sub-band ladder and the resulting current is measured. These detecors
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Figure 3.3: Schematic illustration of the working principle of the FTIR spectrometer with

BS...beamsplitter, DM...dichroic mirror, FFT...Fast Fourier Transform. The movement

of the translated mirror is indicated with Δl.

hold great promise for very fast response times and good detectivities.

3.1.3 FTIR spectroscopy

Currently, the most commonly used spectrometer in MIR spectroscopy is certainly the

Fourier-Transform Infrared FTIR spectrometer. As described in the introduction in chap-

ter 1 these instruments were first built in the 1930s. They consist of scanning Michelson

interferometers, whose basic working principle is depicted in figure 3.3. The radiation

from a broadband IR source is splitted into equal parts using a beamsplitter. Both arms

of the interferometer use mirrors at the end, with one of the mirrors being translated.

The retro-reflected beams can subsequently interact at the beamsplitter, interfering

constructively or destructively depending on the wavelength and the path length differ-

ence Δl. This leads the intensity variation in the output arm of the interferometer to be

the cosine transform of the input light spectrum, as

S(Δ) =
∫ ∞

−∞
(ν̃) cos(2πν̃Δ)dν̃. (3.3)

It essentially transforms the high frequency of an optical wave into a more accessible

intensity modulation in the radio frequency range [33]. The original intensity spectrum

is then recovered by applying the inverse cosine transform, which for real input is the

real part of a Fourier transform and hence the fast, optimized algorithms for Fast Fourier
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Transform (FFT) are eligible for calculation [58]. This interferometric approach comes

with three advantages:

Multiplex or Felgett advantage All frequencies emitted from the IR source are mod-

ulated simultaneously by the interferometer into a single interferogram signal

(onto a single detector). Therefore, the SNR of a Fourier transform instrument

recording N data points will be
p
N higher than that of a dispersive instrument.

Throughput or Jacquinot advantage The FTIR spectrometer accepts a circular beam

shape as opposed to classical dispersive instruments employing a slit. The strin-

gent link between throughput and resolution is removed, which allows FTIR instru-

ments to operate at a higher SNR while providing the same spectral resolution

[59].

Precision or Connes advantage With the accessibility of stable laser radiation in the

early 1960s, an internal reference for the mirror position can be funneled into the

interferometer, increasing the precision of the wavelength axis [60].

The superior performance of the FTIR spectrometer compared to dispersive instruments

made it the standard instrument in MIR spectroscopy, still regarded as the gold stan-

dard. However, FTIR instruments are generally rather costly, require a certain size and

are thus often featured as table-top devices.

3.1.4 MIR spectroscopy using tunable filters: Filtometers

Another way of discriminating wavelengths is to use bandpass filters, which feature a

narrow transmission band in the spectrum. Usually, layer stacks of two dielectric mate-

rials with a different refractive index are applied alternately to a substrate made from

an infrared-transparent material. Interference effects lead to a wavelength-dependent

extinction or enhancement of the incident electromagnetic wave. Thus, different spec-

tral ranges of high and low transmission are created, which can be used for various

types of optical filters. These filters can be used in combination with a radiation source

and detector element to built a sensing device, which can detect intensity as a func-

tion of wavelength. Since a filter is employed as the wavelength-discriminating device,

these instruments are often refereed to as filtometers, a term coined from filter and

photometer. Since most of the following (especially tunable) filter systems are based

on interference filters based on FP cavities, the theory behind them will be discussed

shortly.
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3.1.5 Fundamentals of a Fabry-Pérot cavity
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Figure 3.4: Illustration of the simplest form of a Fabry-Pérot resonator. θ indicates the angle of

incidence of the beam, d the distance between the two mirrors, E the field strength

and r and t are the reflectivity and transmittance coefficient respectively.

Figure 3.4 illustrates the simplest form of a FP resonator, which consists of two plane mir-

rors. For reason of simplicity we assume that the incoming light consists of a monochro-

matic and coherent plane wave. It can be expressed by:

E(, t) = E0 cos(ωt − k) + ϕ() (3.4)

with k being the wave vector, ϕ being the phase shift and ω being the angular frequency.

As figure 3.4 suggests, the transmitted electric field can be described by

Et = E0t2(1 + |r|2eΔϕ + |r|4e2Δϕ + ...) (3.5)

where r and t embody the complex reflectivity and transmission coefficients, respec-

tively, which are generally defined by the ratio of the reflected or transmitted amplitude

with the incident amplitude of the electric field. They can be written in the following way

[61]:

r = |r|eΔϕ nd t = |t|eΔϕ (3.6)

Equation 3.5 represents a geometric series and can be solved using the sum formula of

the same:

∞
∑

n=1

qn−1 =
1

1 − q
(3.7)

leading to

Et = E0t2
1

1 − |r|2eΔϕ
(3.8)
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The squares of t and r are often referred to as R (|r|2) and T (|t|2). Since generally it is

more interesting knowing intensities rather than electric field strengths, the following

expression is adequate:

t

0
=
|Et |2

|E0|2
=

T2

|1 − ReΔϕ|2
(3.9)

with  as intensities of the transmitted and the incident beam. The maxima of equation

3.9 can be determined from the roots of the denominator.

|1 − ReΔϕ|2 = (1 − ReΔϕ)(1 − Re−Δϕ) = 1 − ReΔϕ − Re−Δϕ
︸ ︷︷ ︸

2R cosΔϕ

+R2 (eΔϕe−Δϕ)
︸ ︷︷ ︸

1

(3.10)

Using Euler’s identity (replacing the exponential with the cosinus) and the trigonometric

formula cos() = 1 − 2sin2(/2) equation 3.10 can be rewritten as:

1 − 2R(1 − 2sin2(Δϕ/2)) + R2 = 1 − 2R + 4R sin2(Δϕ/2) + R2 (3.11)

−→ (1 − R)2
 

1 +
4R sin2(Δϕ/2)

(1 − R)2

!

(3.12)

Combining equation 3.12 with equation 3.9 yields the following result:

t

0
=

T2

(1 − R)2

 

1 +
4R sin2(Δϕ/2)

(1 − R)2

!−1

(3.13)

This expression exhibits the transmitted intensity as a function of T, R and the phase

shift Δϕ. The function reaches its maximum when Δϕ= 2mπ. Taking a second look at

figure 3.4 and equation 3.4 it is possible to account for the phase shift in this system.

When the beam travels through the first mirror, it will undergo a phase shift Δϕs and

the expression for the plane wave will change.

E(, t) = E0 cos(ωt − k + Δϕs) (3.14)

As it passes through the medium to the second mirror, the wave vector changes accord-

ingly. In this case we are only considering the interferometer axis (indicated with x), so

the projection of the wave vector onto this axis has to be considered (cosθd)

E(, t) = E0 cos(ωt − k cosθd + Δϕs) (3.15)

With

k = n
ω

c0
= nk0 (3.16)

the equation changes into

E(, t) = E0 cos(ωt − k0n cosθd + Δϕs) (3.17)
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Figure 3.5: Calculated transmission of a Fabry-Pérot interferometer with starting parameters of

n = 1.3, d = 2.5μm, R = 0.95 and the incident angle θ of 0◦. a) The reflectivity

R and with it, the Finesse, is altered. b) The effect of a change in refractive index

is shown. c) The shift of the center position when changing the distance between

the two reflective surfaces. d) The effect of different angles of incidence with the

convolution (dotted lines, normalized) between them to show how a focused beam

affects the transmission window.

When the wave finally returns, the phase shift will be incremented by another Δϕs from

the second mirror and of course also the term for the distance in between changes

accordingly. The cumulative phase shift Δϕ can therefore be rewritten as:

Δϕ = 2Δϕs − 2k0nd cosθ = 2Δϕs − 2
ω

c0
nd cosθ = 2Δϕs − 4πν̃nd cosθ (3.18)

The last term is particularly useful as it contains the wavenumber ν̃ instead of the

wavelength or angular frequency, which are not commonly used in IR spectroscopy.

Like mentioned before, the transmission reaches its maximum at a phase shift every
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2mπ, which now can be inserted into 3.18.

2mπ = 2Δϕs − 4πνnd cosθ (3.19)

So for given distances d the phase condition is fulfilled for the following wavenumbers:

ν =
1

2πnd cosθ
(mπ + Δϕs) := Δν̃s +mΔν̃r (3.20)

The phase shift at the mirrors Δν̃s = Δϕs/2πnd cosθ will only result in a cumulative shift

of all resonances and is therefore neglected. This leaves us with

Δν̃r =
m

2nd cosθ
, (3.21)

which is also known as free spectral range, as it gives an expression for the spectral

spacing between resonance wavenumbers.

An other important figure of merit of a Fabry-Pérot interferometer is the Finesse. It is

defined in the following way:

F := π

p
R

1 − R
(3.22)

Inserting the two identities shown in equation 3.21 and 3.22 into equation 3.13 yields

t

0
=

1

1 + (2F/π)2 sin2(2πν̃ndcosθ)
(3.23)

For ideal mirrors without absorption the term T2/(1 − R)2 yields one and hence can be

neglected. Equation 3.23 allows to show important parameters that define the central

wavenumber (or central wavelength) of the FP resonator. The Finesse of the resonator is

a function of the reflectivity R, where a higher reflectivity produces transmission bands

with smaller Full Width at Half Maximum (FWHM) values (Figure 3.5a). The spectral po-

sition of the resonance wavenumber differs when the refractive index n of the medium

changes (Figure 3.5b). Analogously, when the distance d between the mirrors changes,

so does the transmission band’s spectral position (Figure 3.5c). Additionally, the angle

of incidence of the incoming beam changes the spectral position of the transmission

band (Figure 3.5d). This point is especially important to consider, because in most MIR

instruments, the light beam is perfectly collimated, in fact, most of the time the light

rays are focused onto the detector element to achieve highest possible SNR. This leads

to a broadening of the transmission band, as rays of different angles will be transmitted

simultaneously through the cavity (indicated in figure 3.5d as dashed lines).
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3.2 Instrumentation for Raman spectroscopy

The following section will briefly discuss the makeup of a standard Raman spectrometer.

It is usually comprised of a monochromatic light source (commonly a laser), collection

optics for the efficient gathering of the scattered photons, a monochromator for the

spectral analysis and a sensitive detector. Another important part never missing in a

Raman spectrometer is the Rayleigh or laser line filter. It helps block out the elasti-

cally scattered light, which otherwise would generate Raman signals only specific to

the optical elements used in the collection optics and due to the weakness of the Ra-

man scattering cross section compared to Rayleigh scattering would mask the Raman

signal on the detector. These filters usually come in two variants, either as long-pass

edge-filter, which only transmit the Stokes photons, or as notch-filters, which block only

the region of the excitation laser. The important features are a high blocking at the laser

line and a smooth and clean transmission in the region of the Raman spectrum.

3.2.1 Collection optics

In section 2.4, equation 2.29 postulates that the extend of the solid angle, which can be

collected, influences the amount of detected backscattered photons. Ideally, it should

be as big as possible. The optical parameter usually defined here is the Numerical

Aperture (NA) as

NA = n sinθ (3.24)

with n being the refractive index and θ the maximal half-angle of the cone of light that

enters the optical element (marginal ray). Related, often the f-number Nf is used to

describe the light gathering power of an optical component. It is defined as follows:

Nƒ =
ƒ

D
(3.25)

where ƒ is the focal length and D is the diameter of the entrance pupil (effective aper-

ture). Commonly, f-numbers are written preceded by ƒ / , giving a relation between Nf

and the focal length. So with the previous arguments in mind, it is favorable to have a

as large as possible numerical aperture and inversely, a small Nf. It is important to keep

this in mind when using Raman microscopes, a very common implementation of Ra-

man spectroscopy, which generally feature a selection of different objectives exhibiting

varying magnifications and with it varying numerical apertures.
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3.2.2 Lasers

Nowadays a plethora of different lasers based on varying lasing principles are employed.

The most important features for a laser to be used for Raman spectroscopy, are the

following:

Linewidth The spectral linewidth of the output radiation of the laser limits the spectral

resolution of the system. The linewidth of the laser should be narrower than the

spectral resolution of the spectrometer. Single mode laser are usually sufficient.

Wavelength stability The spectral position of the laser line has to be constant over

the measurement time. This can be facilitated by using e.g. external gratings and

accurate temperature control.

Wavelength purity There should be no side modes creating additional laser lines in

the excitation beam.

Beam quality For ideal focusing of the laser beam, the laser beam should exhibit a

diffraction-limited TEM00 mode structure.

Output power stability Since the amount of backscattered photons is directly pro-

portional to the intensity of the excitation laser, output power stability is key in

enabling longer acquisition times, especially if quantification is of interest.

Recently solid state lasers are mainly used for excitation in Raman spectroscopy, be-

cause of their easy and rugged operation. As the name implies, the lasing element

in these devices are solid crystals, the most commonly used are neodymium-doped

yttrium aluminum garnet (Nd:YAG) and generally Nd-doped glasses. To create the pop-

ulation inversion needed for lasing, optical pumping by either using a flashlamp or diode

laser is used. Diode-Pumped Solid-State (DPSS) lasers tend to be much more efficient

and have become much more common as the cost of high-power semiconductor lasers

has decreased. The fundamental laser line of the ND:YAG is located at 1064 nm and

is currently one of the most used excitation wavelengths for NIR Raman spectroscopy.

Second and higher order harmonic non-linear crystals can be used to double, triple or

quadruple the frequency of the laser (in fact, one of the lasers used in this thesis had

add-ons for 4 different wavelengths, meaning three different harmonics.)

For special applications of Raman spectroscopy, pulsed lasers are needed. Solid state

lasers can be pulsed by employing a Quality-(Q-)switch. The basic principle behind Q-

switching the laser is to pump the laser gain medium for a specific amount of time while

preventing laser operation, only to suddenly allow for laser operation, so that the stored

energy is quickly released in the form of a short, intense light pulse. To control the laser

emission, we introduce optical losses in the cavity that are initially high (low Q) and then
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Figure 3.6:

a) Active Q-switched laser

module as used in the EK-

SPLA laser. b) Passive

Q-switched microchip laser

architecture employing a

saturable absorber. M are

mirrors, P is a polarizer.

suddenly lowered (high Q). In the case of active Q-switching, an electrically controlled

modulator is used, normally an acousto-optic or electro-optic modulator. In the case of

the EKSPLA laser used in this thesis, a Pockel cell is used to rotate the polarization of the

beam passing through, creating a switchable attenuation unit in conjunction with the

polarizer P (see figure 3.6a). Passive Q-switched microchip laser present a rather novel

and very efficient way of producing short laser pulses. Microchip lasers are alignment-

free monolithic solid-state lasers, where the laser crystal is directly contacted with the

mirrors of the laser resonator as depicted in figure 3.6b. They are usually pumped by

a semiconductor laser diode. Additionally, they feature a saturable absorber, an optical

component with a given optical loss, which is lost at high optical intensities [62]. This

way, the losses are automatically modulated with the absorber and no active switch-

ing is required. Compared with active Q-switching, passive Q-switching is simple and

cost-effective and it is suitable for very high pulse repetition rates. However, the pulse

energies are typically lower. Also, external triggering of the pulses is not possible. For

this reason, the passive Q-switched laser used in this work as an internal photodiode,

which not only allows continuous monitoring of the output power, but also acts as a

reliable trigger featuring low jitter. Additionally, pulse widths in the low ps-regime are

possible [63]. Table 3.2 summarizes the properties of the pulsed lasers used in this

thesis. Both feature pulse widths in the low nanosecond time scale. The Explorer One

however, being of the passively Q-switched variety, is significantly smaller, air-cooled

and therefore more suitable for the design of a portable and rugged stand-off Raman

instrument.

3.2.3 Wavelength discrimination

Nowadays the most used dispersive element used in Raman spectroscopy is the diffrac-

tion grating, with different types of grating [64]. Most commonly, transmission or re-

flection gratings in form of volume, ruled or holographic gratings are employed. The

simplest form is the surface grating, which feature grooves on the surface of a reflecting

or transmitting material. These kind of gratings are usually manufactured by mechan-
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Table 3.2: Pulsed solid state lasers used in the works presented in this thesis and their respective

properties.

NL301HT Explorer One HE 532-200

Manufacturer EKSPLA Spectra Physics

Wavelength 1064, 532, 355, 266 nm 532 nm

Pulse duration 4.4 ns <15 ns

Pulse energy 380 mJ >0.2 mJ

Average power 3.8 W @ 10 Hz 2 W @ 10 kHz

Repetition rate 10 Hz 1-60 kHz

Cooling water-cooled air-cooled

Pulse energy noise 1.5 % rms <3 % rms

Long term stability <±2 % <±2 %

Beam shape Top Hat, Gaussian in far fields Gaussian

Beam diameter 6 mm 0.18 mm

Beam divergence <0.6 mrad 3.9 mrad

Operating voltage 220 VAC 24 VDC

Power consumption <1 kW <100 W

Size / mm 154x475x128 & 330x490x585 240x95x94

Weight >20 kg 3.1 kg

ically cutting or stamping grooves into the substrate. Volume gratings use patterned

refractive index or absorbance through the depth of a material as grating. Holographic

gratings can be manufactured by crossing two laser beams to produce an interference

pattern on a photosensitive material to create grooves. Holographic gratings tend to

have more precise groove spacing and groove shape than ruled gratings. Surface holo-

graphic gratings also tend to show less unwanted scattering and feature more complex

groove patterns compared to ruled gratings. Volume phase holographic gratings are a

special subtype of the holographic volume grating and are more and more used as dis-

persive element in high-performance imaging spectrographs for Raman spectroscopy

[65].

A diffraction gratings performance can be described by what extent the input light is

dispersed, which is generally a function of groove density or spacing given in lines per

mm. So a diffraction grating with the right resolving power has to be selected, according

to the excitation wavelength and desired spectral resolution. Generally, shorter excita-
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tion wavelengths need higher spectral resolution, as the Raman spectrum is dispersed

over a smaller spectral range (see figure 2.9). The blazed groove shape used by modern

diffraction gratings directs most of the diffracted light into a single order of diffraction.

A particular blazed grating will have better efficiency at certain wavelengths, so the

grating has to be selected for the spectral region used. Hence, a wide range of diffrac-

tion gratings are commercially available today. One of the most popular geometries

for a dispersive monochromator for Raman spectroscopy is the Czerny–Turner spectro-

graph, which was also used for parts of the work presented here. Its optical layout is

depicted in figure 5.5. Incident light from the entrance slit is collimated by a concave

mirror, diffracted by the plane grating mounted on a grating turret for easy chang-

ing and adapting the imaged spectral range on the array detector. Subsequently, the

photons are focused again through an exit port by a second concave mirror onto the

array detector. Spherical mirrors can be replaced by toroidal mirrors to reduce astig-

matism. Nevertheless, optical aberrations generally limit Czerny–Turner spectrographs

f-numbers to ƒ /4 or worse. Of course, the need of an entrance slit makes the light

throughput challenging, as the trade-off between spectral resolution and transmitted

intensity is always present. To somehow circumvent this problem, we used a special

fiber arrangement to couple the collection optic to the spectrograph. A round-to-slit

fiber features a round arrangement of 19 200 μm fibers on one side and a lined-up

arrangement on the other, which can be placed collinear to the entrance slit of the

spectrograph.

At this point, one has to wonder why not use FT-spectrometers, as is done in IR spec-

troscopy. Here, the performance of FT- and dispersive-Raman spectrometers has to

be compared. As already mentioned a couple of times, shorter wavelengths are ad-

vantageous for Raman spectroscopy due to the significantly better Raman scattering

cross section. This means the bulk of Raman applications right now are located in the

visible region of the EM spectrum. In the late 1980s and early 1990s, Charge Cou-

pled Device (CCD) array detectors with quantum efficiencies exceeding that of a single

Photo-Multiplier Tube (PMT) were introduced [66]. Hence, a typical dispersive Raman

spectrometer comprising a visible laser, grating spectrograph, and Thermoelectric Cool-

ing (TEC) CCD array detector is almost an order of magnitude more sensitive than an

FT-Raman spectrometer with an Nd:YAG laser (@ native 1064 nm) and a germanium

detector. However, FT-Raman instruments are still used for one very important reason,

they allow measurement deeper into the NIR region, effectively reducing the chance to

induce fluorescence in the sample to zero.

Another type of FT-spectrograph is also worth mentioning here: the Spatial Heterodyne

Spectrometer (SHS). Its basic setup is very similar to the Michelson interferometer pre-

sented in figure 3.3, except with the mirrors exchanged with fixed reflective gratings.

The gratings are usually arranged in Littrow-configuration to the excitation wavelength.
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Figure 3.7:

a) Linearly polarized light at

the angle θ and the respective

components. b) Right circularly

polarized light forming a helix

illustrated with the respective

components.

Any wavelength different from that will undergo a change in direction, resulting in a

tilted wavefront after beam combination, which produces a interferometric pattern on

an array detector. The major advantages of this kind of spectrometer are the absence

of moving parts and the high optical throughput [67].

3.2.4 Birefringent interferometers/filters

Before the theory of birefringent interferometry will be discussed, a quick introduction

about the concept of polarization in photonics will be given.

3.2.4.1 Polarization of light

The orientation of the electric field vector in respect to the plane orthogonal to the

propagation direction x or k is called the polarization state of light. The wave vector of

a plane wave can be represented by two components, namely:

Ey(, t) = E0,y cos(ωt − k) Ez(, t) = E0,z cos(ωt − k + Δϕ), (3.26)

where Δϕ is the phase shift between the two fields. For unpolarized light, the phase shift

has no fixed correlation. If Δϕ is constant, the resulting polarization state is called right

or left elliptically polarized, as the wave vector describes an ellipse on the yz plane.

Two special cases can be distinguished: First, Δϕ = 0, meaning both fields oscillate

in phase, leads to a compression of the ellipse to a line, which oscillates at an angle

θ = rctn(E0,y/E0,z) in the yz plane (figure 3.7a). This state is called linearly polarized.

The second case occurs at a phase shift of Δϕ = ±π/2, where the wave vector describes

a circle in the yz plane (figure 3.7b).

When a specific polarization of light is needed, most often polarizers are used. Usually,

polarizers transmit the desired polarization while reflecting the rest. Wire grid polariz-

ers are a common example of this, consisting of many thin wires arranged parallel to
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each other. Light that is polarized along these wires is reflected, while light that is po-

larized perpendicular to these wires is transmitted. Another technique for polarizers is

to use the Brewster angle. Brewster’s angle is a specific angle of incidence under which

only one polarization is reflected. Yet another method is the specific absorption of one

polarization of light, used in dichroic polarizers. If unpolarized light hits an ideal linear

polarizer, only one of the two linear polarizations will be transmitted, reducing the initial

unpolarized intensity by half.

Manipulating the polarization of a given beam is also possible. Waveplates, or wave re-

tarders, transmit light and modify its polarization state without attenuating, deviating,

or displacing the beam. They do this by retarding one component of polarization with

respect to its orthogonal component by a specific amount. If the retardation, or the

phase shift between polarization components is equal to π, the waveplate is commonly

known as half-wave plate and can be used to rotate the polarization axis of linearly po-

larized light. Analogously, when the phase shift is π/2, it’s called a quarter-wave plate,

which can be used to convert linearly polarized light into circular polarized light and

vice-versa.

3.2.4.2 Lyot filters

The basic principle of this birefringent filter is based on the interference of polarized

light after passing through a birefringent crystal. For the following considerations we

assume a linearly polarized wave

E = Acos(ωt − k) with A =
�

0, Ay, Az
	

Ay = |A| sinθ Az = |A| cosθ. (3.27)

Figure 3.8 shows the coordinate system with a birefringent crystal of length L with the

ordinary axis no along the z-axis and the extraordinary axis ne along the y-axis. The

electric vector E enters the crystal at an angle θ to the optical axis. The crystal splits

the wave into two orthogonal components, one called the ordinary beam with ko = nok

and the other called the extraordinary beam with ke = nek. So for the partial beams

traveled through the crystal the components of the E vector are as follows:

Ey = Ay cos(ωt − keL) Ez = Az cos(ωt − koL). (3.28)

They show a phase difference of

Δϕ = k(Δn)L =
2π

λ
ΔnL with Δn = no − ne (3.29)

After passing the crystal, the two waves interfere, superimposing to generally ellipti-

cally polarized light. For phase differences of Δϕ = 2mπ the resulting wave will be again

linearly polarized with E(L) ‖ E(0). When Δϕ = (2m + 1)π and θ = 45◦ the exiting wave
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Figure 3.8:

Illustration of linearly polarized light entering

the birefringent crystal of length L with the or-

dinary axis no along the z-axis and the extraor-

dinary axis ne along the y-axis.

is also linearly polarized, but with E(L) ⊥ E(0).
The simplest form of a Lyot filter consists of a birefringent crystal sandwiched between

two linear polarizers. Let these polarizers both be arranged parallel to E of the incoming

wave. So the second polarizer only transmits the projection of E

E = Ey sinθ + Ez cosθ

= A
�

sin2 θ cos(ωt − keL) + cos2 θ cos(ωt − koL)
� (3.30)

of the amplitudes. Since detectors usually cannot follow the high frequency of the

electromagnetic wave, they usually measure the time averaged intensity

〈〉 =
cε0E20
T

∫ T

0
cos2(ωt − k)dt =

1

2
cε0E

2
0. (3.31)

With this, equation 3.30 results in the transmitted intensity t

t = 0(sin4 θ + cos4 θ + 2sin2 θ cos2 θ cosΔϕ). (3.32)

With the trigonometric relations 2sinθ cosθ = sin2θ and cosϕ = 1 − 2sin2 ϕ
2 , this can

be rewritten as

t = 0

�

sin4 θ + cos4 θ +
1

2
sin2(2θ)

�

1 − 2sin2
�

Δϕ

2

���

= 0
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With θ = 45◦, this is further reduced to

t = 0

�

1 − sin2
�

Δϕ

2

��

= 0 cos2
�

Δϕ

2

�

. (3.34)

The transmission of a single Lyot element is then given by

T(λ) =
t

0
cos2

�

πΔnL

λ

�

. (3.35)
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Figure 3.9:

Transmission of a

stack of Lyot filters.

Every Lyot element

has double the extend

of its predecessor and

their cumulative

transmission is also

shown for every

additional element.

Calculated with ne =

1.51, no = 1.47 and

a crystal length L of

10 mm.

The transmission is thereby primarily a function of phase retardation, which depends on

the birefringence and the length of the crystal and the wavelength. The result can be

seen in the first graph in figure 3.9. Usually, filters based on the Lyot concept consist of

more than one element. Stacking several Lyot elements with each element exhibiting

double the length of its predecessor, a small linewidth transmission filter can be created,

as figure 3.9 shows. The cumulative transmission for a stack of N elements becomes

T(λ) =
N
∏

m=1

t

0
cos2

�

πΔnLm

λ

�

. (3.36)

It becomes clear from the calculated transmission bands in figure 3.9 that the shortest

element in the stack determines the free spectral range. The linewidth of the transmis-

sion after the stack is however mainly influenced by the longest part of the stack.
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3.2.4.3 Liquid-crystal tunable filters

Several forms of the birefringent filter are possible with different width of field and com-

plexity of construction. They all are based, however, on the interference of polarized ra-

diation after passing a birefringent element. Evans and van Raalte give a good overview

over the different technological advancements in this field [68, 69]. All these types of

filters can made tunable by changing the birefringence Δn. A common method is to

use a material, where Δn can be changed by applying an electric field, e.g. potassium

dihydrogen phosphate. Another possibility is to use liquid crystals, which describes a

state of matter with properties between those of liquids and of solid crystals. Usually

the molecules of a liquid crystal are susceptible to an applied electric field, which can

be used to enforce a single ordered domain in a macroscopic fashion and thus tuning

the birefringence. This makes liquid-crystal devices particularly interesting in addition

to their high transparency over a large spectral range and their very large electro-optic

coefficients, which allow broad tuning ranges. Additionally, large optical apertures are

possible. In 2010 Peter Miller working at Cambridge Research & Instrumentation (CRI)

was granted a patent for an "Optical filter assembly with selectable bandwidth and

rejection" [70], in which he describes a liquid-crystal tunable filter (LCTF) for use in dif-

ferent spectral ranges with electro-optical tuning. These kinds of filter were used to

facilitate the wavelength discrimination in a stand-off hyperspectral imager, which will

be presented in chapter 5.

3.2.5 Detectors

Although several different kinds of light detection techniques are available today, for

the synchronized pulse-gate measurement needed for stand-off Raman spectroscopy,

only devices capable of fast and reliable gating can be effectively used in this area. The

most common suitable light detector is the intensified Charge Coupled Device (iCCD)

camera. Initially developed for military night vision purposes, these cameras provide a

detector array needed for detecting the dispersed spectrum exiting the spectrograph,

the fast gating for selectively detecting at the time of return of the Raman scattered

photons and the necessary amplification. Figure 3.10 shows a simplified sketch of the

working principle of an iCCD. The CCD chip itself consists of a two-dimensional array of

elements (called pixels) on a silicon substrate. Each pixel is composed of metal-oxide

semiconductor electrodes, called gates, which create potential wells storing electrons

created by incident photons. The array is read out by shifting the electrons from gate

to gate across the chip into a shift register consisting of an integrating capacitor and

amplifier followed by an analog digital converter (ADC) for conversion into a digital and
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Figure 3.10:

Illustration of the working principle of an intensi-

fied CCD camera. The photocathode creates an

electron, which is accelerated towards the MCP.

The MCP acts as spatially resolved secondary elec-

tron amplificator. Afterwards the electrons are ac-

celerated toward a phosphor screen, where they

are converted back to photons and detected by a

cooled CCD.

computer-readable signal [71].

The gating and amplification occurs in the image intensifier tube, an evacuated tube,

which comprises the photocathode, a Microchannel Plate (MCP) and a phosphor screen.

The properties of these elements govern the performance of the device. The photocath-

ode is usually coated on the inside surface of the input window, where when a photon of

the image strikes, a photo-electron is emitted, which is then drawn towards the MCP by

the applied electric field Vg. The MCP is a thin disc made of honeycomb-ordered glass

channels, each with a resistive coating. A high potential Vi is applied across the MCP,

which acts a secondary electron amplification unit (Figure 3.10, inset). The produced

electrons will then be accelerated towards the phosphor screen. Gain in electron num-

bers in the range of 104 can readily be achieved. The degree of electron multiplication,

and therefore gain, depends on the voltage Vi applied across the MCP. The output of

the intensifier tube is coupled to the CCD by a either a lens or a fiber optic coupler.

Fiber coupled systems are physically compact with low optical distortion levels, high

efficiency and in turn with better dynamic range. A lens has the advantage of allowing

the image intensifier to be removed and having slightly better image quality. Gating in

iCCD is facilitated by changing the potential Vg to either block or accelerate electrons

produced by the photocathode. To achieve the desired fast gating a high voltage pulser

must be used, which is able to create pulses (Vg up to 200 V) with sub-nanosecond rise

and fall times. Typically, the time resolution of this kind of gating is limited by the phys-

ical extend of the intensifier unit. For example, during a 200 ps flat top gating pulse the

light travels 6 cm, which is approximately the distance between the gating electronics

and CCD sensor. Most commercially available iCCD cameras offer gating down to sev-

eral hundreds ps. Very recently however, Cester et al. published a method to bring

the time resolution down to 10 ps [72], which would open up a lot of new possibilities

regarding the time-gated operation of stand-off Raman spectroscopy.

Typical gain for the MCP is reached with stable voltages range of 600 to 900 V. Accelera-

tion to the phosphor screen is facilitated by applying voltages around 5-10 kV, depend-
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Table 3.3: iCCD cameras used in the works presented in this thesis. Both devices were manu-

factured by Princeton Instruments.

PI-MAX PI-MAX 4

CCD format 1024x256 px 1024x1024 px

Pixel size 26 μm 13 μm

Gating > 500 ps > 500 ps

Intensifier Gen II RB Gen III Hbf

Phosphor P46 (τ = 10 ms) P46 (τ = 10 ms)

Quantum efficiency 7.5 % @ 600 nm 45 % @ 600 nm

ing on the phosphor screen and tube type. The spectral response of an iCCD camera is

primarily determined by the photocathode material. There are a number of intensifiers

routinely used in the scientific applications (classified by military standards, known as

generations and usually abbreviated with Gen). Gen I intensifiers are no longer in use

and are therefore not treated here. Gen II intensifiers use Bi- or Multi-alkali photocath-

odes, also used for PMT operation. These are typically applied to quartz windows and

allow reasonable response to extend into the UV region. The material composition and

thickness can be altered to tune the wavelength response. Gen III intensifiers incorpo-

rate a semiconductor photocathode made from gallium arsenide (GaAs), which is only

available on a glass, limiting the spectral response to the visible and NIR region. Gen

III photocathodes [73] are very thin and delicate, prone to being poisoned by impurities

in the image intensifier tube (impurity ions can be accelerated back from the MCP).

Hence, a protection layer consisting of a thin coating of aluminum is often applied to

the input of the MCP. To penetrate this barrier the photoelectrons must be accelerated

by a much higher electric field, increasing the noise arising from the amplification pro-

cess and posing a bigger challenge for the gating circuitry. These are known as Gen III

filmed intensifiers. A Gen III filmless intensifier uses a photocathode material doped to

optimize the response to particular wavelength ranges, sophisticated gating allows the

use also without protective layer.

These intensifiers can be repetitively gated at rates of up to 500 kHz. Although the

CCD section of the camera does not feature readout at this rate, there are advantages

in operating the optical gating independently. A repetitive signal can be sampled and

the output of the intensifier summed on the CCD to integrate an incoming signal, a

technique used to generate quality spectra from the little amount of Raman photons

gathered for each pulse. Another important aspect of these intensifiers is the choice of

phosphor screen used for the conversion of electrons to photons. The standard phos-
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phor is of P43 type and has a rather large time constant of 10 ms, meaning that if

electrons hit the phosphor screen at any given time, light is emitted from the phosphor

over the subsequent period of time. Faster phosphors, usually of type P46, have time

constants of a couple of μs. Again, this is not a problem since we are accumulating

pulses on the CCD, the same holds true for the phosphor screen. Generally, an iCCD

camera has lower spatial resolution than a conventional CCD camera. This is again due

to the properties of the image intensifier, where both the MCP and phosphor have major

contribution to degrading the spatial resolution.

Noise and sensitivity of the iCCD is governed by the image intensifier [74]. There is still

a dark current component originating from thermally generated charge in the photo-

cathode and the CCD, which is generally cooled thermo-electronically to below -20◦C.

Although electron-multiplying Charge Coupled Device (emCCD) [75], with their addi-

tional gain registers to multiply electrons and thereby reduce the readout noise to ab-

solute minimums, have conquered the field of continuous wave Raman instruments,

they are not suitable for fast gated operation. Very recently however, combinations

of emCCDs with intensifiers became commercially available, promising the best of two

worlds, albeit with a considerable price tag.

In the works presented here tow different iCDD cameras were used, their properties are

summarized in table 3.3.
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CHAPTER 4

Vibrational spectroscopy as a tool in process analysis

In the following sections a brief overview over analytical techniques based on vibra-

tional spectroscopy and their use in analysis and monitoring of chemical processes will

be given. Key concepts of Process Analytical Chemistry (PAC) and Process Analytical

Technologies (PAT) will be explored and common implementation will be discussed. The

properties of novel mid-infrared process sensors based on tunable Fabry-Pérot will be

presented as well as their combination with a supercontinuum laser as a novel light

source in the MIR region for enhanced liquid-phase ATR-IR spectroscopy. Additionally,

the coupling of Laser Doppler Velocimetry (LDV) and Raman spectroscopy for simulta-

neous measurement of fluid velocity and chemical composition in a process stream will

be discussed.

4.1 A brief introduction into process analytical chemistry

The field of PAC concerns itself mainly with the application of analytical chemistry for

chemical processes [76]. The goal is the development of dedicated sensors, which are

integrated into the process and deliver continuous and timely information about the

state of the process. They do not only comprise the analytical technique itself, but also

the calibration and mathematical modeling of the acquired data to derive a figure of

merit needed for process control.
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Figure 4.1:

Illustration

of off-line,

on-line

and in-line

chemical

analysis of

a process.

The standard approach to control quality in industrial manufacturing processes histor-

ically has been to test drawn samples of the final product for compliance with prede-

fined quality criteria. The manufacturing process itself is conducted under a strict set

of routine process parameters, commonly referred to as Critical Process Parameters

(CPP) that have previously been validated by the manufacturer and approved by the re-

spective authorities. For pharmaceutical and biotechnological processes the Food and

Drug administration (FDA) [2] released a guidance report in 2004, where a framework

for innovative pharmaceutical development, manufacturing, and quality assurance was

presented, which included the use of PAT tools. Similarly to PAC, it considers PAT to be

a system for designing, analyzing, and controlling manufacturing through timely and

in-process measurements of Critical Quality Attributes (CQA), with the goal of ensuring

final product quality. It is important to note that this should be a holistic approach,

where PAT is also used to obtain an in-depth understanding of the fundamental work-

ings of a process, for "quality cannot be tested into products; it should be built-in or

should be by design" (center-point of Quality by Design (QbD)) [77]. This means cre-

ating a deeper understanding through PAC or PAT of the interconnection between CPPs

(the cause) and CQAs (the effect). When this causality is known, the strict control of

rigid process parameters is no longer necessary and a wider parameter space can be

defined. Within these boundaries, product quality can still be assured by monitoring

CPPs using suitable PAT or PAC technologies. The advantages of this approach are man-

ifold. Variations in raw material quality can be linked to CQA of the product for a set of

CPPs and the process can be guided to the desired product quality by adjusting to the

right CPPs. Scrap rates can be significantly reduced by timely knowledge of the process

state. Early intervention of the process control might still be able to achieve satisfactory

product quality without the need of discarding the product.

An important aspect of PAC and PAT is sampling, which can be done in one of the fol-

lowing ways, as depicted in figure 4.1:

Off-line The sample is drawn at the production facility and analyzed in a dedicated

laboratory with a lab-grade analyzer. Results are usually delayed significantly and

are of limited use for process control.
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At-line The sample is taken and analyzed in close proximity to the process plant. The

analyzers here usually have to be more rugged or have to be protected by special

housing. It is also of limited use when more than one point has to be sampled.

On-line The analyzer is directly connected to the process usually via a bypass system.

Analysis can be performed continuously or in fixed timed intervals. The bypass

system has to be designed to allow representative sampling.

In-line Direct contact of the sample with the sensor is facilitated usually via a dedi-

cated probe, which is inserted into the reactor or process line. The analyzer is

directly connected to the probe, both are required to be robust regarding the pro-

cess environment.

Figure 4.2:

PAT and QbD concept

shown for a simplified

batch reactor in phar-

maceutical applications.

CPPs and CQA are critical

process parameters and

critical quality attributes

respectively.

One of the most crucial aspects, thats sets these four types apart is the representativity

of the taken sample. On one side this indicates that the taken or analyzed aliquot of the

process does not differ from the rest, on the other a time delay or altercation because

of sample handling, transport and preprocessing could falsify the result and make pro-

cess control impossible. In this regard, on- and especially in-line implementation are

preferable to off- or at-line analysis.

Additionally, in 2012 the German Government [78] declared its ambition in revolution-

izing the manufacturing sector with innovative interconnected techniques and coined

the term "Industrie 4.0", which is now often used to describe the latest developments

in industrial manufacturing. The potential benefits of these developments are the high

vertical and horizontal integrability, the individuality in manufacturing tailored products

whilst keeping a competitive cost structure and the improved efficiency in both pro-

ductivity and resource consumption. Creating such a manufacturing structure relies on

novel and innovative sensors, which enable the precise and timely control of the pro-

cess state as well as product quality. These sensors should be easily deployable, cost

efficient and most of all, interconnected through standardized network interfaces. This

requires a miniaturization of the sensor used for chemical analysis and integration into

the process, allowing for real-time quality assurance, making extensive testing of the
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final product almost unnecessary.

Several implementations of a wide range of analytical techniques as on- or in-line pro-

cess analysis instruments exist. Workman et al. give an extensive overview over the

topic in multi-issue reviews for the interested reader [79, 80], describing the use of

chromatography, mass spectrometry and nuclear magnetic resonance for process mon-

itoring, among others.

4.2 Infrared and Raman spectroscopy in PAC/PAT

At this point it is worth noting that spectroscopic techniques show ample potential for

the implementation as process sensors, mainly because of the following reasons: First,

they exhibit high selectivity, allowing for simultaneous multi-analyte detection with high

sensitivity. Secondly, light can be coupled in and out of the medium of interest, without

harming or altering the process. Since light is used to probe the sample, these sensors

have very fast response times, making them suitable for detection of fast changes in

the reactor. Lastly, they can be integrated into small instruments, capable of being

deployed on-site without the need for chemicals or special requirements to perform the

analysis. A well-established technique for in-line PAT application is NIR spectroscopy

[81]. It offers the advantage of miniaturized spectrometers and a wide-spread avail-

ability of optical fibers for guiding the light in and out of the process. Additionally, NIR

spectrometers exhibit a moderate price tag compared to MIR and Raman spectrometers.

The drawback is certainly the more complex data analysis, which is almost exclusively

based on multivariate approaches, since the bands in the NIR are very broad and prone

to overlap.

MIR spectrometry mitigates this effect, because the fundamental vibrational transitions

are located in this spectral region and as described in section 2.5 and table 2.1 MIR

shows stronger absorption features, leading to an increased sensitivity compared to NIR.

The disadvantage here are the more difficult instrumentation in terms of light source

and detector, the poor availability of robust fibers and the generally higher cost com-

pared to NIR spectrometers. Nevertheless, this spectral region has been the target of

numerous applications in PAC and PAT [82, 83].

At last, Raman spectroscopy offers yet again a little different take on the integration of

the technique into the process analysis. Since it is based on the scattering of light, in

addition to probes and transmission cells, non-invasive measurements by remote col-

lection of the scattered photons is possible. Since the 1980s, Raman spectroscopy has

been used as a tool for process analysis for many applications, for instance polymorph

identification, crystallization monitoring and real-time release testing [84]. The avail-

ability of stable laser sources, low-loss optical fibers, efficient volume holographic grat-
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ings, and low-noise charge coupled device detectors enables robust commercial Raman

spectrometers. This mitigates the sensitivity issues due to the low Raman cross section

(see table 2.1). The benefit of combining Raman spectroscopy with other laser-based

measurement techniques will be shown in section 4.4

4.3 Mid-infrared process sensors

In light of PAC/PAT considerations, the design principle behind the spectroscopic MIR

sensors described in the following was a fit-for-purpose approach. The limitations of the

presented tunable filter based instruments in terms of spectral resolution are offset by

the careful definition of the problem at hand and selection of the right optical compo-

nents. In this way, dedicated optical sensors could be constructed serving a predefined

task, which they, upon testing and deployment in actual production plants, fulfilled in a

most satisfactory way.

4.3.1 Filtometers using tunable filters

Filtometers can be constructed with a single bandpass filter, commonly using a stack of

thin-film interference coatings on a transparent substrate to produce a spectral band-

pass, which is tailorable in FWHM and central wavenumber by varying layer thickness

and material choice. Although these filters are very efficient, it is seldom enough just

to monitor one specific absorption band of target molecule, as variations in IR radiation

power or changes in the sample matrix leading to overlapping bands will result in in-

accurate concentration values. Therefore it is common practice to use more than one

filter (creating a sample and reference channel) or to use tunable filters, where the cen-

tral wavenumber of the transmission band can be moved through a certain wavelength

region. The easiest implementation is to mount different bandpass filters onto a disk,

which is rotated through the beam much like a chopper wheel (see figure 4.3). Similarly,

by rotating a filter substrate out from behind a screen during the deposition of the dif-

ferent layers will create a wedge, along which the central wavenumber of the bandpass

will change. This kind of filters are called Circular Variable Filter (CVF) [85]. The first

filtometers based on such CVF and are still used for modern instruments e.g. for fast ex-

haust gas monitoring [86]. A simpler variant is to move the substrate linearly or to use

a wedged substrate from the start. Then, Distributed Bragg Reflector (DBR) are used on

the surfaces of the wedge to create a FP cavity with varying inter-mirror distance in one

dimension. DBRs are usually created by stacking quarter-wave optical thickness layers
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Figure 4.3:

An overview of components used

and possible combinations of them

for the integration in tunable filtome-

ter instruments.

with alternating low and high refractive index. This kind of filters are called Linear Vari-

abel Filter (LVF) and are used for all kinds of applications from the UV/Vis to IR spectral

region. Here, a point detector can be used and the LVF is moved laterally through the

beam. Alternatively, a linear array detector can be exploited, detecting the spectrum

directly after the filter element. These types of filtometers are currently produced for

several applications, especially for hand-held, battery-powered instruments [87–89]. In

figure 4.3 an overview over the different possibilities of combining light sources and

sample interfaces with different types of tunable filters and detectors is given. The fol-

lowing section will go into more detail about the use of tunable Fabry-Pérot Filter (FPF)

for MIR spectroscopy.

4.3.2 MEMS-based tunable FP-filter

MEMS and Micro-optical-electromechanical Systems (MOEMS) refer to functional ma-

chines or optical devices on the micron scale. Such devices became feasible once

production was possible using popular modified semiconductor device fabrication tech-

nologies, normally used to produce electronics [90]. These fueled the idea of combining

the whole optical setup of a typical spectrometer including interferometer, gratings,

detector, source etc. into a monolithic silicon-based design, allowing for highly inte-

grated optical sensors [91]. One of the innovations of the last years is the integration

of a MEMS based tunable FPF into a IR pyroelectric detector. Here, the tuning of the

resonator cavity is achieved by either electro-static or piezo-electric actuation using a

parallel plate design. A thorough review of tunable FPF filter applications is given by

Ebermann et al.[92]. Electro-static actuators are the most common micro-machined

drives based on the fact that they are easily integrated in the micro-machining process

[6]. The basic design of the tunable FPF with integrated detector is shown in figure
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Figure 4.4: a) Illustration of the working principle of the MEMS based tunable FPF with integrated

detector. b) SEM image of the diagonally stress-compensated springs of the mirror

suspension. c) Photo of the whole optical and electrical structures packaged in a

TO-8 housing.

4.4. For the work presented in this thesis, tunable FPF with integrated detectors built

by Infratec GmbH were used, where 300 μm thick silicon substrate layers act as reflec-

tor carriers, one of them being fixed and the other suspended by springs which allow

vertical movement. The fixed reflector is equipped with driving electrodes. The mov-

able reflector is suspended by diagonally arranged springs located in the corners of the

outer frame (see figure 4.4b). The optimum spring geometry includes maximum tuning

range, low gravity influence on center wavelength and filter bandwidth, low deviation

of reflector parallelism by mechanical stress and low fabrication complexity. Both are

connected via a spin-coated SU-8 layer, which can produce accurate layer thicknesses

by adjusting the rotation speed of the spinning during coating.

The DBRs require to have a broad high reflective zone in the MIR region, achieved with

a low stack number. Hence, thin films with as high as possible refractive index ratios

between them have to be applied. Silicon dioxide with a refractive index of 1.38 at 4 μm

is used as low refractive index material and polycrystalline silicon with a refractive in-

dex of 3.33 at 4 μm is used as high refractive index material for the reflectors. With the

high ratio of refractive indices, a high-reflective region in the desired spectral zone with

an average reflectance of 95 % was obtained already with a double layer stack. The

backsides of the silicon substrate were anti-reflection coated to reduce reflection losses

with a triple-layer of silicon dioxide and polycrystalline silicon. The following infrared

detector is a pyroelectric LiTaO3 element like described in section 3.1.2 directly hooked

up to a transimpedance amplifier. A second equal element, which is connected anti-
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parallel and shielded from the radiation, compensates variations due to temperature

changes of the surroundings and of the package without reducing the responsivity. A

low noise, low power operational amplifier converts the pyroelectric current into a high

signal voltage. The whole stack is packaged into a standard TO-8 housing. An additional

broad bandpass filter transmits only the interesting order of the transmission of the FP

and provides the necessary out-of-band blocking.

4.3.3 Characterization of the tunable FPF-detectors

The tunable filters presented in the previous section are commercially available from

the German company InfraTec GmbH. They are available for different regions in the

MIR spectrum, table 4.1 summarizes all their properties. During the work in this thesis,

these products were also developed towards more user-friendly application by adding

an Application-Specific Integrated Circuit (ASIC), which has all the calibration of cen-

tral wavenumber to control voltage applied to the electrostatic actuator of the tunable

FP stored and can be used by sending the target wavenumber via an Universal Asyn-

chronous Receiver-Transmitter (UART) interface.

Before, the dependence of the spectral position of the transmission band of the tunable

FPF on the applied control voltage had to be determined. In order to do so, a Bruker

Vertex 80v FTIR spectrometer was used, since it offers an external channel, where the

light passing the interferometer can be redirected onto the tunable FPF detector. For

focusing an off-axis parabolic mirror with a focal length of 156 mm was employed. An

aperture of 4 mm was set and 8 scans were averaged per measurement. The scanner

frequency of the FTIR was lowered to 1.6 kHz to accommodate the time constant of

the pyroelectric detector element. For the analog types of the FPFs the electro-static

actuators were controlled via a 0-10 V DAC (NI-9263) promoted to the required control

voltages reaching as far as 70 V via a self-built voltage multiplier. The output voltage

of the detector element was digitized using an auxiliary ADC of the Bruker FTIR. Fig-

ure 4.5 illustrates the setup for the characterization of the tunable FPF detectors. To

calculate the transmission, a reference measurement using the same parameters but

with a pyroelectric detector of the same type (LME-337) without filter was done. Figure

4.6a shows typical transmission bands from the filters when different control voltages

are applied. Figure 4.6b shows the correlation of central wavenumber position and ap-

plied voltage as well as FWHM at the respective positions for the LFP5580 spanning a

spectral region from 1250 to 1800 cm−1. To check for stability of the FPFs, continuous

measurements were undertaken for more than 15 hours. The results are depicted in

figure 4.6c and show no greater variation than 0.2 cm−1 at either central position and

FWHM, which is negligible considering the general broadness of the transmission fea-
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Table 4.1: Overview over the specifications for the commercially available tunable FPFs with

integrated pyroelectric (and photon) detector.

XFP-3137 LFP-3144 LFP-3850 LFP-5580 LFP-80105

Tuning / cm−1 3225-2700 3225-2270 2630-2000 1800-1250 1250-950

FWHM / cm−1 25-18 56-35 41-29 32-20 20-19

Det. type PbSe LiTaO3 LiTaO3 LiTaO3 LiTaO3

τ / ms 1 150 150 150 150

D∗ / cmHz0.5W−1 2x107 3.6x106 3x106 4.8x106 4x106

Figure 4.5:

Illustration of the setup for characterization of

the FPF detectors. The investigations about

different focused cone angles was performed

by changing the focal length of the off-axis

parabolic mirror.

59



Chapter 4. Vibrational spectroscopy as a tool in process analysis

Table 4.2: Reposition stability of the tunable FPF LFP5580 when the same four control voltages

are applied multiple times in random order. σ is the standard deviation of the central

wavenumber and FWHM, respectively.

UControl / V ν̃Center / cm−1 σCenter / cm−1 σFWHM / cm−1

0 1296.6 0.053 0.101

5 1387.6 0.059 0.146

7 1528 0.045 0.106

8 1689.5 0.048 0.151

tures with a mean FWHM of 35 cm−1. The stability of the spectral positions of the FPFs

was further investigated by changing the control voltage between four different values

for ten times each at a randomized order. Subsequently, the center position and the

FWHM of each transmission band were determined and the standard deviation σ was

calculated. The results are summarized in table 4.2. Again, the stability of the filter

after switching between transmission positions is adequate, although it is imperative

to use a settling time after the switch before recording of data, in order to let the filter

reach stable position. This was determined to be at least 150 ms.

As mentioned in section 3.1.5, the transmission characteristics of a FP cavity changes

when instead of perfectly collimated rays a focused beams is employed. Basically, all

angles present in the focused cone are allowed to pass, therefore creating a transmis-

sion band and featuring a broader FWHM, but also better intensity. To test different

incident angles, off-axis parabolic mirrors with focal lengths of 65, 101.6 and 152.4 mm

have been used, resulting in maximal incident angles θ of 6.2◦, 4◦ and 2.7◦ (given a

FTIR output beam diameter of 14 mm), respectively. The results of this study are de-

picted in figure 4.6d. It shows the importance of choosing the right NA when focusing

on the tunable FPF. Depending on the application, the change in spectral resolution (a

broadening of the FWHM of 1.4 cm−1 per degree) will affect the spectral resolution of

the instrument. On the other hand, focusing on the detector is essential for generation

of adequate signal intensity, important for a sufficient SNR.

4.3.4 Compact gas sensing

The general build-up of the filtometers used in this thesis is depicted in figure 4.7. The

gas cell usually consisted of a steel cylinder tube (10 to 30 cm long) equipped with a gas

input and output port with the faces of the cylinder closed by IR-transparent windows.
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Figure 4.6: a) Measured transmission for LFP5580 and LFP3144, when different control voltages

are applied. b) Tuning behavior of the LFP5580: central wavenumber in dependence

of the applied voltage and the change of FWHM with different spectral positions.

c) Temporal stability of the filter while on a fixed position. The change in central

wavenumber and FWHM is plotted in respect to the first measured value. d) Change

in mean FWHM of the LFP5580 when different mirror focal lengths are used (resulting

in different half-angles θ) for focusing on the detector.

The window material was chosen to exhibit appropriate transmission for the spectral re-

gion of interest, most often CaF2 or, if the region under 1000 cm−1 had to be measured

ZnSe windows were employed. The same holds true for the lenses used to collimate

the light beam emitted by the thermal light source and to focus the light back onto the

detector after passing the gas cell. Care has to be taken by choosing the focal length

of the second lens, since it will influence the spectral resolution of the tunable FPF, as

discussed in section 4.3.3. One of the most important aspects is the IR radiation source.

Briefly mentioned in section 3.1.1, we employ a pulsed thermal emitters, that can be

electrically modulated. Additionally, these emitters usually have a parabolic reflector

on top of the TO-39 case, which gives a already directed beam that can easily be colli-

mated and subsequently focused on the detector. The electrical ratings are sufficiently

61



Chapter 4. Vibrational spectroscopy as a tool in process analysis

Figure 4.7: Illustration of the optical and electrical setup for the measurement of gas phase

components in transmission.

low to keep the requirements for the electronics small, with the maximal voltage at ap-

proximately 5 V and no higher current than 100 mA.

Similar to the characterization of the tunable FPF, the analog versions are driven by a

DAC (NI-9263) with subsequent voltage multiplication to reach the specified rating for

driving the electrostatic actuator in the FPF detector (up to 70 V). For the versions with

integrated ASIC, this simplifies to just providing a stable high voltage input. The ampli-

tude (R) of signal output of the detector element inside the FPF is detected using lock-in

amplification. Lock-in amplifiers use the knowledge about a signal’s time dependence

(by knowing the modulation of the signal) to extract it from noisy background. Essen-

tially, the lock-in amplifier takes the detector signal, multiplies it by the reference signal

(in this case given by the pulser used for driving the thermal emitter) and integrates

it over a specified time. This results in a DC signal, where the contribution from any

signal that is not at the same frequency as the reference signal is attenuated drastically

[93]. Figure 4.7 illustrates the working principle of the lock-in amplifier with subsequent

digitalization of the lock-in detected output signal. The control of all the parts needed

for this filtometer can be conveniently facilitated by the use of modern microprocessors

based on Central Processing Unit (CPU)s like the Atmel SAM3X8E ARM Cortex-M3 used in

the Arduino Due. The modular and easy usability of the Arduino framework allowed the

construction of a stand-alone spectroscopic sensor, which was capable of performing

the measurement, acquire new background spectra whenever needed, control valves

for gas handling and to give out the actual measured parameter to a connected process

control system. The addition of a Raspberry Pi in combination of a Wide Area Network

(WAN) module allowed for the remote checking of sensor functionality, data transmis-

sion and continuous remote improvement of the measurement parameters. This is all

in accordance with the concepts of industry 4.0 and PAT, satisfying the need for both a

selective chemical sensing and seamless integration into the process control system as

well as the process itself.
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Absorbance measurements are performed by changing the spectral position of the filter,

wait for the filter to reach stable position (settling time) and measure the light intensity

as detected with the pyroelectric element (here also averaging may be used to improve

the SNR). Stepping through the whole spectral region covered by the tunable FPF al-

lows to gather single-channel spectra, which in turn can be used for the calculation of

absorbance spectra. Background spectra were acquired after the gas cell was automat-

ically purged with nitrogen. The time it takes to perform a full scan is therefore a sum

of the extent of the spectral range, the chosen step size, settling and integration time

at every spectral position. Depending on the magnitude of these factors, acquiring a

spectrum can lead to measurement times from several seconds up to tens of minutes.

Another possible mode of operation is the continuous sweep of the FPF over the whole

spectral range. This makes the settling wait obsolete, as the filter is moving back and

forth constantly. This mode is especially useful, if the transmission in the spectral range

of FPF has a steep drop-off at one or either end (due to e.g. sample or window absorp-

tion). Then, an inherent modulation is also obtained and the thermal emitter can be

used in constant heated mode.

As mentioned in section 2.3.1 the concentration of a component can be linearly linked

to its absorbance (Beer’s law, equation 2.9). However, in practice, the absorption coeffi-

cient of the component of interest is not known, hence a calibration step is necessary to

link species concentration to the absorbance. After collection of spectra of different con-

centrated samples, either the height or preferably the integral of a characteristic band

of the analyte can be used to determine its concentration. In the simplest case with

the tunable FPF, the filter can be positioned on a spectral position where no absorbance

(baseline) is observed and then moved to the band of interest, the resulting difference

is then a measure for the concentration of the investigated component. This is only the

case, if characteristic band of compounds of interest are well isolated (see Publication I).

If however, multiple components are present, bands attributed to different substances

present in the sample can overlap, making the classical calibration impossible. In this

case, multivariate calibration and processing algorithms have to be implemented (see

Publication II).

In summary, the combination of the tunable FPF with an integrated detector and the

pulsed thermal emitter allow for a spectroscopic sensor, which features high selectivity

and sensitivity, robustness, compact size, low electric requirements and smart control

features, all at very moderate cost. Compared to process FTIRs, which are still some-

what bulky, electronically more complex, have moving parts and are generally more

expensive, these kind of filtometers or chemical sensor show great potential for use on

a multitude of different processes. Their size makes them easily integrable, which can

lead to a decentralized interconnected web of multiple sensors monitoring any given

process and make timely, precise control and optimization of the production process
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possible. Publication I shows that for the integration of the developed sensor into a real

industrial process, namely the production of formaldehyde through catalytic oxidation

over metal silver. Here, two process off-gas components, the by-product methyl formate

and the educt methanol were continuously monitored for up to five different reactors

with a time resolution of a couple fo seconds. Publication II shows how these filtometers

can also be used for the analysis of multiple component mixtures using multivariate

calibration and modeling.

4.3.5 Enhanced liquid-phase sensing

MIR spectra in the liquid phase typically exhibit much broader band shape due to in-

teractions between close molecules, thus meeting the mediocre spectral resolution of

the tunable FPF. Liquid phase IR spectroscopy is therefore more suitable for the use of

spectroscopic sensors with reduced spectral resolutions compared to gas phase spec-

troscopy. The optical setup does not change much compared to the gas setup shown in

figure 4.7, except for the gas cell, which is switched for a transmission cell, in which the

fluid is passed. One problem associated with transmission cells is their thickness, which

is of course also the optical path-length. For highly absorbing fluids, most and foremost

water, optical thicknesses of < 10 μm have to be employed [31, 32]. Such transmis-

sion cells suffer from several drawbacks, mainly their instability due to pressure change

while the liquid is pumped and the affinity to clog or collect and persistently maintain air

bubbles at the measurement window. It is a tedious process designing and using such

thin flow cells, especially if they should be used in an industrial by-pass measurement.

A more elegant solution is to use ATR IR spectroscopy, which was already discussed in

section 2.3.3. It allows for the construction of an inline setup, where the probed liquid

flows over the ATR crystal. The motivation behind the design and construction of an

inline ATR probe for the detection of hydrogen peroxide (H2O2) was a novel approach

in the desulfurization of biogas. Biogas, which mainly is methane, is produced out of

agricultural waste or surplus by decomposition of the available biomass with help of

micro-organisms. The thereby produced gas contains a lot of different components,

with the most unwanted being dihydrogen sulfide (H2S). It has to be removed from the

biogas before it is inserted into the gas pipelines because of its negative traits, like

exhibiting strong odor, toxicity, its corrosive nature and the negative environmental in-

fluence. Among other techniques, H2S in the raw biogas can be removed by oxidative

scrubbing, which has recently been developed [94]. Here, dihydrogen sulfide is ab-

sorbed into a caustic solution and subsequently oxidized to elemental sulfur and sulfate

using hydrogen peroxide as an oxidizing agent. High selectivity towards H2S removal is

achieved and carbon dioxide absorption, which would lead to the consumption of high

64



4.3. Mid-infrared process sensors

Figure 4.8: a) Illustration of the designed ATR optical setup with diamond as the ATR crystal

and a ZnSe truncated cone as support and focusing element. b) 3D rendering of an

exploded view the setup during the planning. c) Built prototype with a droplet of

water on top.

amounts of caustic solution, is minimized. As a result, this desulfurization process is ex-

tremely flexible to fluctuations of operational parameters like gas flow and H2S content.

Additionally, process scaling is straight forward, which makes this process also usable in

smaller biogas facilities, allowing for a more distributed production network [95]. Figure

4.9 shows the most essential parts of such a plant. For best achievable H2S removal at

the first gas scrubber, the hydrogen peroxide concentration has to be monitored con-

stantly with a good temporal resolution and precision. Since the end-user application

would be rather large scale, a transmission cell featuring a small optical pathlength was

rejected. Instead, an ATR sample interface was chosen to be better integrable. Usually,

ATR elements are trapezoidal slabs of crystal, which require the coupling of the light

at the side faces. Here, it was decided to go a more robust route by using a beam

focusing element, which also acts as mechanical holder and fixed angle coupler for the

ATR element. Due to its mechanical and chemical stability, diamond was chosen as

material for the ATR element. It features a refractive index of approximately 2.4 and

can be produced via Chemical Vapor Deposition (CVD) in single crystal form with sizes

up to several millimeters. The focusing element is made out of ZnSe, which features a

very similar refractive index as diamond and can be matched quite easily. Figure 4.8a

and 4.8b shows an illustration (and a CAD rendering) of the optical setup. The diamond

disc is glued onto the stainless steel carrier, which is then positioned on top of the ZnSe

element. This configuration minimizes space requirements by directing the beams par-

allel to each other to the back, where radiation source and detector can conveniently

be placed.

H2O2 has two distinct bands in the MIR spectrum, one is the deformation band of O-

H at approximately 1350 cm−1 and the other main band is located at approximately
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Figure 4.9:

Flowsheet of a biogas upgrad-

ing plant for the production of

biomethane to be injected into

the natural gas grid

2820 cm−1, belonging to the O-H stretch vibration [96]. The O-H stretch vibration spec-

tral region was found to be better suited for determination of hydrogen peroxide due to

the absence of interferences from other constituents. The whole setup was optimized

to work around that specific band, this process is described in [97] in more detail. The

concentration range of interest is 0.1 to 10 % H2O2 content in the caustic washing fluid.

The optimal ratio between light throughput and sensitivity could not be reached with

a single reflection at the ATR-sample interface (often referred to as bounce). For such

situations, it is possible to use a larger ATR element, facilitating more than one bounce

and hence increasing the effective thickness. Here, we use a total of 4 bounces. Again,

the light radiated by a pulsed thermal emitter was focused into the ATR element and

the exiting beam was redirected and focused onto the detector. Although diamond ab-

sorbs light between 1800 and 2500 cm−1 and the O-H vibration of water forms intense

absorption features starting at 3100 cm−1, this ATR configuration has a suitable mea-

surement window for the stretch vibration of H2O2 (depicted in figure 2 of Publication

III). Hence, quantification of H2O2 in solution was possible by just integrating the band

and performing univariate calibration (depicted in figure 6 of Publication III).

The biggest downside to ATR spectroscopy is the small effective thickness, which was

overcome by using more reflections or bounces. This will inherently affect signal qual-

ity, as with every bounce signal intensity at the detector will drop due to absorption

and scattering at every interface. With commonly used thermal emitters having a large

beam diameter, it is often challenging achieving high optical throughput. Laser sources

might be the solution to this problem. Recently, an interesting type of laser is spear-

heading into the MIR region: the supercontinuum laser (SCL) device. Here, light from

a seed laser is converted through non-linear processes in optical fibers and produces a

wide emission spectrum. These lasers were discussed in more detail in section 3.1.1.3

and are perfectly suited to the spectral range of the tunable FPF, since the spectral
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Figure 4.10:

Two beams of equal intensity

and wavelength crossing at an

angle 2α, creating a fringe pat-

tern with a spacing of Δd. To

the right, a typical Doppler

burst is shown, i.e. the scat-

tered intensity of a particle

moving through the intersect-

ing beams.

position of the absorption band of H2O2 is covered in the emission region. The SCL

was therefore a perfect match as a high intensity light source for the multi-bounce ATR

filtometer. The resulting paper (see Publication III) was one of the first shown chem-

ical sensors employing these kind of sources. The intensity at the detector could be

substantially improved and the polarized light exiting the SCL enables sensitivity adjust-

ment of the ATR setup by simply rotating the polarization fo the SCL radiation. Recently,

the spectrum of applications was widened to stand-off detection [98], imaging using a

tunable filter and a micro-bolometer-array [99] and is, hopefully, steadily growing.

4.4 Raman spectroscopy and Laser Doppler Velocimetry

Laser Doppler Velocimetry (LDV) is a laser based measurement technique, which uses

the Doppler shift of the reflected light to determine the velocity of fluid flows. Pioneered

in the early 1960s [100], it is an established technique for flow research, automation and

medical applications [101]. Due to the close cooperation with the institute of chemical

engineering at TU Wien, the idea of combining Raman and LDV for simultaneous deter-

mination of the flow characteristics and flow composition was born and first experiment

followed in suite.

4.4.1 Laser Doppler Velocimetry

Here, a brief introduction into the working principles of LDV will be given. One possibility

to describe an LDV experiment is the fringe model [102]. It assumes two plane light

waves of equal field amplitudes (E1,E2) and frequencies propagating along their wave

vectors (k1,k2) and intersecting at an angle 2α (see figure 4.10). They superimpose,

forming fringe pattern with a fringe spacing of Δd

Δd =
λ

2sinα
(4.1)
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Figure 4.11: a) Illustration of the optical setup of the Raman receiver. F...Rayleigh filter,

P...pinhole, L...matching lens. b) Spectra acquired from a polypropylene target

with and without pinhole.

with λ being the wavelength of the beams. If a particle with a diameter smaller than

the fringe spacing passes through the measurement volume, the reflected light will

create a reflection pattern known as Doppler burst, which is also depicted in figure 4.10.

The Doppler burst can now be used to derive the velocity component (the projection

perpendicular to the fringe pattern) of the passing particle with

P = Δd · νD (4.2)

where νD is the Doppler frequency, which can be interpreted as the spacing of the si-

nusoidal oscillation in the Doppler burst. Due to the laser beams usually exhibiting a

Gaussian intensity distribution, the maximum of the Doppler burst is found when the

particle passes the center of the measurement volume. When more than one direction

in space is to be monitored, a second pair of beams perpendicular to the first beam

pair is employed with a shifted wavelength. A dedicated set of detectors, equipped with

filters only letting the reflected light attributed to one pair pass, is used to discrimi-

nate between the directions. Additionally, often a small wavelength shift between the

two beams of a pair is introduced, creating not a static, but a moving fringe pattern.

This way, also particles having the same velocity, but opposite flow directions can be

distinguished.

4.4.2 LDV-Raman Coupling

Combining LDV and Raman spectroscopy can be challenging, for several reasons. First

of all, the employed LDV setup used two wavelengths (488 and 514.5 nm) for probing

the measurement volume. This leads to two overlapping Raman spectra of a single

compound, because there are two excitation beams in close spectral proximity. To block

both laser lines, a edge-filter for the 514 nm laser was used, which blocks also the first
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1000 cm−1 of the 488 nm Raman spectrum. In figure 6 of Publication IV the Raman band

of the O-H stretch vibration can be seen at 2900 cm−1 (attributed to the 514 nm) and

again at 1900 cm−1 (attributed to the 488 nm). This can lead to complications in the

analysis of mixtures with several components, as the amount of overlapping bands in

the Raman spectrum will be doubled. Secondly, the collection optics had to be adapted

to suit the working distance of approximately 0.5 m. Here, a standard zoom objective

was used as a variable collection optic. The problem with using lens based collection

optics is the backscattered Rayleigh light will create Raman scattering in the lens with

an intensity high enough to mask the signal from the intended target. One possibility

to solve this issue is to use an edge-filter large enough in size to cover the aperture of

the objective, which although possible, is a very costly option. A better approach is to

use a confocal concept. A pinhole is introduced into the optical path (see figure 4.11a),

which blocks all the light scattered at the lens surfaces or within the objective and lets

only photons scattered at the working distance pass into the fiber coupled spectrome-

ter. The effect is shown in figure 4.11b as a comparison of measured spectra with and

without pinhole.

The objective was mounted in a perpendicular fashion to the LDV probe head and was

fiber-coupled to a standard Czerny-Turner spectrograph. The light was detected using

the PI-MAX iCCD described before. Alignment of the LDV measurement volume and the

Raman spectrometer was done with a custom built rectangular calibration cell. Both

collection optics were mounted on a computer controlled traverse system, which facil-

itated the movement of the measurement volume through the designed flow system.

The whole experimental setup is depicted in figure 2 of Publication IV. After the tra-

verse reached a stable position, both LDV and the Raman spectrometer commenced

data acquisition. The proof of principle experiment included a T-mixing channel of rect-

angular geometry (Figure 3 in Publication IV), where water entered the channel from

the straight inlet and ethanol entered the channel from a side inlet. Both fluid streams

passed a stratifier for laminarization of the flow. This provided better boundary condi-

tions for simulations before reaching the mixing zone. Validation of the concentration

and flow regime was performed with Computational Fluid Dynamics (CFD), which allows

the numerical analysis and simulation of process flows.

The innovation in this project was the first-time use of one laser system for both LDV

and Raman measurements, which ensured data acquisition from the exact same spot

and allowing for simultaneous determination of flow characteristics and process flow

composition. This work resulted in a granted patent titled "Methods for the contact-

less determination of flow parameters and analytes within the flow" and Publication IV,

where it is discussed in more detail.
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4.5 Publication I: On-line monitoring of methanol and methyl
formate in the exhaust gas of an industrial formaldehyde
production plant by a mid-IR gas sensor based on tunable
Fabry-Pérot filter technology

Authors: Andreas Genner, Christoph Gasser, Harald Moser, Johannes Ofner, Josef Schreiber

and Bernhard Lendl

Published in: Analytical and Bioanalytical Chemistry, January 2017, Volume 409, Issue

3, Pages 753–761

Status: Published

Reprinted with permission CC BY https://doi.org/10.1007/s00216-016-0040-9

Short summary:

This paper is centered around the design and application of a cost-efficient gas sensor

for online monitoring of methyl formate and methanol in the gas phase of a formalde-

hyde production plant using tunable FPF. After careful selection of the interesting spec-

tral region (950-1250 cm−1) and identification of the suitable tunable FPF (LFP80105), a

direct absorption instrument was built employing a temperature controlled gas cell with

a length of 30 cm.

The sensor system was calibrated in the research laboratory at TU Wien for measuring

both components in the concentration ranges from 100 to 5000 ppmV. The achieved

Limit Of Quantification (LOQ) were 184 ppmV and 165 ppmV for methanol and methyl

formate, respectively. Subsequently, the prototype was transferred and installed at the

industrial project partner Metadynea Austria GmbH and linked to their Process Control

System (PCS) (through a 4-20 mA interface) via a dedicated micro-controller and used

for on-line monitoring of the process off-gas. Up to five process streams were sequen-

tially monitored in a fully automated manner. The obtained readings for the component

concentrations provided useful information on the state of the process plant. Of spe-

cial interest for industry is the now added capability to monitor the start-up phase and

process irregularities with high time resolution, allowing for optimized process control

during all phases of production. The timely monitoring of key chemical constituents

in an industrial production plant ensures economic operation, guarantees the desired

product quality and provides additional in-depth information on the involved chemical

processes. The developed sensor delivers rapid, rugged and flexible measurement at

very moderate cost.
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Here, we present the system design, calibration and implementation into the industrial

process as well as several hours worth of process monitoring.
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Abstract On-line monitoring of key chemicals in an indus-
trial production plant ensures economic operation, guarantees
the desired product quality, and provides additional in-depth
information on the involved chemical processes. For that pur-
pose, rapid, rugged, and flexible measurement systems at rea-
sonable cost are required. Here, we present the application of a
flexible mid-IR filtometer for industrial gas sensing. The de-
veloped prototype consists of a modulated thermal infrared
source, a temperature-controlled gas cell for absorption mea-
surement and an integrated device consisting of a Fabry-Pérot
interferometer and a pyroelectric mid-IR detector. The proto-
type was calibrated in the research laboratory at TU Wien for
measuring methanol and methyl formate in the concentration
ranges from 660 to 4390 and 747 to 4610 ppmV.
Subsequently, the prototype was transferred and installed at
the project partner Metadynea Austria GmbH and linked to
their Process Control System via a dedicated micro-controller
and used for on-line monitoring of the process off-gas. Up to
five process streams were sequentially monitored in a fully
automated manner. The obtained readings for methanol and
methyl formate concentrations provided useful information on
the efficiency and correct functioning of the process plant. Of
special interest for industry is the now added capability to

monitor the start-up phase and process irregularities with high
time resolution (5 s).

Keywords Formaldehyde production . Fabry-Pérot detector .

Mid-infrared . Process analytical chemistry .Methyl formate .

Methanol

Introduction

In process analytical chemistry (PAC), there is clear focus on
providing dedicated solutions to a given measurement prob-
lem. In this regard, emphasis is put on different parameters/
features with respect to laboratory equipment. Depending on
the installation, in PAC, a number of requirements have to be
met. This can involve robustness against environmental con-
ditions (e.g., humidity, vibration, chemical substances in the
air), a simple user interface (soft- and hardware), avoiding
sample preparation, autonomous operation, and the possibility
to forward the gained measurement data to a control center
(e.g., Modbus, OPC, 4-20 mA signal [1, 2]). Over the time,
many analytical techniques were adopted, optimized, and suc-
cessfully integrated in industrial processes. The range of dif-
ferent instrumental techniques that were brought on-line in-
cludes not only a broad variety of measurement principles
such as conductivity-, pH-, and particle-sensors but also high-
ly optimized gas chromatography systems, advanced mass
spectrometers, and alike [3, 4]. However, if possible, simple
and rugged, sensor-like solutions are the preferred way for
efficient on-line monitoring with high time resolution.

Awell suited measurement principle for analyzing process
streams in the gas phase is infrared spectroscopy. Almost ev-
ery gaseous analyte (except noble gases and homonuclear
diatomic molecules) absorbs radiation in the mid-infrared
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region (4000–400 cm−1) and both, quantitative and qualita-
tive, measurements are possible. Moreover, different instru-
mental realizations of mid-IR spectroscopy were developed
over time, allowing customers to select the best suiting instru-
ment [5].

Until today, the most generic and thus flexible tech-
nology for mid-IR-based gas measurements are Fourier
transform infrared (FTIR) spectrometers [6]. Usually,
they cover the whole mid-IR range and are capable of
recording a full spectrum of the sample. The spectral
resolution is typically 1–4 wavenumbers, but it can be
reduced if a higher measurement frequency is required.
Depending on the analytical problem to be solved either
simple integration of characteristic absorption bands or
application of chemometric approaches are the preferred
modes of data analysis. Concerning applicability in the
chemical industry, FTIR spectrometers are available from
many different suppliers and in use for in-line as well as
on-line monitoring of process gases. The downsides of
this technology are, for example, high cost, limited tem-
poral resolution, and, in some cases, the need for espe-
cially trained employees, especially when it comes to
maintaining multivariate calibration models.

Another group of mid-IR-based analyzers make use of re-
cent advances in laser technology in particular of quantum
cascade lasers (QCLs) or intra-cavity lasers (ICLs) [7].
Using these lasers as light sources, concentrations down to
the ppb-ppt concentration can be measured at high speed
[8–10]. Moreover, it is possible to avoid moving parts,
allowing the design of robust and compact instruments.
However, their multi-analyte capabilities are still restricted
due to the limited tuning range of the corresponding lasers
([11, 12]). An important current disadvantages of these mid-
IR laser-based analyzers is their rather high cost.

Alternatively, filter-based mid-IR analyzers are a different,
well-established group of mid-IR-based sensors that is char-
acterized by less analytical power but with the advantage of
low cost compared to FTIR-based analyzers. Here, a filter
transmits infrared radiation only in the region where the ana-
lyte of interest is absorbing. These transmission windows can
be rather wide (>20 cm−1 [13]) and cannot compete with the
resolution of FTIR spectrometers. Therefore, they are only
suited for rather simple applications such as quantifying
CO2, CO, or ethylene in air [14–17]. In filter-based gas sen-
sors, both absorption measurements based on Beers law as
well as photoacoustic measurements have been realized so far.

If several analytes have to be quantified with the same
analyzer, multiple filters with distinct transmission windows
are needed. In the past, this was realized by mounting filters
on a rotating filter wheel. However, the number of installable
filters is generally limited, reducing somehow the possibility
to fine tune across a certain spectral region as well as to select
varying spectral segments with one and the same instrument.

Sensors which employ the gas filter correlation spectrosco-
py as measurement principle are closely related to the previ-
ously mentioned filter-based systems. Hereby, a gas cell filled
with the analyte to be measured acts as the optical filter and
generates the reference measurement [18, 19]. This technolo-
gy is not limited to the infrared region ([20]) and typical
analytes are CO, CO2, and SO2.

An approach for realizing filters is to use a Fabry-Pérot
interferometer. Its basic principle is that two parallel and re-
flective surfaces allow only certain wavelengths to transmit.
The transmitted wavelength segment depends on the distance
between the reflecting mirrors (d), their reflectivity (R), and
the interference order (m). The mathematical relation is as
follows [21]:

FWHMλ ¼ 2d
πm2

1−Rð Þffiffiffi
R

p

Based on this technique, full widths at half height of typi-
cally 10–20 cm−1 can be achieved.

There are different ways how such FP filters have been
implemented in process analyzers so far. FP filters with vary-
ing but mechanically fixed distances between the mirrors can
be found in circular and linear variable filters [22]. Here, the
first method is typically integrated in the respective instrument
like a filter wheel, thus requiring a single detector, whereas
instruments employing linear variable filters also contain a
detector array. In these systems, the optical configuration is
such that each detector element is irradiated by a different
wavelength segment.

Applying microelectromechanical systems (MEMS) made
it possible to develop Fabry-Pérot (FP) interferometers with
variable distance between the reflective mirrors. Commercial
available detectors employ either piezos (e.g., VTT Technical
Research Centre of Finland Ltd. [23]) or mechanical springs
(InfraTec GmbH) in combination with an electrical field to
establish a certain distance between the mirrors and thus to
select a certain wavelength segment. Realization of tunable FP
filters using MEMS components allowed downsizing of this
functional element. A sensor consisting of a tunable FP filter, a
pyroelectric detector and corresponding preamplifier electron-
ics can thus fit in a TO-8 can. Nevertheless, a broadband filter
still must be installed to suppress the transmission of har-
monics. A basic scheme of such a FP filter-based detector
element is illustrated in Fig. 1. A detailed mathematical de-
scription of its operation basics is available in [21, 24–26].

Production of formaldehyde

The measurement device presented in this paper was devel-
oped to monitor the concentration of side products from chem-
ical reaction plants producing formaldehyde (FA). The
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underlying catalytic chemical reaction is the partial oxidation
of methanol, leading to primarily formaldehyde. Two major
processes which differ in the employed catalyst types are used
to produce FA on an industrial scale. The first one, which is
also known as Formox process, uses metal oxides (e.g., vana-
dium, molybdenum, or iron oxide) and is operated in the tem-
perature region of 270–400 °C. The other one, which is also
used at the investigated production plants of this study, is
based on silver crystals and operated at significantly higher
temperatures (600–720 °C) [27–30]. The formation of FA can
be written as follows:

CH3OH ↔ HCHO þ H2 ΔH ¼ þ 84 kJ=molð Þ

And with oxidation of the hydrogen:

CH3OH þ 0:5 O2↔HCHO

þ H2O ΔH ¼ −159 kJ=molð Þ

After the catalytic reaction, the product stream is cooled
down to approximately 150 °C and washed in counter flow
with H2O in an absorption column (a simplified scheme is
given in Fig. 2).

The main part of the off-gas consists of CO2, CO, and H2,
which are already monitored at Metadynea Austria GmbH
with commercial available devices. However, also low con-
centrations of methanol (MeOH) and methyl formate (MF)
(both <5000 ppm) and traces of not absorbed FA (<50 ppm)
can be detected. While MeOH origins from not converted
reactant, MF is created by a side reaction on the silver catalyst.
Investigations with deuterated methanol [33], performed at
lower temperatures than in commercial processes, propose
the mechanism shown in Fig. 3 (Tischenko mechanism).

However, Wachs andMadix mention that noMF is found in
industrial processes. They argue that the catalyst temperature
(>600 °C) would be too high to enable a long enough surface
residence time of FA on the silver catalyst to react to MF.

The task of the newly developed mid-IR-based gas sensor
is quantification of MeOH and MF in the process off-gas with
high time resolution (5 s.). The sensor was developed and
implemented with the vision to enable accurate monitoring
of the chemical status of the process and therefore to open
the possibility for a more economic operation of the FA pro-
duction plants.

Experimental setup

The installed mid-IR source is a JSIR350-4-AL-R-D6.0-0-0
(Micro Hybrid Electronic GmbH), which is a highly efficient
blackbody emitter [34] and produced by applying MEMS
processes. It is basically an electrical resistor which heats up
when a voltage is applied. Due to its compact design and low
thermal mass, amplitude modulation of the emitted radiation
up in the hundred Hz region can be achieved. This allows to
omit chopper wheels or other modulation techniques usually
required by the need of the employed cost-effective pyroelec-
tric detector. For this application, the applied voltage was 5 V
and the modulation frequency was set to 3.5 Hz (duty cycle,
50 %) to achieve an optimum detector responsivity.

Fig. 1 Scheme of a Fabry-Pérot filter-based detector

Fig. 2 Simplified scheme of the
FA production process based on
the silver catalyst. The side
product methyl formate (MF) and
traces of not converted MeOH are
quantified at the top of the
absorption tower, indicated with a
red arrow [31, 32]
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A ZnSe lens (f = 50 mm, ThorLabs Inc.) collimates
the beam and a flat gold mirror reflects the radiation
to a custom built gas cell. Its optical length is 30 cm
and its steel body is heated up to 45 °C to avoid pos-
sible condensation from the humid off-gas on the cell
walls. The limited space requires an additional reflection
of the beam form a second plane mirror before it is
focused (ZnSe, f = 50 mm) onto the detector.

The central component of the measurement device is
the tunable Fabry-Pérot (FP) filter-detector LFP-80105-
337 (InfraTec GmbH) [35]. By applying a control volt-
age (Vrange = 0-70 V), the filter can be tuned through the
region of 1250-950 cm−1, where two vibrational transi-
tions of MF and MeOH can be found (Fig. 5). These
bands (MF: CH3 rocking [36] at ∼1190 cm−1 and
MeOH: C-O str. [37] at ∼1040 cm−1) are spectrally
separated well enough for the tunable filter to resolve
the bands, although the low spectral resolution of the
tunable FP of approximately 10 cm−1 (Fig. 4).

As the mid-IR source is modulated, the detector signal
has to be demodulated with an in-house developed Lock-
In-Amplifier. The resulting signal is digitized with an an-
alog digital converter (ADC, ADS1115, 16 bit, Texas
Instruments Inc.) and a microcontroller (ATmega328P,
Atmel Corporation) averages 100 measurement points to
improve the signal to noise ratio. As the measurement
principle is based on the absorption of light, one can

apply the Beer-Lambert Law and calculate the concentra-
tion according to

A λð Þ ¼ log
I0λ
Iλ

� �
¼ ε λð Þcl

where A(λ) is the absorbance, Iλ
0 is the intensity recorded

from a reference measurement at a certain wavelength
segment, Iλ is the intensity recorded from of the sample
channel at a certain wavelength segment, ε(λ) is the ob-
served decadic molar absorption coefficient at that wave-
length segment, c is the concentration of the analyte, and l
is the pathlength.

In order to calculate absorbance and the concentration of the
target analyte, one needs to know values for Iλ and Iλ

0. Here, the
reference value Iλ

0 is gained by flushing the gas cell with the IR
inactive gas N2. This reference measurement, which is also
helpful to compensate for long term drifts, is initiated by the
microcontroller and performed every 2 h 45 min. The concen-
trations of the two target analytes have to be quantified consec-
utively which requires adjusting the filter position periodically.
Therefore, a digital to analog converter (DAC, MCP4725,
12 bit, Microchip Technology Inc.) is installed and sets the
control voltage of the FP filter-detector.

The concentrations are determined by applying a calibra-
tion curve and proportional voltage signals for each analyte
are output on additional DACs (2xMCP4725). These analog

Fig. 3 Reaction mechanism for
the formation of methyl formate
as proposed by Wachs and Madix

Fig. 4 Left: front side of the developed sensor (19^ rack compatible); right: schematic assembly of the optical and electrical parts
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signals are connected to two 4-20 mA converters (PXU-
20.924/RS, Brodersen Controls A/S) to meet the requirements
of the process control system (PCS) at Metadynea Austria
GmbH. The 4–20 mA interface is the preferred way to mon-
itor the concentration of the analytes of interest. However, an
LCD display (HD44780, Adafruit Industries LLC) is also
installed at the front panel of the sensor to check the function-
ality. An additional single-board-computer (Raspberry Pi 2
Model B, Raspberry Pi Foundation) and a mobile broadband
modem (E3531, Huawei Co. Ltd.) allows remote monitoring
and firmware upgrades of the microcontroller.

Experimental

Recording spectra of the analytes and calibration curves

Due to the conditions of the gas stream the prototype has to
quantify MF and MeOH in the gas phase. At normal tempera-
ture and pressure, the analytes of interest are liquids with a
significant vapor pressure (MeOH, 13.02 kPa; MF,
63.46 kPa). In order to characterize the device performance
and to record calibration curves, gaseous reference samples
with similar concentrations as to be expected at the intended
application site had to be prepared in the laboratory. The phys-
ical properties of MF and MeOH make it difficult to prepare
stable calibration gas mixtures of accurately known composi-
tion by means of static methods [38]. In addition, static calibra-
tion gas mixtures of the readily condensable gases and vapors
of MF and MeOH cannot be maintained under a pressure near
the saturation limit without the occurrence of condensation.
Therefore, the saturation method according to ISO 6145-
9:2009 was employed for preparing calibration mixtures of
the analytes [39]. Following this standard a saturated gas stream
is produced, where the concentration of the desired component
can be calculated using pressure and temperature readings
logged during the experiments. The resulting saturated gas

stream was then further diluted to the appropriate concentration
with N2 by employing mass flow controllers (MFCs, red-y
smart, Vögtlin Instruments AG) and a static mixer. Finally,
the sample stream was fed into the developed prototype.

Reference spectra of MeOH andMF were recorded with the
prototype to establish calibration curves. To do so, the control
voltage of the FP filter was increased to get one data point every
10 cm−1. This led to 31 points per spectrum, taking 2 min.

Online measurements

Operating the prototype at Metadynea Austria GmbH in-
volved a modification of the microcontroller firmware, com-
pared to the reference measurements in the academic labora-
tory. Instead of recording full spectra with 31 data points, only
two filter positions were selected. These were selected at the
maximum absorption of the analytes and resulted in one con-
centration value for MF and MeOH every 5 s.

Multiple FA productions plants are located at the produc-
tion site. As only one plant can be monitored at a time, the
process control system switches the exhaust gas to the proto-
type automatically. It is intended to analyze each plant at least
once per working shift. The result is that in normal operation
mode, each plant is monitored for 1–2 h, depending on the
number of active plants. This automatic gas stream cycle is
overwritten if the plant operators modify process parameters
or restart individual production plants.

Results

Spectra of analytes

Two typical spectra of MF and MeOH recorded with the pro-
totype are compared with reference spectra from the PNNL
database [40] and shown in Fig. 5a. One can clearly see that
the resolution obtained with the FP-interferometer-based

a b

Fig. 5 a Comparison of reference spectra (PNNL) and spectra recorded with the FP-detector. All spectra were normalized to a maximum absorbance of
one. b Transmission behavior and FWHM of the Fabry-Pérot filter at different control voltages
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instrument cannot compete with an FTIR spectrometer.
Nevertheless, the absorption bands of the analytes are suffi-
ciently isolated which allows the application of the developed
instrument.

Calibration curves

Calibration samples were prepared with the gas mixing rig and
spectra were acquired with the prototype. Due to the fact that

a b

c d

Fig. 7 a Methly formate (MF) and MeOH concentration during 3 days at normal operation. b–d Retrieved concentration levels while starting an
additional production plant (new plant indicated as red sections)

Fig. 6 Calibration curves for MeOH and methyl formate, recorded at wavelength segments centered at 1010 and 1160 cm−1
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only a single point in the spectrum is used for each analyte during
operation at the production plants, wavelength segments with
maxima at 1010 cm−1 for MeOH and 1160 cm−1 for MF were
selected as spectral positions to establish the corresponding cal-
ibration curves. No significant cross sensitivities were found in
the concentration ranges of practical interest.

The resulting calibration curves are plotted in Fig. 6, with
achieved limits of quantification of 184 ppmV for MeOH and
165 ppmV for MF.

Experiments at the production plants

Results from online-measurements atMetadynea Austria GmbH
are depicted in the following figures. The exemplary data is

typically plotted over several hours/several days. Due to compa-
ny regulations absolute values, such as concentration values and
production plant IDs (which also change during different exper-
iments) and further additional plant parameters (catalyst temper-
ature, etc.) may not be disclosed.

If the production parameters are constant, the data recorded
from the PCS is as shown in Fig. 7a. Here, the periodical
switching (approx. every 2 h) between four production plants
initiated by the PCS can be observed. The constant production
settings lead to almost stable MF and MeOH concentrations
during 3 days of operation.

The FA production has to be stopped and restarted at certain
intervals. The reasons for that are, for example, degradation of
the catalyst caused by sintering effects [27] or test runs for other
process optimization experiments. Three examples, where

Fig. 8 Redirecting the exhaust
gas to the converter causes an
increase of MF as the catalyst
temperature decreases

Fig. 9 A short increase of theMF
concentration due to a short
change of catalyst temperature
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production plants have been restarted, are shown in Fig. 7b–d.
During these processes, the automatic switching cycle was
deactivated, to gain specific information on the selected reactor
during these experiments. According to Wachs and Madix [33],
MF can be produced on the silver catalyst at lower temperatures,
which is the casewhen the FAproduction is started. Reaching the
optimum production parameters also leads to a stable and rela-
tively lowMF concentration. TheMeOH concentration does not
stabilize as fast as MF which is very likely caused by its longer
retention time in the absorption tower as a consequence of the
higher water solubility of MeOH.

A different experiment is shown in Fig. 8. Here, the
exhaust-gas was redirected to the converter, leading to a de-
crease in temperature at the catalyst and an increase of MF at
the measurement position. In this case, the automatic
switching cycle was not deactivated and the new MF concen-
tration was not accessible until the next repetition.

Another example of the applicability of the developed pro-
cess analyzer is shown in Fig. 9. An unexpected change of the
catalyst temperature resulted in a quick increase of MF. The
production parameters were reset within 15 min and the MF
concentration stabilized immediately.

Conclusion

A cost-efficient prototype of a process analyzer for on-line mon-
itoring of MF and MeOH in the gas phase of a formaldehyde
production plant was developed and implemented. Key compo-
nents of the developed dedicated process spectrometer were an
electrically modulated thermal IR source, a combined Fabry-
Pérot interferometer-detector device and a microcontroller for
automated measurements. A custom developed gas mixing rig
allowed recording reference spectra and calibration curves of the
analytes of interest. The achievable limits of quantification were
184 and 165 ppmV for MeOH and MF, respectively. The appli-
cability of the prototype was shown at the production plants of
Metadynea Austria GmbH. It provided valuable data on the
time-dependent changes of the concentrations of the targeted
process gases. After an initial installation phase, it is now con-
sidered as a valuable tool for monitoring the production plants
and for providing in-depth information on the production process
under investigation.
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Short summary:

This paper presents the design and application of a filtometer based on a tunable FPF,

covering the spectral range from 1250 to 1850 cm−1 (LFP5580), to multiple-component

gas sensing. The target analytes were C4 hydrocarbons, a fraction prominent in the

steam cracking process of naphtha (10-12w%). Depending on the cracking severity, the

main components in this fraction are 1,3-butadiene (26-47w%), isobutene (22-32w%),

1-butene (14-20w%) and also in lower concentrations, isobutane (1-2w%) [103]. Two

showcase the capability of the filtometer to simultaneously detect the main compo-

nents as well as smaller constituents of this fraction, three components (the used gas

mixing rig is limited to 3 components at a time) were chosen, namely 1,3-butadiene,

1-butene and iso-butane. The spectra obtained with the FPF filtometer were compared

with spectra recorded on a FTIR spectrometer and successfully validated. Multivariate

analysis based on Partial Least Squares (PLS) and Multiple Linear Regression (MLR) for

simultaneous quantification of the target analytes were carried out and compared. The

PLS model gave best results using 5 factors with a mean Root Mean Square Error of

Prediction (RMSEP) of 0.109%. With the selected acquisition parameters, it took about

100 s to collect a full spectrum. Given a defined target application (as a dedicated

sensor) it is, however, often not required to record a full spectrum and still achieve

multicomponent sensitivity. This was shown here by performing MLR on the obtained

dataset. Variable selection was applied to find the most significant descriptors which

were then chosen for further analysis. The absence of collinearities was verified by cal-

culating Variance Inflation Factor (VIF) for the selected descriptors. MLR yielded a LOQ

of 0.57%, 0.17% and 0.11% for 1,3-butadiene, 1-butene and isobutane, respectively.

The advantage of using MLR over PLS in this case lies in the number of data-points to

be measured reduces from a full spectrum to seven, which reduces the time of anal-

ysis by a factor of 8 to approximately 12 s. Thus we could show that this compact

and low-cost sensor paired with chemometric processing methods is able to quantify
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Chapter 4. Vibrational spectroscopy as a tool in process analysis

gas mixtures composed of three different components. This versatility combined with a

small electrical as well as physical footprint pave the way for this technique to establish

itself as useful chemical sensors in process monitoring and control.
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a  b  s  t  r  a  c  t

The  design  and  application  of a versatile,  tunable  filtometer  based  on  a  Fabry-Pérot  (FP) tunable  filter  –
detector,  covering  the spectral  range  from  1250 to 1850  cm−1 at a  spectral  resolution  of  approximately
30  cm−1, is  presented.  The  tunable  filter was  characterized  and  calibrated  using  a  FTIR  spectrometer.  Gas
mixtures  comprising  iso-butane,  1-butene,  1,3-  butadiene  were  prepared  and  measured.  The  obtained
gas  spectra  were  validated  by FTIR  measurements.  Quantitative  analysis  based  on the  whole  tuning  range
of  the  filtometer  and  employing  partial  least  squares  (PLS)  calibration  revealed  fully  satisfactory  results
with root  mean  square  error  of  prediction  (RMSEP)  of  0.03,  0.04 and  0.26%  for  iso-butane,  1-butene
and  1,3  butadiene  respectively.  As  the tunable  FP filtometer  also  allows  measurements  at  pre-selected
spectral  windows  a calibration  based  on  multiple  linear  regression  (MLR)  was  performed  as  well obtaining
similar  results.  The  results  clearly  show  that  tunable  Fabry-Pérot  filters  can  be  used  in a new  generation
of  filtometers  and  provide  a  low-cost  option  for the  quantitative  and  fast  multicomponent  gas  sensing.

© 2016  Elsevier  B.V.  All  rights  reserved.

1. Introduction

With increasing requirements on monitoring of chemical as well
as pharmaceutical processes, the demand for powerful, robust and
low priced sensors increases. Trends in PAC (process analytical
chemistry) or PAT (process analytical technologies) point towards
portable analyzers, which can be used in different environments for
at-line, but ideally for on- or in-line analysis. The sensor systems
have to be fit for purpose, exhibiting adequate analytical perfor-
mance for a moderate and reasonable price. In principle infrared
and Raman spectroscopies are highly interesting techniques in
this regard as they provide direct molecular specific information.
Concerning mid-IR spectroscopy, Fourier transform spectrometers
present the so far most widely used technique [1,2]. These instru-
ments provide a broad spectral coverage and can be successfully
applied to solve a broad variety of different analytical problems
often by employing chemometric techniques for data analysis. As of
today rugged FT-IR spectrometers for on-line or in-line applications
are in generally available in every form factor, albeit at a rather high
cost. An interesting alternative to established FTIR spectrometers
concern spectrometer developments based on broadly tuning, but
still prohibitively expensive laser sources, such as external cavity

∗ Corresponding author.
E-mail address: christoph.gasser@tuwien.ac.at (C. Gasser).

quantum cascade lasers (EC-QCLs). Such spectrometers have been
used for gas [3,4], as well as liquid sensing [5–7]. This approach,
in order to be fit for purpose, needs to target applications where
gas traces need to be recorded at high speed or where increased
ruggedness for liquid sensing is required to justify the high cost.

For providing an answer to some sensing tasks, however, the
spectroscopic performance of an FT-IR spectrometer is not required
as a restricted spectral range sometimes can provide the required
selectivity to solve a given problem. Furthermore, in many applica-
tions the high sensitivities as offered by mid-IR laser spectroscopy
are not needed, either. This is often the case when major and minor
components of industrial gas mixtures need to be monitored. A
cost effective solution for addressing such applications is possi-
ble by addressing selected spectral regions by the use of filters
instead of using an interferometer or lasers. Thus, analyzers using
a small, but constant portion of the IR spectrum, as obtainable
with static IR filters, have emerged over the years. Such filter based
spectrometers are also known as filtometers, a term coined from
“filter” and “photometer”. The commercial success of such filtome-
ters made it apparent, that the compromise between performance
and price allows attractive solutions for certain measurement prob-
lems. Examples are the oil-in-water analyzers by Wilks Entreprise
[8] (Spectro Scientific) or first iterations of filtometers for the deter-
mination of casein content in milk and milk products [9]. Also
concerning absorption or photoacoustic gas measurements filter
based instruments have found their application in the recent past.

http://dx.doi.org/10.1016/j.snb.2016.11.016
0925-4005/© 2016 Elsevier B.V. All rights reserved.
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Fig. 1. Transmission windows (a) of the LFP5580 when different voltages are applied and FWHM (b, blue markers) of the transmission curves as a function of wavenumber
as  well as spectral center (green markers) in dependence of the applied voltage. The fitted curve is indicated as the black dashed line. (For interpretation of the references to
colour  in this figure legend, the reader is referred to the web  version of this article.)

Here, applications of filtometers primarily include gas-phase anal-
ysis of simple molecules, such as water and CO2 [10,11].

Whereas early technological solutions employed a filter wheel
for addressing different narrow spectral ranges for measurement,
new technological developments are emerging and may  change the
way modern filtometers operate. New designs respond to the fact
that it would often be advisable to monitor more than a single or a
set of predefined narrow wavelength ranges. This added capability
would increase the flexibility of filtometers and turn them into a
more generally applicable analytical tool at remaining low cost and
small footprint.

A  key enabling technology for this development is Fabry-Pérot
(FP) interferometry [12], where the transmitted wavelength is
defined among other by the distance between two  reflective sur-
faces. A range of discrete distances can be realized in a small device
by circular (CVF) or linear variable filters (LVF). A combination of
these with a linear IR detector array [13,14] allows to create com-
pact mid-IR spectrometers, with a spectral resolution of at best
10–20 cm−1, thus approaching the capabilities of a low resolu-
tion FT-IR spectrometer but showing sensor-like performance. In
these instruments, like those of Pyreos [15], the reflective surfaces
of the Fabry-Pérot cavity are kept in place by a wedged spacer
in such a way, that the transmission window shifts through the
length of the array [14]. Another approach toward compact sensor-
like spectrometers consists in changing the distances between the
reflective surfaces of the Fabry-Pérot cavity on demand by MEMS
(micromechanical systems) fabricated springs or piezo-actuators.
These tunable filters also include pyroelectric detector elements
and are available in TO8 housings. Compact arrangements of such
designs are realized in Infratec’s multi-color FP detectors [16] or
VTT’s integrated solutions [17]. Fabry-Pérot pyro-detectors can
therefore be manufactured in large quantities, covering different
ranges of the MIR  spectrum [18] and are therefore prime candi-
dates for the construction of dedicated spectroscopic sensors. For
operation pyro-detectors require modulation of the light inten-
sity. In FT-IR spectrometers this is achieved by using a thermal
light source [19], which provides a constant emission of infrared
radiation modulated by the interferometer itself. In case of using
adjustable Fabry-Pérot cavities for selection of narrow spectral win-
dows practically no intensity modulation is achieved. Therefore,
in these miniature, sensor-like spectrometers the intensity of the
light source itself has to be modulated. The operation principle of
FP-based filtometers permits arbitrary access to selected spectral

regions, in addition to recording the whole spectra by a complete
scan.

This work reports on the results obtained with a home-made
prototype for gas sensing using a Fabry-Pérot pyro-detector and
thermal light source, whose emitting element consists of a thin
layer of diamond like carbon (DLC), that can be modulated with
up to 100 Hz. A typical gas mixture found at butadiene plants of
petrochemical refineries has been selected as target analyte com-
position (iso-butane, 1-buten, 1,3-butadiene). The obtained spectra
are evaluated with multivariate data analysis techniques and the
results compared.

2. Materials and methods

2.1. Tunable Fabry-Pérot (FP) filter

For characterization and wavelength calibration, the FP filter
(LFP5580, InfraTec GmbH) with a tuning range from 5.5 to 8 �m
(1830–1250 cm−1) was coupled to a Bruker Vertex 80v FTIR spec-
trometer as an external detector using a parabolic off axis mirror
(f = 156 mm).  Spectra at different driving voltages (5–50 V) were
collected by averaging 5 scans and setting the scanner velocity to
1.2 kHz (HeNe frequency). With the resulting transmission win-
dows the filter was calibrated (Fig. 1a). The following relation
between driving current and central transmission wavelength was
found:

Vdriving = Vmax − c

�̃ − �̃min
(1)

where Vdriving is the driving voltage of the tunable FP, Vmax is
the maximum voltage, c is a constant factor and � is the central
wavenumber. Eq. (1) was fitted (shown in Fig. 1b as the dashed
line) to the measured FTIR transmission spectra in order to cali-
brate the wavenumber axis and enable scanning with equidistant
step size.

Furthermore, as shown in Fig. 1b, the full width at half maximum
(FWHM, blue markers) of the transmission curves increases with
increasing wavenumber.

2.2. FP-based MIR filtometer for gas sensing

The FP-based MIR  filtometer (inset in Fig. 2) consisted of a
custom built 30 cm gas cuvette employing two  circular (diame-
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Fig. 2. Setup for the gas measurements including the gas mix  rig. The inset shows
the  instrumentation of the tunable FP filter.

ter: 52 mm)  2 mm thick CaF2 windows. Light from the pulsed MIR
source (JSIR350-4-AL-R-D6 by Micro-Hybrid Electronics GmbH)
was collimated with a CaF2 lens (f = 50 mm,  ThorLabs GmbH) and
after passing the gas cuvette, focused with an equal lens on the
active element of the tunable FP filter-detector. The light source
was pulsed at 3.52 Hz with 5 V amplitude and a duty cycle of 50 %.
The electronic signal from the pyroelectric element of the FP filter-
detector was processed with a lock-in amplifier and the resulting
voltage was digitalized (ADS1115, Texas Instruments, 16-bit res-
olution) and recorded. Spectra of the samples were collected by
stepwise changing the control voltage (MCP4725, Microchip Tech-
nology Inc.) for the tunable filter and calculating the resulting mean
intensity of an acquisition time of 1.5 s per step. A waiting period
of 300 ms  was applied when moving to the next position to let the
filter settle. The filtometer was thus operated by sampling from
one point to the next. A step size of 10 cm−1 was  chosen over a
range of 550 cm−1 (1280–1830 cm−1). Scanning across the whole
spectral range thus took approximately 100 s. For reference mea-
surements of the gases a Tensor 27 FTIR spectrometer (Bruker
Optics, Germany) equipped with a 10 cm gas cell was used. For FTIR
spectra acquisition 16 scans at a spectral resolution of 1 cm−1 were
averaged. 3-term Blackman Harris apodization, a zero filling factor
of 2 and Mertz phase correction were applied.

2.3. Experimental set-up including gas supply

For providing gas mixtures with defined concentrations a cus-
tomized gas mixing rig (Fig. 2 top) was used. This rig consisted of
four mass flow controllers (MFC red-y smart, Vögtlin Instruments
AG, Switzerland), with different operating flows. To ensure homo-
geneity a helical static mixer was employed before the mixed gas

was directed to the analyzers. Gas lines were made of stainless steel
tubing (i.d. 4 mm)  and Swagelok connections.

Gases were provided by AirLiquide Austria GmbH with the
following purities: 1-butene 99.6 %, isobutane 99.5 % and 1,3-
butadiene 99.6 %. The design of experiment was chosen with the
built-in function in OPUS 7.2 (Bruker Optics, Germany). 20 mea-
surement points were taken in a range from 0.12 to 1.77 % for
1,3-butadiene and isobutane and from 0.4 to 6.2 % for 1-butene.
The composition for each step can be seen in Table 1.

All concentrations are given in volumetric quantities (v/v, in%)
unless specified otherwise. All steps had a constant flow of 4 l/min
and a duration of 8 min  to ensure stable conditions in the gas cell. In
addition of measuring gas mixtures spectra of pure gases were mea-
sured. The mass flow controllers and all valves switching the gas
mix  rig were controlled using LabVIEW® (National Instruments).

2.4. Data analysis based on partial least squares (PLS) regression

Multivariate data evaluation was  performed using the software
package DataLab [20]. Spectra of each concentration step were eval-
uated. Prior to performing PLS the dataset was mean centered. Cross
validation was  done by random subsets (using 5 iterations with 2
spectra). The root-mean-square error of prediction (RMSEP) was
calculated by Eq. (2),

RMSEP =

√∑N
i=1

(
yi − ŷi

)2

N
(2)

where yi are the concentrations of the respective components as
prepared in the gas mixing rig, ŷi the values predicted by the PLS
algorithm and N the number of samples measured.

2.5. Data analysis based on multiple linear regression (MLR)

Multiple linear regression correlates more than one inde-
pendent (descriptor) to one dependent (target) variable. Usually
spectroscopic methods provide a multitude of descriptors (e.g.
different wavenumbers) and only one target variable (e.g.
concentration). Additionally, spectra inherently show strong mul-
ticollinearities because of spectral features spanning over several
wavenumbers. These facts often cause over-optimistic models by
applying MLR  to spectral data. This can and must be avoided by
reducing the number of descriptors. This is usually done by vari-
able selection algorithms, which identify the descriptors that are
most important for the analytical problem at hand and use them
explicitly to build the model. Absence of collinearities can be tested
by calculating and comparing e.g. the variance inflation factor (VIF)
for different sets of descriptors.

3. Results and discussion

3.1. System performance

An important parameter indicating the performance of a given
experimental set-up are so called 100%-lines. These are obtained
by recording two spectra without the analyte being present in the
gas cell and calculating the related absorbance spectra, which in
absence of any noise would be straight lines. The root-mean-square

Table 1
Comparison of the results of the multivariate models calculated in this study for every component. Additionally, the acquisition time is given for comparison.

conc. step 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1-butene 0.79 1.56 1.42 1.49 4.85 0.00 4.86 2.33 3.22 1.42 2.94 0.87 3.77 1.91 2.26 4.11 1.91 6.25 0.43 0.78
isobutane 1.39 1.13 1.51 1.07 0.31 0.89 0.49 0.69 0.12 0.88 0.19 0.06 0.00 0.63 1.12 0.06 0.94 0.06 1.77 1.70
1,3-butadiene 0.77 0.85 0.34 0.94 0.50 1.72 0.22 1.10 1.43 0.94 1.52 0.35 1.26 1.28 0.51 1.09 0.85 0.33 0.43 0.43
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Fig. 3. Pure spectra of the three sample gases collected with the FTIR spectrometer
(solid lines) and the tunable FP setup (dashed lines).

Fig. 4. All spectra of the different 3 component mixtures collected with the tunable
FP  setup.

(RMS) noise of these 100% lines was calculated. The peak-to-peak
(PP) noise on the other hand is the difference of the absolute max-
imum and absolute minimum absorption value obtained in the
respective 100% lines. Under the adopted conditions and covering
a spectral range from 1280 to 1830 cm−1 the RMS  noise was found
to be 0.76 mAU  (3.1 mAUPP) for the Fabry Pérot (FP)-based MIR  fil-
tometer. In Fig. 3 the spectra of the pure components collected with
the FTIR spectrometer and the tunable filtometer are compared. For
the FTIR spectrometer a resolution of 1 cm−1 was  arbitrarily set,
representing the highest resolution this spectrometer can offer. On
the contrary, central wavenumbers for the transmission curves of
the filter spaced at 10 cm−1 were selected considering the FWHM
of the corresponding transmission curves being 25–45 cm−1. This
difference in the spectral resolution is best observed for isobutene
at the band at 1470 cm−1 (Fig. 3). This band, assigned to the anti-
symmetric deformation of the methyl group [21], should show a
distinct peak at the center due to the Q-branch of the rotational
transition. While this band is visible in the FTIR spectrum it cannot
be observed in the tunable FP spectrum because of the aforemen-

Fig. 5. RMSEP versus number of factors as calculated by cross-validation for the
PLS for tunable FP setup. The black line indicates the mean RMSEP of all three
components.

Table 2
Composition of each concentration step set by the gas mixing rig and used for mul-
tivariate calibration and validation of the tunable FP instrument. All concentrations
are given in volumetric quantities (v/v, in%).

variable VIF R2 F

1,3-butadiene 1577 (32) 1.047 0.97 282
1448 (18) 1.047

1-butene 1612 (36) 2.625 0.992 1078
1662 (42) 2.625

isobutane 1367 (10) 1.36 0.9986 4561
1717 (49) 3.304
1812 (62) 3.788

tioned lower resolution. The positions of absorption bands of the
different analytes are consistent in both spectrometers indicating
a proper calibration of the Fabry Pérot (FP)-based MIR  filtometer.

Using the set-up depicted in Fig. 2 acquisition of FP-based spec-
tra (Fig. 4) for different 3 components mixtures was possible. Care
was taken to avoid any carry over from one gas mixture to the next
one.

3.2. Quantification employing partial least square (PLS)
calibration

PLS models were calculated for the dataset using the gas con-
centration as set by the mass flow controllers as reference values.
When establishing a PLS model the number of factors to be consid-
ered has to be selected carefully. It is recommended to choose the
least possible amount of factors that describe the sample system
sufficiently. For the tunable FP filtometer dataset (Fig. 5) the opti-
mum  number of factors was determined using cross-validation (2
spectra left out) to be five. With a mean RMSEP of 0.109 % the devel-
oped FP filtometer provides highly satisfactorily results indicating
that spectral resolution as offered by the FP-based MIR  filtometer
does not limit the analytical performance.

3.3. MLR  models for the tunable FP setup

Before setting up the MLR  model for each component present in
the sample mixture, a reduction of the number of descriptors is nec-
essary. With respect to the FP-based MIR  filtometer in this study it
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Table  3
Overview of the MLR  regression. The results of the variable selection contain the position (in cm−1) and the index of the spectral position (in parenthesis). Additionally, the
variable  inflation factor (VIF) of each variable, the regression coefficient (R2) and the F-value of the model is shown.

components

1,3-butadiene 1-butene isobutane

LOD (%) LOQ (%) LOD (%) LOQ (%) LOD (%) LOQ (%) acquisition time (s)

PLS 0.17 0.50 0.05 0.16 0.03 0.09 100
MLR  0.20 0.57 0.06 0.17 0.04 0.11 12

is no longer required to scan the whole spectral range, instead a few
positions might be enough to predict the concentrations accurately.
This in turn will allow faster measurements.

DataLab has conveniently implemented functions, which auto-
matically select different sets of descriptors, calculate a model and
report several parameters (min. t-value, Akaike Information Cri-
terion (AIC), Bayes Information Criterion (BIC), R2, etc.) to decide
upon the most useful descriptor set for the problem at hand. The
variable selection was performed using stepwise regression. Here,
the algorithm tries to improve the model by adding more suitable
variables and by comparing the minimal t-value. It can also modify
its selection by removing the last variable and trying another one,
which may  yield better results.

With the selected variables multiple linear regressions (MLRs)
were performed. To investigate collinearities in the selected vari-
ables, the VIF for each selected descriptor was  calculated and
compared [22]. In general, VIFs should be lower than 10 so that
selected variables are not strongly correlated to each other. How-
ever, the decision threshold can vary from dataset to dataset [23].
For the spectral descriptors chosen in this study, no VIF (Table 2)
was obtained with values above 3.8, so there is no indication for
strongly correlated variables. Thus the models can be assessed by
their other figures of merit, like the regression coefficient and F
value.

The prediction accuracy for the individual components reassem-
bles the trend observed in the PLS models. For 1,3-butadiene and
1-butene two descriptors were chosen, as they gave the best results
whilst showing the least correlation among them. Choosing vari-
able sets with more than two descriptors always resulted in high
VIFs and were therefore discarded. Isobutane was the only compo-
nent, which allowed for three descriptors with moderate VIFs. This
resulted in a better model and goodness of fit for the regression
(Table 2).

3.4. Analytical figures of merit

When comparing different quantitative methods, their ability
to quantify a certain component inside a given matrix can be
expressed by figures of merit such as the limit of detection (LOD) or
the limit of quantification (LOQ). IUPAC defines LOD as the concen-
tration level for which the risk of false non-detects (false negatives)
has a probability � [24,25]. Beforehand, a critical concentration
level has to be defined, involving a certain risk of false detects (false
positives) with a probability � [26]. Whereas these figures of merit
are well known and used for a long time in univariate analysis, it is
not straight forward to apply these to multivariate datasets. This is
because calibration curves obtained from multivariate datasets by
different chemometric algorithms may  contain different unknown
signal contributions for each component. Usually, this is the case
when large datasets are generated from complex sample mate-
rial where the presence of unknown contributions from unknown
components cannot be omitted. However, if the sample systems is
known to not include such interferences, it is valid to use the IUPAC
method for evaluating the resulting calibration curve of each com-
ponent [27]. Equivalently, the LOQ was determined based on the

standard deviation of the response of the model and the slope of
the obtained calibration curve, where the tenfold of the standard
deviation is divided by slope.

The LOD and LOQ of the different methods MLR  and PLS can
now be compared (Table 3). The resulting values for each compo-
nent are similar, with the PLS having the upper hand by a small
margin. This is to be expected, because PLS uses the whole dataset
(has a higher information depth) as MLR, where only a couple of
descriptors were chosen to represent the components. However,
the acquisition time differs quite heavily, with the MLR  method
only needing 12 s, which in turn significantly improves time reso-
lution. This might be of benefit in fast changing processes, where
quick reaction to certain changes is required.

4. Conclusions

A compact, robust and low-cost Fabry Pérot (FP)-based MIR  fil-
tometer for gas sensing was  built and tested for multicomponent
gas analysis on the example of measuring 1,3-butadiene, 1-butene
and isobutene. The spectra obtained with the FP filtometer were
compared with spectra recorded on a FTIR spectrometer and suc-
cessfully validated. Multivariate analysis based on partial least
squares (PLS) and multiple linear regression (MLR) for simulta-
neous quantification of the target analytes were carried out and
compared. The PLS model gave best results using 5 factors with a
mean RMSEP of 0.109 %. Mainly due to the slow response time of
the pyroelectric detector employed in the FP-based MIR  filtome-
ter, it took about 100 s to collect a full spectrum. Given a defined
target application (as a dedicated sensor) it is, however, often not
required to record a full spectrum and still achieve multicomponent
sensitivity. This was shown here by performing MLR  based on the
obtained dataset. Variable selection was applied to find the most
significant descriptors which were then chosen for further analy-
sis. The absence of collinearities was verified by calculating VIFs
for the selected descriptors. MLR  yielded a LOQ of 0.57 %, 0.17 %
and 0.11 % for 1,3-butadiene, 1-butene and isobutane respectively,
which is comparable to the results obtained from PLS analysis.
The advantage of using MLR  over PLS is that only data from seven
positions have to be measured, which reduces the time of anal-
ysis by a factor of 8 to approximately 12 s. Thus we could show
that this compact and low-cost sensor paired with chemometric
processing methods is able to quantify gas mixtures composed of
three different analytes. In light of the steadily increasing need for
cost effective gas sensing in process applications the presented FP-
based MIR  filtometer provides an attractive and versatile option.
The drawbacks of the FP-based MIR  filtometer certainly lay in the
restricted range covered and the limited spectral resolution, which
can still be sufficient for certain process applications, as shown in
this study on selected C4 hydrocarbons. Apart from the low cost of
the employed components a rapid reprograming allows also adap-
tion to different measurement problems. This versatility combined
with a small electrical as well as physical footprint pave the way
for this technique to establish itself as useful chemical sensors in
process monitoring and control.
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Short summary:

In this work the design and characterization of a hydrogen peroxide sensors based on

an ATR tunable FPF filtometer for use in oxidative gas scrubbing for the desulfurization

of biogas. A four bounce ATR system was designed for the sensitive detection of the

absorption band of H2O2 at approximately 2820 cm−1. Two different light sources were

employed and compared: a pulsed thermal emitter and a supercontinuum laser. In both

cases, a tunable FPF with integrated detector was used for wavelength discrimination

and light detection. The SCL as a light source showed an intensity 38-times higher than

the pulsed thermal emitter, which resulted in a noise reduction by a factor of 4 from

5.3 to 1.3 mAURMS. The ability to quantify aqueous solutions of hydrogen peroxide was

tested for both configurations. Here, the SCL showed promising improvements lowering

the LOD from 0.38 to 0.13%. Additionally, the effect of the polarization of light relative

to the sample interface on the effective pathlength in the employed ATR element was

studied. Changing the absorbance of a sample by changing the polarization of the in-

cident light (and therefore the effective path length) allows simple tuning of sensitivity.

Furthermore, the temporal resolution could be increased by reducing the amount of av-

eraging needed to gain sufficient SNR in the acquired spectra.

The presented work is to the author’s knowledge one of the first shown chemical sensors

employing SCL sources. Their unique properties should further spectroscopic applica-

tions of SCLs also in the field of MIR spectroscopy.

91

http://www.opticsexpress.org/abstract.cfm?URI=oe-26-9-12169
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Abstract: A compact multi-bounce attenuated total reflection (ATR) probe combined with a 
Fabry-Pérot filter spectrometer (FPFS) has been developed for detection of hydrogen 
peroxide used for oxidative gas scrubbing operating in the mid-infrared (MIR) spectral 
region. A novel MIR supercontinuum light source is employed to enhance the quantification 
capabilities of the sensor and is compared to a classical thermal emitter. An improvement of a 
factor of 4 in noise and approximately a factor of 3 in limit of detection is shown in this study 
allowing fast inline detection of aqueous hydrogen peroxide solutions around 0.1%. 
© 2018 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 
OCIS codes: (300.6340) Spectroscopy, infrared; (150.5495) Process monitoring and control; (140.3070) Infrared and 
far-infrared lasers; (120.2230) Fabry-Perot. 
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1. Introduction 
Chemical-oxidative gas scrubbing has significant potential as a novel method for the 
desulphurization of biogas [1]. The oxidation and thereby the removal of hydrogen sulphide is 
facilitated by adding hydrogen peroxide (H2O2) to the caustic absorption solution. In this 
regard, a sensor providing a linear response and covering the concentration range from 
several percent to tenths of percent H2O2 in the absorption solution is needed. A classical 
redox sensor does not fulfil this requirement as the signal is proportional to the logarithm of 
the concentration, a significant drawback at higher H2O2 concentrations typically set in 
industrial scrubbers. Chemical oxidative scrubbing offers operational advantages in degree of 
automation and flexibility towards changes in process conditions. For efficient process 
control and in view of safety considerations the concentration of hydrogen peroxide in the 

                                                                                                  Vol. 26, No. 9 | 30 Apr 2018 | OPTICS EXPRESS 12170 



absorption solution has to be known promptly and accurately. This results in the need of a 
sensitive, selective, robust, on- or inline sensor, especially to satisfy requirements in the fields 
of process analytical chemistry (PAC) or process analytical technologies (PAT) [2]. Mid-
infrared (MIR) spectroscopy is a molecular-specific technique which incorporates the 
aforementioned requirements in regards to sensitivity and selectivity. Additionally, probes 
can be constructed by using attenuated total reflection (ATR) inside a crystal. This facilitates 
a robust sample interface between optics and analyzed liquid being an absolute necessity for 
spectroscopic inline-sensors. ATR spectroscopy was first realized to be an elegant technique 
to measure MIR reflection spectra of a wide range of samples in the early 60s [3–5]. Since 
then, numerous applications have emerged ranging from polymer studies [6] to soil 
characterization [7] as well to a vast variety of analysis in pharmaceutical applications [8]. 
However, the interaction length of the infrared light with the investigated sample is 
determined by the evanescent field created at the crystal-sample interface. A measure for the 
extension of the evanescent field into the sample is the depth of penetration. For most 
applications it is not larger than a few micrometers [9] per reflection (often referred to as 
bounce). Small effective path lengths result in a limiting performance in detecting substances 
with low concentrations or small absorption coefficients. One way to improve the situation is 
to design a multi-bounce system [10] for increasing the effective light-sample interaction 
length. This approach however, is limited mainly by strong absorption of the matrix and the 
low optical throughput when using a thermal light source. For the latter reasons a lower 
Signal-to-Noise ratio (SNR) is achieved, which will result in lower sensitivities. 

Beginning with lead MIR lasers in the mid to late 60s [11,12] laser sources have found 
their way into the field of MIR spectroscopy [13]. Especially quantum cascade lasers (QCL) 
offer high optical output power ranging from hundreds of mW [14] to a few W [15] enabling 
them to be used in long interaction path lengths. Their inherent property of having a narrow 
linewidth in spectral emission, which can be tuned over a small amount of wavenumbers, 
allows selective gas sensing using rotational-vibrational transitions in combination with 
different modulation and detection schemes [16–18]. Nonetheless, broader regions of the 
MIR spectrum have to be accessed when liquid samples with broader absorption bands are 
analyzed [19]. Here, external cavity QCLs (EC-QCL) are a better match due to their ability to 
tune over more than 100 cm−1 [14,20], although the spectral information can only be obtained 
by tuning the laser one wavelength at a time [21–23]. Continued advance and combination of 
several EC-QCLs already allow for the coverage of even larger spectral ranges. 

In recent years another possibility of generating spectrally broad laser light in the mid-
infrared region is becoming available. Thereby pulses from seed lasers emitting in the near 
infrared region are converted by a non-linear device, e.g. certain kinds of optical fibers. The 
obtained laser pulses with a broad spectral bandwidth can be described as having a super-
wide continuous optical spectrum. Hence, the term supercontinuum laser (SCL) was coined 
[24]. SCLs offer broadband emission up to 16 µm [25] and high optical power up to several 
watts [26] combined with high spatial coherence and repetition rates in the MHz regime. 
These properties facilitate the use of the SCL as a novel and highly interesting radiation 
source for spectroscopic applications. The downside compared to tunable laser sources is the 
need for wavelength discrimination, analogous to instruments employing thermal emitters as 
light sources. 

Therefore, in this study we propose a combination of a SCL and a tunable Fabry-Perot 
filter-spectrometer (FPFS) [26] as a high throughput MIR spectrometer with a multi-bounce 
ATR sample interface for the analysis of aqueous solutions. The ATR probe was designed for 
optimum performance for the target application of sensing H2O2 in water. In this setup the 
tunable FPFS acts as dispersive spectrometer including already the detector element. Tunable 
Fabry-Pérot filters (FPF) employing MEMS based, spring suspended movable mirrors are 
commercially available for the MIR spectral range up to 10 µm and allow the construction of 
rugged and small optical sensors, which are often referred to as filtometers. Here, we compare 
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the performance of two filtometer instruments, one equipped with the SCL as a high-power 
radiation source to another equipped with a classical thermal emitter, which has shown to be 
suitable in PAT and PAC applications [27,28]. For SCLs the applicability for transmission 
and reflection measurements has been demonstrated before [29], as well as for stand-off 
detection of various compounds [30,31]. Furthermore, the long–term stability and the 
quantification capability of both configurations for aqueous solutions of hydrogen peroxide 
was assessed. 

2. Materials and Methods 
2.1 SCL as source of mid-infrared radiation 

The laser source used in this study was a prototype laser built by NKT Photonics (Birkerød, 
Denmark). It is based on a combination of a pumping diode laser at 1550 nm, which produces 
sub-nanosecond pulses. Emitted pulses are coupled into a series of erbium-ytterbium doped 
fiber segments for amplification, before being converted to about 2 µm in a nonlinear silica-
based fiber. This light is then amplified again in a Tm-doped fiber while the majority of the 
light generated by the seed laser is absorbed. The final output spectrum is generated during 
non-linear processes in a step-index ZBLAN (a glass family containing ZrF4-BaF2-LaF3-
AlF3-NaF [32]) fiber segment and spans from 1.75 to 4.2 µm. The output power was 
measured to be 75 mW at a repetition rate of 40 kHz. The emitted average pulse length in this 
mode was determined to be 3 ns. 

 

Fig. 1. a) Simplified sketch of the instrumental setup b) Transmission characteristic of the 
FPFS at different control voltages and tuning behavior. 

2.2 ATR-FPFS 

Figure 1 shows a simplified sketch of the instrumental setup. The base for the sample 
interface is a truncated cone (16/25 mm diameter, 10 mm thickness) made of ZnSe (Korth 
Kristalle, Kiel, Germany), which acts as mechanical holder for the ATR crystal as well as a 
focusing element, coupling the light efficiently into the ATR crystal. The ATR crystal 
consisted of a diamond disk (Type IIa, Diamond materials, Freiburg, Germany) with a 
diameter of 14 mm (flat surfaces were polished, Ra < 20 nm) and a thickness of 1 mm, where 
the light bounces for 4 times between the sample/ZnSe and air/ZnSe interface generated by 
the bore (4.8 mm in diameter) on top of the ZnSe cone. At the end of the diamond disk the 
light is coupled out into the ZnSe element, where it is collimated and guided towards the 
detector. The ZnSe cone and the diamond ATR crystal were integrated into a monolithic 
aluminum probe head. At the back of the holder, two openings allow the coupling of light. In 
order to couple light into the ZnSe cone a focusing lens with f = 25 mm (positive meniscus 
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lens ZC-PM-12-25, ISP Optics, New York, USA) was used for the thermal emitter. Since the 
SCL had a collimated output beam, no lens was required. In order to couple the light out of 
the ZnSe cone and focus on the detector, again a positive meniscus lens was used (ZC-PM-
12-25, ISP Optics, New York, USA, f = 12 mm). The detector was mounted in a 16 mm cage 
system (Thorlabs Inc, New Jersey, USA) using a translational mount (SCP05, Thorlabs Inc, 
New Jersey, USA) for adjustment. The ATR was designed to have 4 bounces in the desired 
spectral region. A FPFS with a pyroelectrical detector element (LFP-3144C, InfraTec GmbH, 
Dresden, Germany) was used for wavelength discrimination. For convenience, the setup 
incorporating the thermal emitter will be denoted by the prescript PTE (pulsed thermal 
emitter) and the laser setup with the prescript SCL. Table 1 summarizes the instrumentation 
of the compared configurations. A flip mirror (SCP05, Thorlabs Inc, New Jersey, USA) was 
integrated into the optical setup to switch between SCL and thermal emitter. 

The thermal emitter (µHybrid, Hermsdorf, Germany) was pulsed with a duty cycle of 
50%, at 5 V and 120 mA. The SCL was modulated using an optical chopper wheel 
(MC2000B-EC, Thorlabs Inc, New Jersey, USA) reducing the modulation frequency to 10 Hz 
in order to adapt to the time constant of the FPFS. A single spectrum with the FPFS was 
obtained by step-scanning the filter over the whole available spectral range with 2 nm steps. 
This resulted in an acquisition time of 36 s per spectrum. 

Table 1. Overview over the different instrumentation featured in this study. 

Short 
name Light source Type Detector Type Remarks 

PTE-FPFS 
Pulsed thermal 
emitter 

µ-Hybrid 
JSIR350-4-
AL-R-D6.0 

FP-filter 
with 
pyrodetector 

LFP-
3144C 

Tuning range: 
3.1 – 4.4 µm (3225 – 2270 cm−1) 

SCL-
FPFS 

Supercontinuu
m laser 

SuperK 
MIR, NKT 
Photonics 

FP-filter 
with 
pyrodetector 

LFP-
3144C 

FWHM: 55-70 nm 
Detectivity @ 10 Hz: 

3.6E + 06 cm(√[Hz])/W 

2.3 Chemicals 

For the quantitative measurements, aqueous solutions of hydrogen peroxide (Sigma Aldrich) 
were used. Samples were prepared by dilution from a stock solution with a concentration of 
15% for hydrogen peroxide with deionized water. 

3. Results and discussion 
3.1 Noise evaluation 

Figure 2 depicts the raw intensity spectra obtained when the surface of the ATR is wetted 
with water. Both PTE and SCL show a similar intensity profile, although the PTE for itself 
should have a much broader and thus smoother emission characteristic (Fig. 2(a), red line). 
On the higher wavenumber end range of the FPFS, the fall of intensity is caused by the strong 
absorption of the vibrational O-H stretch oscillations of water for the thermal emitter. The 
SCL has itself a strong decline on the higher wavenumber end, as indicated by its intensity 
spectrum. On the lower wavenumber part of the spectrum the absorption of the diamond ATR 
crystal itself reduces throughput. Only the resulting spectral gap with sufficient transmitted 
light can be used for MIR spectroscopy of aqueous solutions. 

In order to assess the noise characteristic of each configuration, two consecutive spectra 
over the whole range of the tunable FPFS were obtained, from which absorbance spectra were 
calculated, thus yielding 100% lines. 
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Fig. 2. Single channel spectrum (intensity) of the a) PTE-FPFS setup (magenta filled curve) 
and the b) SCL-FPFS setup (blue filled curve), showing also the PTE and SCL emission 
spectrum, the diamond and water transmission spectrum. c) and d) show the 100% lines of the 
aforementioned setups. 

The interesting part of the available spectrum resides between 2620 and 2920 cm−1, as 
hydrogen peroxide has a characteristic absorption band (O-H stretch vibration) at 
approximately 2820 cm−1 [33]. This region is covered by both light sources. At the maximum 
the PTE-FPFS combination only reaches about 35 mV amplitude, whereas the SCL-FPFS 
comes to 1345 mV, which is an increase by a factor of 38. Here, the much higher light 
intensity of the SCL shows its strength. Figures 2(c) and 2(d) show the aforementioned 100% 
lines. In the region of interest the PTE-FPFS exhibits a peak-to-peak (PP) noise of 40 mAU 
with a root mean square (RMS) of 5.3 mAU. The SCL-FPFS shows less noise with a PP noise 
of 8 mAU and a RMS noise of 1.3 mAU. 

3.2 Quantification of hydrogen peroxide 

A standard concentrations series of aqueous hydrogen peroxide solutions was prepared and 
measured with both instrumentations. Figure 3 depicts the recorded spectra of the 9% 
hydrogen peroxide solution obtained with PTE-FPFS, SCL-FPFS and a Bruker (Ettlingen, 
Germany) Tensor 27 FTIR spectrometer equipped with a single bounce diamond ATR 
element (Platinum ATR, Bruker, Ettlingen, Germany). The PTE-FPFS and the FTIR 
spectrum show similar absorbance maxima considering the PTE-FPFS ATR is a four-bounce 
ATR resulting in approximately four-times higher absorption values. 
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Fig. 3. 9% hydrogen peroxide solution spectra measured with the PTE-FPFS, SCL-FPFS and a 
Bruker Tensor 27 equipped with a Platinum ATR (single bounce). 

The same setup with the SCL as the light source behaves differently by showing an 
absorbance of twice the value of its thermal powered counterpart. Primarily, this can be 
explained by the fact that the SCL is emitting polarized radiation, whereas the PTE source 
emits non-polarized light. This results in a different effective optical path length (also known 
as effective thickness), which corresponds to the thickness of a material that would result in 
the same absorbance in a transmission experiment as that obtained in an ATR experiment 
[34]. Light which is polarized parallel to the plane of incidence (denoted by the subscript p) 
has a larger effective path length than light which is perpendicular polarized (denoted by the 
subscript s). 

 
( )

( ) ( )
21

2 2 2
1 21 21

cos

1 sin
s

n
d

n n n

θλ

π θ
= ⋅

− −
 (1) 

 
( ) ( )

( ) ( ) ( ) ( )

2 2
21 21

2 2 2 2 2 2
1 21 21 21 21

cos 2sin

1 1 sin sin
p

n n
d

n n n n n

θ θλ

π θ θ

 − = ⋅
 − + − − 

 (2) 

Equations (1) and (2) give an approximated solution for the effective path length of 
parallel (dp) and perpendicular (ds) polarized light, where λ is the wavelength, θ is the angle of 
incidence, n1 is the refractive index of the sample and n21 is the ratio of refractive indices of 
the ATR crystal and the sample. Figure 4(a) shows the effective path length over the angle of 
incidence calculated for perpendicular and parallel polarization as well as the ratio between 
the two. Figure 4(b) depicts the reflectance over the angle of incidence for p-polarization and 
s-polarization for the case of a non-absorbing sample (solid lines) and an absorbing sample 
(with an assumed κ of 0.01, dashed lines). Figure 5(a) shows the effective path length 
calculated for the spectral range used in this study for both polarization states for a one-
bounce ATR. It results in 5.2 µm for p-polarization and 2.6 µm for s-polarization at the 
position of the maximum of the hydrogen peroxide band. When the angle of incidence (at 
45°) and the ratio of the refractive indices of the sample/ATR interface are assumed to be 
constant, the effective path length of the p-polarized light is approximately twice as high as 
that of the s-polarized light. 
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Fig. 4. a) Effective path length (solid lines) over the angle of incidence calculated for 
perpendicular (s, black) and parallel (p, red) polarization. The ratio of both is depicted as the 
dotted blue line. b) Reflectance over the angle of incidence for p-polarization and s-
polarization for the case of no absorbance in the sample (solid lines) and for a sample 
absorbance of κ = 0.01 (dashed lines). 

In this case the dispersion of the refractive index around the absorption band of hydrogen 
peroxide is neglected. Figure 5(a) depicts the raw absorbance spectra for p- and s-polarized 
light of the SCL, respectively. Figure 5(b) shows the comparison of the theoretical ratio to the 
ratio of the measured spectra. A good correlation between the calculation and the 
measurement can be observed. Aside from polarization, the beam characteristics of the two 
sources also influence the effective path length. The PTE has to be focused into the ATR by 
means of a lens due to the larger divergence and beam diameter compared to the SCL. The 
SCL is spatially coherent with a divergence of 1.5 mrad, whereas the PTE has an active area 
of 2.2x2.2 mm2 with a reflector cap producing a divergent beam of a diameter of 
approximately 6 mm. This results in a different coupling with different angle of incidence 
ranges, which can change the effective path lengths as shown in Fig. 4(a). 

 

Fig. 5. a) Raw absorbance spectra and effective depth of penetration (blue) calculated for 
perpendicular (s) and parallel (p) polarization. b) Ratio between the absorbance in the case of 
p-polarization to s-polarization for measured values (black squares) and theoretical calculation 
(red dashed line). 

For testing the capability of each system in quantifying hydrogen peroxide, several spectra 
with differently concentrated H2O2 standards were measured. The obtained spectra were 
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filtered using a Savitzky-Golay algorithm with a window size of 19 and a second order 
polynomial. Furthermore, a baseline correction was performed, before the characteristic band 
at 2780 cm−1 was integrated (between 2720 and 2900 cm−1) and plotted against the 
concentration of the prepared standard. The resulting calibration curves are displayed in Fig. 
6. The slope for the SCL-FPFS configuration are higher by a factor of approximately 1.8 
compared to the PTE-FPFS configuration, which can be explained by the aforementioned 
differences regarding the polarization and coupling of the used light sources. 

 

Fig. 6. Integrated areas against the concentration of the standards prepared for hydrogen 
peroxide for the two different configurations. 

Limits of detection (LODs) were calculated using the standard deviation of the blank 
measurements, a k-value of 3 and the slope of the calibration curve according to the IUPAC 
definition [35]. Table 2 summarizes the results found for both configurations. The SCL-FPFS 
outperforms the PTE-FPFS. This can be primarily attributed to the higher sensitivity and to 
the lower noise of the filtometer employing the supercontinuum laser. 

Table 2. Analytical figures of merit for the quantification of hydrogen peroxide in 
aqueous solution by the two configurations. 

 
 

 hydrogen peroxide 

configuration acquisition time (s) noise (mAU) slope R2 LOD (%) 

PTE-FPFS 36 5.3 0.0042 0.9986 0.38 

SCL-FPFS 36 1.3 0.0074 0.9985 0.13 

3.3 Long term stability 

In order to assess the long term stability of the system, consecutive spectra of a blank (water) 
were recorded over several hours. The RMS noise of the resulting 100% line was derived in 
the same spectral region as was used for integration and quantification in section 3.2. This 
time series was used to calculate an Allan variance, which evaluates the deviation of a 
measurement in dependance of its integration time τ [36]. 
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Fig. 7. Allan variances for the different instrument configurations. 

The Allan variance plot (Fig. 7) is a particularly suitable tool for the identification of 
different noise types and the time domains where those noise types are dominant. When 
normally distributed noise (“white” noise) is assumed, the Allan variance should constantly 
decrease with increasing integration time. In case of SCLs this type of noise mainly originates 
from non-linear amplification of the input laser shot noise and spontaneous Raman noise [37]. 
With increasing integration time Allan plots typically reveal a turning point after which the 
variance increases again indicating the presence of signal drifts, e.g. due to power fluctuations 
or thermal drifts. Such a behavior results in a region of minimum Allan variance, which can 
also be observed in Fig. 7. Here, the use of the SCL as radiation source results in the smaller 
overall Allan variance which corresponds to the noise behavior discussed before (see 100% 
lines in Fig. 2). The PTE has a much lower intensity, which results in larger measurement 
noise and the highest Allan variance. The combination SCL-FPFS appears to have a slightly 
higher drift, since the minimum of the Allan curve is found earlier at around 280 s compared 
to the 350 s of the PTE-FPFS. This indicates that the PTE is slightly less affected by intensity 
drifts than the SCL. However, the SCL-FPFS appears to be superior over the PTE-FPFS in 
terms of sensitivity with a similar long term stability. 

4. Conclusion 
In this study a dedicated 4-bounce diamond ATR interface was built for infrared 
spectroscopic analysis of aqueous solutions of hydrogen peroxide, intended for use in 
oxidative gas scrubbing, in the wavelength region from 3.1 to 4.4 µm. The coupling of mid-
infrared supercontinuum radiation into the ATR was compared to the use of the standard light 
source in ATR spectroscopy, being a thermal emitter. In both cases, a tunable Fabry-Perot 
filter with integrated detector was used for wavelength discrimination and light detection. The 
achievable light throughput through the ATR crystal and the corresponding signal as well as 
its spectral noise was determined. The PTE-FPFS showed lowest light intensity at the 
detector. The SCL as a light source produced a signal 38-times higher than the PTE, which 
resulted in a noise reduction by a factor of 4 from 5.3 to 1.3 mAU, calculated as the RMS 
noise in the region of interest between 2620 and 2920 cm−1. For both configurations the 
ability to quantify aqueous solutions of hydrogen peroxide was tested and compared. Here, 
the SCL showed promising improvements lowering the LOD for hydrogen peroxide detection 
from 0.38 to 0.13%. Additionally, the effect of the polarization of light on the effective path 
length in ATR crystals was studied. Changing the absorbance of a sample by changing the 
polarization of the incident light (and therefore changing the effective path length) allows 
tuning of sensitivity. This could be used to enhance measurements of low-concentrated 
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compounds of interest or to reduce the sensitivity if strong infrared absorbers challenge the 
linearity of the method. Furthermore, the temporal resolution could be increased by reducing 
the spectral points measured for a spectra. Instead of stepping over the whole available 
spectral range of the FPFS, only interesting positions could be selected, decreasing the 
measurement time. 

In conclusion, the gained results prove that a promising new type of spectroscopic light 
source has become available with the advent of MIR SCLs. SCLs combine properties of 
conventional thermal emitters with those of modern MIR QCLs, resulting in a high-power, 
spectrally broadband MIR source with laser properties. With these unique properties further 
spectroscopic applications of SCLs are likely to follow. In this regard, the development and 
application of dedicated detection schemes is a crucial factor, as was shown in the present 
study. 
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Short summary:

This works describes the first implementation of Raman spectroscopy and LDV suing a

single laser system as light source for both instruments, ensuring measurement from

the same location. The application is primarily focused on the determination of flow

characteristics of process streams, which are of utmost importance in industrial chem-

ical plants. Online measurement of physical and chemical properties of such streams

like velocity, turbulence, chemical composition and concentration, plays a key role in

adjustment and optimization of industrial processes. In this paper, a novel method for

simultaneous measurement of velocity, composition, and concentration through com-

bination of Laser Doppler Velocimetry (LDV) and Raman spectroscopy is presented and

discussed.

Experiments on mixing of water and ethanol streams in a custom-built T-junction ge-

ometry were performed using LDV to obtain velocity and Raman spectroscopy to mea-

sure concentration using the suggested method. Results are compared against CFD

simulations using models for mixing of miscible, multi-species liquids at different flow

regimes. CFD predicts turbulent diffusion to be the dominant phenomena in mixing

in the T-junction since the turbulent diffusion coefficient is significantly higher than the

molecular diffusion coefficient. A mean deviation of 8% between model and experiment

for velocity and 10% for concentration evaluation was determined, which suggests the

feasibility of this technique for simultaneous monitoring fluid dynamics and chemical

composition in process streams.
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A B S T R A C T

Flow characteristics of process streams are important in industrial chemical plants. Online measurement of
physical and chemical properties of such streams like velocity, turbulence, chemical composition, and con-
centration, plays a key role in adjustment and optimization of industrial processes. In transient processes with
steep changes in the concentration and velocity (e.g. mixing of fluid with different viscosities or multiphase
flows) it is important to monitor process parameters at the same time and position to be able to iterpret them
correctly. In this work, a novel method for simultaneous measurement of velocity, composition, and con-
centration relying on two well-known methods, Laser Doppler Velocimetry (LDV) and Raman spectroscopy is
presented and tested. Both techniques were combined using the same laser as light source, thus making sure
sampling from exactly the same position at the same time is achieved. Experiments on mixing of water and
ethanol streams in a custom-built T-junction geometry were performed using LDV to obtain velocity and Raman
spectroscopy to measure concentration using the suggested method. Results are compared against
Computational Fluid Dynamics (CFD) simulations using models for mixing of miscible, multi-species liquids at
different flow regimes. CFD predicts turbulent diffusion to be the dominant phenomena in mixing in the T-
junction since the turbulent diffusion coefficient (∼0.02m2/s) is much higher than the molecular diffusion
coefficient (∼10−8 m2/s). A mean deviation of 8% between model and experiment for velocity and 10% for
concentration evaluation was observed, which suggests the feasibility of this technique for simultaneous mon-
itoring of process streams.
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1. Introduction

Process control and optimization are inseparable parts of every in-
dustrial process and plant. Regular measurements (e.g. online or offline
at a suitable periodic schedule) of the actual status of the process to
gain feedback from the system are common and necessary. As more
information is provided, a better understanding of the process can be
obtained, enabling a more efficient and economic process management.
Usually, in process flow streams, velocity, velocity fluctuations (an in-
dicator of mixing and turbulence), compositions and concentrations of
key components are of utmost importance. Based on these properties it
is possible to predict flow rates and process states. Furthermore, these
properties can also be used for validation and calibration of different
available models, e.g. the available models used in predictive process
control or Computational Fluid Dynamics (CFD) [1].

There exists a variety of techniques for detecting chemical compo-
sition and measuring concentration in fluids, among which optical de-
tection approaches are widely applied methods [2,3]. Different spec-
troscopic detection methods can be used for concentration and
composition measurements, e.g. ultraviolet absorption (UV), thermal
lens microscopy (TLM) and laser-induced fluorescence (LIF). In general,
optical methods are capable of measuring chemical species without
interfering with the flow [4]. Among these methods, LIF received spe-
cial attention because of its accuracy and high sensitivity [5].

Funatani et al. [6] used a particle image velocimetry (PIV) system to
measure the velocity field in the thermal flows and simultaneously used
a two-color LIF to measure the temperature in a turbulent buoyant
plume. Combining planar LIF (PLIF) and PIV, Charogiannis et al. [7]
introduced a new method for investigation of hydrodynamic char-
acteristics of thin liquid film flows. They added LIF to a PIV system to
mask out particle reflections from raw images and in order to measure
spatially and temporally resolved film thickness.

Although LIF as a detection technique is widely used, the main
drawback is that usually, the components of the stream itself do not
fluoresce and they need to be treated with either fluorescent particles or
fluorescence tags, which requires extra effort and is expensive.
Especially in multi-phase streams this is problematic, as different
markers would be required, which have to follow the flow pattern of the
original stream components.

Another well-established method for evaluation of chemical and
structural properties of species is Raman spectroscopy. This technique is
capable of analyzing non-fluorescent samples [5]. Park et al. [5] used
confocal Raman microscopy (CRM) to study the mixing behavior in
laminar micro-mixers and they compared the images from CRM to
confocal fluorescence microscopy (CFM). Rinke et al. [8] utilized
pulsed Raman imaging to analyze the concentration of two components
(water and ethanol) at the outlet of a macro mixer. They compared their
results with computational fluid dynamics simulations to show the
validity of Raman imaging for measuring concentration profiles during
a mixing. Beushausen et al. [9] combined two-dimensional molecular
tagging velocimetry (2D-MTV) with planar spontaneous Raman scat-
tering (PSRS) to investigate the velocity and concentration fields of
water and ethanol in a micro-mixer. They also compared their results
with standard μPIV. Wellhausen et al. [10] used a combination of PIV
and Raman scattering to study the mixing in micro-mixers.

Among available velocity measurement techniques Laser Doppler
Velocimetry (LDV) has received special attention because its capability
of measuring instantaneous velocity without interfering with the flow,
enabling accurate and reproducible measurements at different working
conditions (e.g. high temperature) [11–13]. LDV is a direct measure-
ment technique without the need of calibration: It measures the fluid
stream velocity and velocity fluctuations based on the detection of
scattered light by suitable seeding particles passing between two or
more collimated, monochromatic and coherent laser beams [14].

Rottenkolber et al. [15] tried to combine the LDV with Phase
Doppler Anemometry (PDA) to investigate the two-phase flow inside

the spray of an SI-engine by adding fluorescent tracer particles to the
gas phase. They managed to characterize time-resolved droplet motion
and induced air flow. They also compared the results to the PIV.
Quinzani et al. [16] combined LDV with Flow Induced Birefringence
(FIB) to measure the stress and velocity fields of a viscoelastic solution
through a planar abrupt contraction. Lemoine et al. [17] used a com-
bination of LDV and LIF to measure the velocity and concentration in a
turbulent submerged free jet and measured the average field of con-
centration, velocity, and local eddy diffusivity. Dibble et al. [18] did
simultaneous LDV-Raman scattering velocity and scalars sampling in
the turbulent flames. Using a LDV system with a two-color dual beam,
real fringe system laser combined with a dye laser for Raman mea-
surements, they also presented an analytical equation for generating
unbiased velocity and scalar distributions using the data from seeding
in only one stream. Moss [19] used LDV to study velocity in the open
premixed turbulent flame and quantifying the scattered light he also
analyzed the liquid concentration in the flame.

From these studies it was found that a combination of LDV and
Raman spectroscopy could be capable of providing both velocity and
composition of a process stream: LDV is suitable for higher measure-
ment frequencies, which can provide the required turbulence data
while Raman spectroscopy delivers composition and concentration in-
formation.

Using LDV and Raman spectroscopy integrated into one setup, in-
formation about the flow characteristics and the composition for the
evaluation of a stream can be obtained at once. However, if these two
methods are installed separately there is no guarantee that the process
data provided is consistent and from the same fluid element at the same
time – even if the focal points of the probes are aimed at the same
position within the geometry. The authors believe that especially for
more complex flows, including turbulent mixing or multiphase flows,
this complicates the interpretation of the measured data and in some
cases, may lead to misleading or even wrong results (e. g. considering
the slip velocity of two non-mixing components inside a multiphase
flow – if the velocity measurement is attributed to the wrong phase the
overall evaluation will be degraded or flows with steep velocity or
concentration gradients). Therefore, in this work we introduce a new
method for combining these two technologies with the goal of obtaining
information about the condition of the process at the same position and
time. For simplicity, the first test setup for demonstrating the capability
of the new approach was run with a single phase two component (water
– ethanol) mixing system consisting of a T-junction.

CFD can provide a detailed spatial and temporal representation of
the system. CFD is the numerical analysis of systems including fluid
flow and related phenomena. CFD provides a powerful tool for having a
detailed look inside dynamic streams, which are hard or impossible to
experimentally evaluate or very expensive to analyze. Usually, it is used
to further analyze phenomena inside a given geometry or optimize the
process by adjusting parameters that are difficult to test in laboratories
or pilot plants [20,21].

In this study, the T-junction measurement setup was simulated using
well established CFD algorithms (e.g. transient simulation of multi-
species fluids) and models (e.g. transitional turbulence model). The
results of CFD simulations were compared to the measured velocities
obtained with LDV and compositions obtained via Raman spectroscopy.
Finding a reasonable agreement of the measured flow and concentra-
tion profiles with the simulated model supports the feasibility and
suitability of the proposed method.

2. Theoretical background

2.1. Laser Doppler Velocimetry (LDV)

In the past, flow patterns were determined using dye injection into
the fluid and observing dye streamlines [22]. This method was not
applicable to very low and high velocity flows. In 1964 a new method
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based on the examination of Doppler shifts using a laser spectrometer
was introduced. The new method was named LDV [22,23].

In the LDV method, two coherent laser beams are focused in a small
volume, forming a special “fringe” light pattern. When seeding particles
travel through this fringe area they pass bright and dark areas and
scatter light. The scattered light is collected with a receiver probe and
detected using e.g. photomultipliers. Since the distance between the
dark and bright areas in the measurement volume is known, the velo-
city of a particle can be calculated based on the count of fringes tra-
versed by particle per unit time (Fig. 1-a).

= ×v d f (1)

where v is the particle velocity, d and f are the fringe spacing and the
data rate (counts of scattered light per unit time), respectively. Since
the seeding particles are chosen to be very small and are used at rather
low concentrations it can be assumed that they do not have any effect
on the flow pattern and move with flow velocity [24,25]. From the
collected velocity data, statistical analysis for mean velocity and tur-
bulence (turbulent intensity, turbulent kinetic energy) can be generated
[26].

For measuring the direction of the flow as well as measuring slowly
moving or zero velocity particles a Doppler shift is added to one of the
laser beams. If the particle is not moving the collected signal will have a
frequency equal to the induced frequency shift. When the particle
moves in one direction the recorded frequency is the sum of the particle
frequency (generated by the velocity of the particle) and the induced
frequency shift. The opposite direction will lead to a sum frequency,

which is lower than the induced frequency shift, since the two shifts
have different signs. As the induced shift frequency is known and
constant, the direction and the velocity of a particle can be calculated
[27].

Key advantages of this technique are the possibility to measure fluid
flow calibration-free with high sampling frequency without mechanical
interference [28]. If measurements are done in the back-scattering
mode just one small opening in the system is required. Using a tra-
versing unit, multiple points in the flow can be measured in sequence
for profiling or mapping of larger areas of interest. Some drawbacks of
the LDV are first the need for seeding particles and second the necessity
of optical access to the fluid medium [29,30].

2.2. Raman spectroscopy

Raman spectroscopy is a technique used to observe fundamental
vibrational modes in a molecular system [31]. Since the development of
lasers as reliable monochromatic light sources, Raman spectroscopy has
emerged in a variety of scientific as well as routine analytical appli-
cations ranging from medical investigation [32–34] over material
characterization [35–37] to food analysis [38–40]. Stand-off or remote
Raman spectroscopy describes the same spectroscopic technique with
the fundamental difference that the studied sample is located at a
certain distance of the detecting instrument [41]. It was originally de-
veloped to probe hazardous or dangerous analytes from a safe distance
[42]. Usually, a laser is used to excite the sample and an objective to
collect the Raman scattered photons, which are then spectroscopically
analyzed (Fig. 1-b). The laser light excites the molecules, which will
absorb or transfer energy to the photons (Stokes and anti-Stokes scat-
tering) and, for a certain molecule, will cause a characteristic shift in
energy. The resulting Raman spectrum is characteristic for a specific
molecule (fingerprint) and is used to identify a component. The amount
of Raman scattered photons is directly proportional, among other fac-
tors, to the number of molecules of a specific component and can be
linked to the concentration of the same [31]. Mixtures of several dif-
ferent compounds can lead to complicated Raman signatures with
several overlapping bands. For the sake of completeness, it should be
mentioned that there are several methods to untangle complex spectra
and subsequently gain specific information about very sophisticated
samples, e.g. principal component analysis or partial least squares [43].
Here, we prevent this scenario by choosing components with unique
Raman bands, which makes identification and quantification as
straightforward as possible. The advantages of this technique are the
high selectivity towards different chemical compounds as well as the
non-destructive nature of the measurement, which makes it viable for
in-situ applications. Additionally, it is a laser-based technique using a
similar instrumentation as LDV and therefore, the two methods are
highly compatible.

2.3. Novel measurement technique

As mentioned in the introduction, it is valuable to have velocity and
composition information of the process at the same time from the same
sampling position as it gives insight into the current state of the system.
A combination of Raman and LDV allows to simultaneously gain velo-
city in the process stream as well as chemical composition at a specific
location with a high time resolution in order to resolve turbulent and
mixing phenomena. The most important aspect is to sample light from
the same spot at the same time as the velocity measurement is carried
out. This is achieved by using the LDV laser light setup (2 or 4 laser
beams focused on one spot for 1D or 2D LDV, respectively) as a source
for the Raman excitation. The Raman photons can be simultaneously
collected in different scattering configurations (for this study 90° was
chosen); the LDV signal was collected in backscatter mode with com-
bined sender-receiver optics (Fig. 1-c) [44].

Fluid composition and concentration of the components can be

Fig. 1. a – Basic setup for LDV flow measurements (back-scatter mode), b – Basic system
setup for Raman scattering measurements, c – Basic sketch of the measurement ar-
rangement: Use of the LDV light source for Raman excitation. LDV signals can be collected
in back-scatter geometry, Raman signal perpendicular to main light path.
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derived from the qualitative and quantitative analysis of the collected
Raman spectrum. Generally, if no overlapping spectral features of the
involved components are present, it is sufficient to evaluate the strength
of a specific band in the Raman spectrum corresponding to the analyte
of interest (e.g. band height, area under the band etc.). The investigated
fluid stream can be accessed optically either by using a fully transparent
part of pipe (or equivalent geometry) or when working in back-
scattering configuration, a viewing window made of a transparent
material would suffice. This enables this technology to investigate also
process facilities already in operation in order to optimize process
parameters even further. The critical point is the addition of the two
parameters, composition and concentration, to the velocity informa-
tion. With these, multiphase flow behavior (with low volume fraction of
dispered phase to ensure undisturbed measurements), as well as re-
active reagents, can be characterized at once by the same measurement.

3. Experimental

As it can be seen from Fig. 2, the feed laser beam (CVI Melles-Griot
Air cooled Argon Ion Laser – 300mW with a multiline output) is split
into two beams (488 nm blue, 514.5 nm green), which are partially
shifted by a TSI Fiber-light Wavelength separation module with Bragg
cell frequency shift (by 35MHz) and fiber optics couplers to form a 4
laser beam conglomerate, which is focused at the point of interest. The
elastic scattered photons holding the velocity information are collected
with the TSI TR260 fiber-optic probe (350mm focal length, 61mm dia.)
for backscatter signal detection (180° backscattering); probe length
volume 0.91mm, fringe spacing 3.6 µm. The photons are detected with
photo-multipliers (TSI PDM 1000 Photomultiplier System) and ana-
lyzed at the signal processor (TSI FSA 4000 3-channel digital burst
processor, 800MHz sampling frequency, 175MHz max. Doppler fre-
quency). Data acquired from the LDV system (TSI Inc. PDPA system, 2-
component Phase Doppler Particle Analyzer) was evaluated using TSI
FlowSizer (version 3.0.0.0, 2011) software. Raman scattered photons
are collected in 90° configuration using a camera objective (Sigma
33–88mm), which focused the light through a 150 µm pinhole, subse-
quently the Rayleigh line is filtered out (long-pass edge filter BLP01-
514R-25, Semrock) and the Raman spectrum is produced on an iCCD
(PI-MAX 1204RB, 1024× 256 pixel, Princeton Instruments) camera by
a Czerny-Tuner spectrograph (PI Acton 2750). The CCD chip was
thermo-electrically cooled to −20 °C to reduce dark current. Vertical
binning was used to extract the spectrum from the CCD chip, thus

increasing signal-to-noise. The whole optical setup can be moved in all
three directions by a X,Y,Z traverse (ISEL), which enables the user to
collect point-wise profiles in the area of interest as well as 2D cuts and
even 3D images.

The test channel was built out of glass with aluminum end parts
providing the necessary input streams. Pressure and temperature sen-
sors at each end provided the process data to monitor the stability of the
operation. Measurements were performed by stepping through the
channel point by point and thus profiling the cross section of interest.

4. CFD models and algorithms

CFD is the numerical study of systems including fluid flow and other
relevant phenomena and can be used for detailed spatial and temporal
study of the systems. OpenFOAM® (version 4.0, 2016) is a well-estab-
lished open source CFD code, developed based on verified models and
algorithms, which is published under GNU public license (GPL, version
3, 2007). Since the source code is available it is possible to adopt the
program for special needs, e.g. adding new solution algorithms or
models which are not provided in the main release, e.g. a transitional
turbulence model.

4.1. Model formulation

Following momentum balance (Navier-Stokes) and continuity
equations were used for calculating pressure and velocity [21]:

∂
∂

+ ∇ =u
ρ
t

ρ. ( ) 0 (2)

∂
∂

+ ∇ = − ∇ + ∇u u u u
t ρ

p
μ
ρ

( . ) 1 2

(3)

where ρ [kg/m3] is the density, u [m/s] is the velocity, p [Pa] is the
pressure and μ [kg/(s.m)] is the effective viscosity:

= +μ μ μmol turb (4)

where μmol and μturb are molecular and turbulent viscosities. Molecular
viscosity is a property of the fluid and turbulent viscosity is related to
the flow properties and is calculated from turbulent properties [45].

The energy transport and storage is modeled using following
equation [21]:

Fig. 2. Schematic of the experimental setup: LDV laser light
source and processor in upper left part, Raman spectrometer
lower left part. Upper right section: Fluid inlet.
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h [J/kg] is enthalpy, t [s] is time, u [m/s] is velocity, p [pa] is pressure,
T [K] is temperature, K [W/(m.K)] is effective thermal conductivity
(sum of molecular and turbulent thermal conductivity) of the fluid, τ
[Pa] is the shear stress and D/Dt is the material derivative.

Conservation of chemical species i is described using the equation
below:

∂
∂

+ ∇ = ∇ ∇ +u
ρY
t

ρ Y D Y S. ( ) . ( )i
i i i M (6)

where Yi is the mass fraction of the species i, ρ [kg/m3] is the density, u
is velocity and SM is the species source term (e.g. for reactions). Di [m2/
s] is the effective diffusion coefficient which is sum of molecular (Di mol, )
and turbulent (Di turb, ) diffusion coefficients:

= +D D Di i mol i turb, , (7)

Turbulent diffusion coefficient can be related to turbulent viscosity
using turbulent Schmidt (Sc) number [46]:

= ×D Sc μ ρ/i turb turb, (8)

In a system with n species for n−1 species Eq. (6) is solved and the
nth species will be calculated using Eq. (7) for minimizing numerical
errors.
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n

i
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1

(9)

The turbulence was modeled using an extension to the already well-
established Reynolds Averaged Navier-Stokes (RANS) model k-ω-SST
[45]:
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where k [J/kg] and ω [1/s] are turbulent energy and specific dissipa-
tion rate. Pk is turbulence production term, α, β and σ are closure
coefficients and F1 is the blending function. Since in the simulated and
measured flows laminar flow, turbulent flow and transitional zones are
expected to be present, the transitional turbulence model was im-
plemented in OpenFOAM® to model all cases using only one solver.

In this transition turbulence model, two more equations are solved
beside the k and ω equations. These are used for calculation of source
terms to correct the k and ω values to predict the transition between
laminar and turbulent flow [47–50].The first equation is a transport
equation for intermittency γ which can be used to trigger transition
from laminar to turbulent locally:

∂
∂

+ ∇ = − + ∇ + ∇u
γ
t

γ P E ν ν σ γ( . ) [( / ) ]γ γ T γ (12)

where Pϒ is turbulence production term and Eϒ is turbulence destruction
term.

In the second equation, the transition momentum thickness
Reynolds number∼Reθt is introduced, which is a measure of nonlocal
influence of turbulence intensity and defined using the following
transport equation:

∂
∂

+ ∇ = + ∇ + ∇
∼ ∼ ∼uRe

t
Re P σ ν ν Re( . ) [ ( ) ]θt

θt θt θt T θt (13)

Mentioned equations were implemented into OpenFOAM® as a new
solver (viscoFoam) for simulation of liquid flows and also as a library
for modeling of transitional turbulence phenomena.

4.2. Numerical implementation

Using Pressure Implicit with Splitting of Operator (PISO) algorithm
first the momentum equations based on the pressure field from the
previous time step (first time step: initial conditions) are solved and a
velocity field is derived. Using the derived velocity field the first pres-
sure correction equation is solved and based on the pressure correc-
tions, a new pressure field is calculated, from which a new velocity field
is derived. With the updated velocity field the second pressure correc-
tion equation is solved and pressure and velocities are updated for the
next time step [51].

Then based on the new velocity and pressure fields the energy,
species and turbulence equations are solved explicitly to calculate new
temperatures, mass fractions and turbulent fields. Before going to the
next time step fluid properties are updated based on the new fields.
Effective viscosities, diffusion coefficients and also thermal con-
ductivities are calculated by adding the turbulent contribution to the
molecular properties. The algorithm was implemented in OpenFOAM®

as a new solver “viscoFoam” and the turbulence model was im-
plemented as a separate library to be also compatible with other ex-
isting solvers. The implemented algorithm can simulate both com-
pressible and incompressible multi-species reacting flows. In this study
since the pure fluids’ densities were considered to be constant (tem-
perature and pressure independent) the simulations were performed in
incompressible mode with no reactions.

5. Materials and methods

5.1. Experimental

To find appropriate fluid components for convenient LDV/Raman
measurements, different liquids were tested. Among available liquids,
water (tap water) and diluted ethanol (91.12% ethanol+ 8.88% water)
were selected for their non-toxicity, easy availability and suitable
characteristic Raman spectra. Water was pumped using the straight
Inlet one (Fig. 3) into the T-shaped channel and ethanol using side Inlet
two. The weight of the supply tanks containing water and ethanol was
recorded during the experiments for calculating the actual mass flow

Fig. 3. Design of the T-shaped flow channel for the test
system with an overview of the measurement positions
(cross sections) for the combined LDV/Raman tests, begin-
ning of each profile is shown with a red dot. Insert upper
center: glass channel cross section.
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rates. In the inlet of each channel a flow stratifier (stack of 3×10, 5 cm
long, i.d. 2.8 mm tubes) was installed to reduce and dampen inlet ef-
fects on the flow providing a homogeneous flow inside the main section
channel. The channel had an inner cross section of 10×30mm.

All measurement points were programmed into the traverse con-
troller. At each measurement point the LDV was set to record up to a
maximum time or a maximum particle count, data collection LDV
processor settings are listed in Table 1. Seeding particles were added to
both liquid storage tanks and dispersed. At the same time the Raman
instrument was measuring spectra each second with parameters listed
in Table 2. 8 spectra were taken at each point (to stay within the 10 s
measurement time frame set by the LDV) and averaged for data eva-
luation. For comparison with the CFD simulations, data from the LDV
and Raman were averaged over the total measurement time of 10 s.

Measurement of the two in-plane velocity components (X and Y)
was done at four sections of the channel according to Fig. 3. As there is
only homogeneous liquid feed at section one and two, LDV data was
collected at just 11 points. In the mixing zone at sections three and four,
LDV and Raman datasets were collected at 16 points. All the mea-
surements were done in the center of the channel in the Z direction
(5mm). The experiments were performed at 298 K and ambient pres-
sure.

5.2. Simulations

The experimental setup was modeled using CFD solver viscoFoam to
verify the measurement results. The mesh was created with the open
source tool cfMesh (version 1.1, 2015) with approximately 3.1million
cells (20×60 cells in the channel cross section, maximum cell size
0.6 mm). A mesh dependency study was also performed to confirm that
quality and mesh resolution had no effect on fluid flow (velocity field
was analyzed) and mixing phenomena (analyzed by ethanol mass
fraction profiles). Boundary conditions (inlet temperature, pressure and
mass flows) were set according to the experimental conditions.
Important fluid properties and numerical solver parameters are listed in
Tables 3 and 4.

Since the Reynolds numbers inside the channel were close to critical
Reynolds numbers (inlet one=∼3700, inlet two=∼1700 and after
mixing T=∼5000) for modeling turbulence, the transitional turbu-
lence model (see Section 4.1) was used. The buoyancy forces were
calculated by considering the gravity (g= 9.8 m/s2) in the negative Z
direction. Equations were discretized using the second order linear
scheme. Transient simulation was performed with adaptive time

stepping ensuring a maximum Courant number Co=1. The simulation
was continued for 5 s to reach steady state (> 2 residence times of the
channel from the low velocity inlet – inlet two, ethanol solution). Water
– ethanol mixtures properties were calculated using mixture fraction
based laws from the pure fluids. Changes in density due to non-ideality
of the mixture were omitted since they would not contribute sig-
nificantly (below 2.5% density deviation) [52].

5.3. Data analysis

5.3.1. Velocity evaluation using LDV
Fig. 4 shows a sample of data collected from an LDV measurement

(10th point on the profile three in Fig. 3 and velocity components in the
x and y directions). From the LDV dataset average velocities were cal-
culated and plotted.

5.3.2. Composition and volume fraction evaluation using Raman
spectroscopy

Detecting different chemical compounds using their respective
Raman spectrum can be done easily by identifying characteristic vi-
brational bands, if the sample matrix is simple enough. The intensity of
these bands correlates to the volume fraction of the compound of in-
terest. However, the intensity of the band at the iCCD camera is also a
function of laser power, the collection efficiency of the lens, throughput
through the spectrograph, exposure or integration time, aperture of the
lens, etc. Therefore, it is necessary to perform a calibration, where the
volume fraction of a species is directly linked to the intensity of a
characteristic band. For this study, a small cell incorporating the same
geometry as the test channel was constructed. It was filled with six
different calibration standards. Before Raman spectra were collected,
the intensity of the laser beams was measured using a laser power meter
(ThorLabs PM100D with S121C probe). This was done for the

Table 1
LDV measurements settings and parameters.

Seeding material Spherical aluminum particles

Particle diameter 0045mm (maximum)
Seeding concentration in feed 100 ppm
Max. measurement time per point 10 s
Max. burst count per point 100000
LDV burst threshold 50mV
Band pass filter 1–10MHz
Downmix frequency 35MHz
Hardware data coincidence Yes
Software data coincidence No

Table 2
Raman measurements settings and parameters.

Laser power 80mW (combined beams)

Integration time 1 s
Number of spectra per point 8
Grating 300 gr/mm
Spectral resolution 15 cm−1

Table 3
Fluid properties.

Property Water Ethanol

Density [kg/s] 997.1 785.22
Heat capacity [J/kg/K] 4180 2440
Viscosity [Pa.s] 8.9×10−4 1.04× 10−3

Water-ethanol diffusion coefficient [m2/s] 8.4×10−10 8.4×10−10

Table 4
Numerical solver parameters.

Numerical schemes Linear (second order)

Turbulent Schmidt number 1.0
Turbulence model parameters Standard values [47]

Fig. 4. Distribution of measured velocities for the 10th point (80, 20, 5) on the profile
three: x-component and y component.
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calibration as well as for the test channel measurements to adjust for
power fluctuations due to preparation steps before each experiment.
Also, the possible interference of the seeding particles was tested with
the calibration cell. The resulting spectra (with and without seeding
particles) were compared and no influence of the seeding particles
could be found. Spectra were taken by integrating over 1 s. This pro-
cedure was repeated 3 times. The resulting spectra (Fig. 5) were base-
line-corrected, the band between 2800 and 3040 cm−1 associated with
ethanol was integrated and correlated to the volume fraction of the
prepared standards. Fig. 5 shows the resulting spectrum with the bands
associated with the CeH stretch vibrations of ethanol around
2900 cm−1 resulting from Raman scattering of 514 nm laser beams. The
bands appearing at 1900 cm−1 are related to the same vibrational
transitions, although excited by the 488 nm laser beams. Because of the
close spectral proximity of the two laser beams, Raman spectra ob-
tained with this combination will show overlapping features from both
lasers, complicating the spectrum. However, for this investigation good
spectral separation can be observed. The calculated limit of detection
(LOD 3 σ) for this calibration was 1.9%, with a correlation coefficient
R2 of 0.995 for the calibration curve.

An example of data collected by Raman spectroscopy at profile 3
(Fig. 3) can be seen in Fig. 6. The collected spectra were evaluated
against the calibration curve and the volume fraction of ethanol or
water was calculated and plotted for each point. Each Raman mea-
surement lasted 1 s and in total eight measurements per point were

done (during 10 s of measurement per point).

5.3.3. Flow rates evaluation
Gravimetric flow rate determination was carried out for both liquid

streams by calculating the first derivative of the time-resolved weight
signals (measurement frequency: 0.3 Hz) from the liquid storage vessels
(Kern DE 60K1D balances). As can be seen in Fig. 7, average flow rates
for Inlet one (water) was 0.08 ± 0.0021 kg/s and for Inlet two
(ethanol) it was 0.04 ± 0.0013 kg/s.

6. Results and discussion

6.1. CFD simulations

For a better understanding of the flow behavior, results of CFD si-
mulations will be analyzed in this section. The key parameters con-
sidered here are the pressure, the velocity information and the ethanol
mass fraction field.

6.1.1. Pressure
Fig. 8 shows the pressure profile in the simulated channel. The

pressure drop from both inlets relative to the outlet is about 1000 Pa. As
can be observed in Fig. 8 the highest-pressure zones are located be-
tween the inlet tube and the stratifiers. There is a higher pressure drop
at Inlet one (straight inlet), as Δp is proportional to the higher flow rate
at this inlet. Also a low pressure zone right after T-junction can be
observed.

6.1.2. Velocity
A contour plot of the velocity magnitude can be seen in Fig. 9. The

highest velocities can be found at the channel outlet, as both inlet flows
are accumulating. Inlet one with the higher volume flow rate shows
higher velocity compared to inlet two (∼2×). The velocity in the
stratifier tubes is higher due to the smaller flow cross section. The
stratifiers manage to remove flow disturbances (e.g. the flow profile at
the inlet section and before the stratifiers) and turbulence structures
larger than the inner diameter of the stratifier tubes (2.8 mm). At the
exit of the stratifier tubes small free jets can be observed, which decay
after approximately 25mm and as it is known turbulent jets decay
within 7–10 jet diameters [53], after that a homogenous flow is

Fig. 5. Raman spectra of the calibration standards. Inset: Calibration curve with linear fit
and confidence bands (95%).

Fig. 6. Example of Raman spectra, collected at different positions on profile three.

Fig. 7. Mass of fluid storage tanks and fluid flow rates during the experiment.

Fig. 8. Pressure contour plot on the symmetry plane after reaching steady state.
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developed, which can propagate through the channel. When the two
streams join at the T-junction, the fluid velocity fluctuates across the
channels cross section. Close to the wall opposite to the T-junction the
velocity starts increasing; adjacent to the T-inlet a local recirculation
zone can be observed. This swirling flow is generated right after the T-
junction and causes some fluctuations in the velocity field further
downstream.

6.1.3. Ethanol mass fraction distribution
Fig. 10 shows flow path-lines colored with ethanol mass fraction

and the velocity contours on five cut planes spaced equally (5 cm) from
each other. The recirculation zone close to the T-junction strongly af-
fects the fluid flow, which in turn affects mixing. As the density of the
stream with higher ethanol mass fraction is lower, the flow is guided
above the water stream by buoyant forces before the two streams
eventually mix. This has an adverse influence on the mixing perfor-
mance after the T-junction.

For a quantitative analysis of mixing progress in the channel a series
of evaluation planes have been selected along the channel from the
mixing point to the outlet. For each of the planes, the minimum,
maximum and median of ethanol mass fraction as well as their standard
deviations are calculated as a parameter for quantifying the extent of
mixing. Calculated values are plotted in Fig. 11 over the length of the
channel [54] (standard deviation of zero shows ideal mixing). Fig. 11

shows the minimum ethanol mass fraction right after the T -junction is
zero while the maximum mass fraction is still the ethanol inlet mass
fraction (∼0.889 kg/kg). These values stay constant for about 10 cm
(∼7 hydraulic diameters), then the minimum starts increasing and
maximum starts decreasing. Finally, they converge towards average
mass fraction of ethanol. As mixing progresses, 1st quartile, median and
3rd quartile of the ethanol mass fraction also converge towards the
average mass fraction. However, complete mixing does not occur
within the length of the channel: At the outlet still some non-uniformity
in the ethanol mass fraction profiles can be observed.

The quality of mixing along the length of the channel can be ex-
amined by evaluating the standard deviation of the ethanol mass frac-
tion as a fast and reliable measure for the mixing progress [55]. Fig. 11
shows the standard deviation of ethanol mass fraction along the mixing
zone. The data is extracted from the same positions as box plots. In the
first 15 cm the standard deviation decreases with a bigger slope com-
pare to the rest of the length, which suggests stronger mixing in this
region. This can be explained by the production of more turbulence at
the contact region of the two separate streams (shear layer – Fig. 12)
and consequently a higher turbulent diffusion coefficient. Fig. 13 shows
the turbulent diffusion coefficient in the mixing region, as expected the
turbulent diffusion coefficient is lower in the laminar inlet compared to
the turbulent inlet. The highest turbulent diffusion coefficients can be
found after the T-junction where the two fluids join which is the region
where the flow has highest fluctuations. Since the turbulent diffusion
coefficient (∼0.02m2/s) is much higher than molecular diffusion
coefficient (∼10−8 m2/s), the turbulent diffusion is the dominant
phenomena in mixing.

6.2. LDV measurements

Measurements over all four profiles were performed and LDV

Fig. 9. Velocity magnitude contour plot on the symmetry plane after reaching steady
state.

Fig. 10. Flow path-lines colored with ethanol mass fraction and also velocity magnitude
contour plots on the equally spaced (5 cm) cut planes after the T-junction after reaching
steady state.

Fig. 11. Ethanol mass fraction box plots and standard deviation of ethanol mass fraction
(red dotted line) after the T-junction – embedded figure shows the starting and end po-
sitions of box plots.

Fig. 12. Velocity magnitude box plots and standard deviation of velocity magnitude (red
dotted line) after the T-junction – for positions check the embedded picture in Fig. 11.
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velocities were analyzed and plotted. In Fig. 14 points indicate the
experimental measurement spots along the y-axis depicted in Fig. 3.
The simulation results and the experimental findings match within the
estimated measurement uncertainty, e.g. at profile three in Fig. 14 the
velocity increase close to the wall (at position∼ 27mm) can be ob-
served in both simulation and experiment. Overall, the mean deviation
between the measured and simulated velocities over all measured
profiles is 8%.

6.3. Raman measurements

Volume fraction data derived from Raman spectra was evaluated at
profiles three and four only, since no volume fraction changes were

observed in the inlet flow profiles one and two. The points in the plot
indicate the mean experimental values (time-averaged Volume frac-
tion). Fig. 15 shows that the measured data compares reasonably well
to the CFD simulation. In profile three, at the starting position, both
CFD and experiment show low volume fraction values close to zero. For
both methods, the volume fraction starts rising at around 15mm and
reaches a maximum of 90% ethanol volume fraction at approximately
20mm. The slope of the ethanol volume fraction gradient differs in
both simulation and experiment, but it is still reasonably resolved. In
profile four the trend, the maximum and minimum volume fractions are
in good agreement between simulation and experiments, except for the
first three measurement points, where the volume fraction derived from
Raman spectroscopy is consistently smaller than predictions from CFD
indicate. Here, the mean deviation between the measured and simu-
lated volume fraction is 23%, which is a higher margin of error than
obtained for velocity. This is primarily caused by the discrepancies in
profile three, where CFD predicts a steeper slope in volume fraction
than measured with Raman spectroscopy, which results in high devia-
tions for points located in this region, although the position of the
transition is predicted correctly within the limits of the spatial resolu-
tion. Excluding points at this region, the mean deviation between model
and experiment reduces to less than 10% in predicting volume fraction.

Generally, deviations between simulated model predictions and
experiments are to be expected. The reasons are manifold: part of the
discrepancy comes from the assumption of ideal behavior in CFD si-
mulation, such as boundary conditions and the models. Examples in-
clude velocity inlet or pressure outlet boundary conditions which are
considered to be uniform with fixed values and are influenced by
practical limitations (e.g. fluctuations in flow caused by the pumps,
etc.), that cannot be controlled or fully eliminated experimentally.
Using ideal models (e.g. ideal mixing behavior of the components) can
also lead to differences between simulation and experiment.
Furthermore, the inaccuracies in dimensions of experimental setup can
also contribute to these deviations. The other point, which has to be
considered, is the different spatial resolution in the simulation and
experiment. In the simulation, the resolution is limited by the dis-
cretization of the domain for the numerical solution of the flow, con-
trary to experiments, where the resolution is defined by physical
parameters, e.g. depth of focus of the optics used.

7. Conclusion

A new method for simultaneous measurement of velocity and con-
centration of different substances in a process stream is proposed. The
new technique is based on the combination of two already well-estab-
lished methods in the respective fields: LDV and stand-off Raman

Fig. 13. Turbulent diffusion coefficient in the mixing region after reaching steady state.

Fig. 14. Measured and simulated velocity magnitudes (x and y components) profiles at
different cross sections. In profile three and four some experimental points (shown with
triangles) were replaced by data from another experiment under the same condition due
to low LDV data rates because of scratched channel glass.

Fig. 15. Measured and simulated volume fraction profiles at different cross sections.

B. Haddadi et al. Chemical Engineering Journal 334 (2018) 123–133

131



spectroscopy. The laser source from the LDV was used for multiple
purposes: The back scattered light from the seeding particles in the fluid
flow was collected and analyzed for the velocity evaluation. In addition
to that, Raman spectra were collected simultaneously from the same
focal position of the LDV measurement volume at the same exact time.
Using a traverse system both optical systems were translated in space in
order to capture profiles inside the flow geometry. A proof of concept
study in lab scale was successfully carried out on a T-junction trans-
parent channel (rectangular cross section, 1× 3 cm) using ethanol so-
lution and water as mixing fluids at ambient conditions (298 K,
1.025 bar). Flow rates were adjusted to 0.08 kg/s for the water stream
and to 0.04 kg/s for the ethanol stream. Profiles were acquired at four
different positions in the T-junction: one profile for each inlet (3 mm
steps, 10 points per profile), one profile close to the junction (2 mm, 15
points) and one profile down the stream (2 mm, 15 points). At each
point data was collected for ten seconds.

Additionally, the measurement geometry was simulated using CFD.
A multi-species solver for simulating miscible fluids was developed
based on the open-source CFD package OpenFOAM®. The simulation
was set up with boundary and operating conditions derived from the
experiments. Because of different flow regimes in the channel
(Reynolds number between 1700 and 5000), a transitional turbulence
model was applied. The simulation was run for 5 s (exceeding twice the
volumetric residence time).

Based on the analysis of the simulation results it was found the
turbulent diffusion coefficient (∼0.02m2/s) is much higher than the
molecular diffusion coefficient (∼10−8 m2/s) and turbulent diffusion is
the dominant phenomena in the mixing region. Simulation results were
also compared to measurements and good agreement of measured
features and the simulation results could be observed (minimum,
maximum and changes in velocity and Volume fraction), which affirms
the feasibility and suitability of the suggested method. However, dis-
crepancies between experiment and simulation were observed for both
velocities and Volume fraction, in the order of 8% for predicted velo-
cities and 23% for Volume fraction. The higher deviations in the
Volume fraction evaluation mainly can be attributed to the different
slope predicted by CFD and measured by the experiment in the tran-
sitional region from low to high ethanol Volume fraction, although the
position of the transition is predicted correctly. Excluding these points,
the mean deviation between model and experiment reduces to less than
10%. The observed differences can be explained by applying ideal
boundary conditions and models in the CFD and uncertainties in the
experimental parameters and setup. Furthermore, the inaccuracies in
dimensions of experimental setup can also contribute to these devia-
tions. Another point, which has to be considered, is the different spatial
resolution in the simulation and experiment. In the simulation, the
resolution is limited by the discretization of the domain for numerical
solution of the flow, contrary to experiments, where the resolution is
defined by physical parameters, e.g. depth of focus of the optics used.

The presented concept of combining LDV and Raman can provide
valuable information on flow properties and composition of a process
stream whilst maintaining spatial and temporal accuracy. In this study a
proof of concept experiment is shown, with measurement data averaged
over 10 s per point. The integration time for Raman spectra was set to
1 s in order to achieve sufficient high signal to noise ratios, which is
imperative for accurate quantification of a chemical component.
Accumulating spectra and using averages is a commonly used technique
to improve signal to noise in Raman spectroscopy and in this case al-
lows the study of fluctuations of the Raman measurement, as each
spectra can be compared to the next one. However, faster measure-
ments would be desirable and are definitely possible through optimi-
zation of several used components, like collection optics, power of the
excitation laser, throughput of the spectrograph etc. This could result in
integration times well below 1 s and in consequence increase the tem-
poral resolution of the whole combination. Generalization of mea-
surement time for Raman is hard to estimate as it depends on

aforementioned reasons amongst others, e.g. the Raman cross section of
the compound of interest, which can change drastically and is therefore
best adjusted by experiment. The optimal situation would be that the
presented combined technique has a higher measurement frequency as
the phenomena present in the fluid stream. This would allow for an
instantaneous exploration of velocity and concentration in the process
of interest.

8. Outlook

Using the same laser source for both Raman and LDV evaluation of
the streams ensures identical positioning and local accordance of the
collected information. Additionally, this method shows potential to
measure the slip or drift flux velocity of multiphase mixtures with low
volume fraction of dispersed phase, e.g. pipe flows, where gas and li-
quid can flow in different directions [56]. An alternative construction of
the instrumentation with back-scatter detection for LDV and Raman are
possible, allowing for only one optical opening being necessary. Using
optical fibers, the size of these optical access points can be further re-
duced. This construction would be also attractive for industrial appli-
cations since it could be integrated within one single case.

Although the interpretation of Raman spectra can be more chal-
lenging at times because of overlapping spectral features due to dual-
color excitation, using a full Raman spectrum provides the possibility of
examining multi-component streams in terms of concentrations and
compositions. Here, chemometric approaches can help untangle com-
plex spectra and deliver information of the participating compounds
with high selectivity and sensitivity. New Raman devices or techniques
like time-gated spectroscopy can allow for much faster acquisition of
Raman spectra and thus be used for identifying turbulent fluctuations of
the concentrations of the components. It would also allow for differ-
entiating of micro- (diffusion based) and macro mixing (convective).

It is proposed that this combination of methods can deliver ad-
vantageous insight into processes not only in scientific research but also
in industrial plants. However, more investigations are required to make
the new approach suitable for industrial applications.
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CHAPTER 5

Stand-off Hyperspectral Raman Imaging

Raman spectroscopy is usually a non-invasive and non-destructive way of analyzing a

wide range of substances based on the inelastic scattering of photons. The scattering

nature of the Raman effect implies the efficient collection of scattered photons from

the sample, which contain molecule specific information of the vibrational transitions

excited by the incident radiation and can be done in several ways. Raman microscopes

use the optical setup of reflected light microscopes to create small focal points and

collect from high numerical apertures, whereas hand-held devices use close contact to

efficiently detect the Raman light. Both are not suitable when the sample is located

in remote distances. Stand-off applications, where the instrumentation is physically

separated from the target, offer several advantages for such endeavors, especially if

dangerous or hard to reach samples are of interest. The following sections will give an

overview over the developments of stand-off Raman spectroscopic instruments, their

working principle and performance for the remote detection of explosives. Advance-

ments in stand-off Raman imaging will be presented, where both mapping and hyper-

spectral imaging techniques will be explored, discussed and compared. Finally, the use

of chemometrics and image processing on the datasets acquired with stand-off Raman

imaging will be shown and the benefits of this combination will be discussed.
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Chapter 5. Stand-off Hyperspectral Raman Imaging

Figure 5.1:

Different detection scheme employed in Ra-

man spectroscopy. a) Standard configuration

with operator, instrument and sample in close

proximity. b) Remote configuration, where

the instrument is deployed to the sample and

transmits the analysis result. c) Stand-off con-

figuration, where the instrument and operator

are located distant from the investigated sam-

ple.

5.1 Stand-off Raman spectroscopy

Stand-off Raman spectroscopy describes a technique, where the instrument and oper-

ator are located at a certain distance from the sample under investigation (see figure

5.1). The principle of stand-off analysis using Raman spectroscopy was first proposed

in the 1960s [104]. The problems identified at the time were mainly concerned with

the adequacy of sensitivity arising from the inherently low signal levels, long-distance

ranges and usually low sample concentrations [105, 106]. With the advent of small,

high powered lasers the problem of long distances between sample and spectrometer

was partially solved, as the laser beams stay collimated across large beam paths. Fur-

ther technological development in the field of lasers and learnings from optimizations

during the 1960-70s, in the early 1990s the first compact prototypes for the detection

of solid and liquid samples at distance ranging from 6 to 16 m were reported [107]. The

first major identified field of application for such systems was the planetary exploration.

Minerals have distinct and often quite strong Raman signals and also organic material,

if present, may be detected. Hence, several efforts have been made to show the ca-

pability of stand-off Raman instruments for the identification of minerals over distances

greater than 200 m [108], even 400 m [109]. These developments culminated in the

integration of stand-off Raman into the mast camera suite known as SuperCam of the

2020 Mars rover, where among Laser Induced Breakdown Spectroscopy (LIBS) and IR

also stand-off Raman plays a crucial role for the identification of minerals and organic

material [110].

The second most investigated application is the safe detection of hazardous and/or ex-

plosive materials at a safe distance. Several studies have assessed the applicability of

stand- off Raman systems for remote identification of these compounds. A wide range of

explosives, including RDX, TATP, PETN, TNT and urea nitrate and additionally, more eas-

ily accessible explosive inorganic salts such as several nitrates and perchlorates have
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5.1. Stand-off Raman spectroscopy

been detected [111]. The most used technique thereby is spontaneous Raman scatter-

ing. There are however also nonlinear techniques used for Raman spectroscopy, namely

Coherent anti-Stokes Raman Spectroscopy (CARS) and Stimulated Raman Spectroscopy

(SRS). CARS is a third-order non-linear optical process involving three laser beams: a

pump beam, a Stokes beam and a probe beam. These beams interact at the sample and

generate a coherent optical signal, which is resonantly enhanced when the frequency

difference between the pump and the Stokes beams coincides with the frequency of

a vibrational transition [112, 113]. For SRS, which is also the underlying principle of

Raman lasers, a Stokes beam is employed stimulating a specific vibrational transition.

When the difference in energy between both pump and Stokes beam coincides with the

energy of a specific vibrational transition, the occurrence of this transition is resonantly

enhanced.The analyzed signal is equivalent to changes in the intensity of the pump and

Stokes beams. SRS and CARS show orders of magnitude stronger signals than sponta-

neous Raman emission due to their coherent nature. This is of course very attractive for

the low signals expected for stand-off applications, since the sample-detector distance

is high and laser powers can be reduced. The major drawback is however the increase

in complexity of the optical and electronic instrumentation and the need of having co-

herent light over large distances, which is challenging in itself.

Although there are several different laser based sensing methods available for the re-

mote detection of explosives, Raman spectroscopy has some key advantages: It is

non-destructive, instrumentally straight-forward and can be designed compact in size.

The first is especially important if sensitive samples like explosives are investigated.

Some compounds are of limited stability and can be triggered by intense focused laser

beams, such as needed for LIBS. It has to be noted however, that with advances of suit-

able laser sources in the MIR spectral region, also stand-off MIR reflection techniques

are now able to detect small amounts of explosive at reasonable distances [114].

The notion that one particular remote laser sensing technique will give a complete pic-

ture of the chemical composition of a target has to be dismissed. Instead, approaches

compromising a combination of more than one laser spectroscopic technique will most

likely result in a more in-depth analysis. This concept is well documented for planetary

exploration with the prime example being the SuperCam on the Mars 2020 rover. For

the detection of explosives, the same approach has been undertaken during the OPTIX

(Optical Technologies for the Identification of Explosives) project [115], a EU-FP7 funded

international research program, where a combination of Raman, LIBS and IR was sought

after and in which also part of the work presented here was supported.
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Figure 5.2: Illustration of the general built-up of a stand-off Raman spectrometer. The laser

beam is directed at the sample, where the inelastically backscattered light tis col-

lected by an appropriate collection optic. Subsequently, the laser light is blocked by

an Rayleigh filter (F), after that the light is spectrally analyzed and detected.

5.1.1 Stand-off Raman instrumentation

Figure 5.2 shows a principal set of components necessary for stand-off Raman spec-

troscopy. The light exiting the excitation laser is usually focused on the sample of inter-

est and the backscattered light is collected by an appropriate optics. Since in stand-off

configuration large distances between the the instrument and the detector are desir-

able, long focal lengths of the collection optics are favorable. The most used optical

component fulfilling this requirement are telescopes. Available in wast variety of ge-

ometries, they are based either on solely lenses (refractive telescopes, historically the

first available) or on mirrors (reflective telescopes) or a combination of both (catadiop-

tric telescopes). For optical systems with large focal lengths, very large diameters D

are necessary to achieve high light gathering powers. The first refractive telescopes

employed lenses, which were increased in size until approximately 1 m. Lenses with

greater diameter were so heavy, that due to gravitational deformation no satisfactory

image quality could be achieved. Mirrors on the other hand could be produced in a sta-

ble manner much bigger in size, although at the beginnings the lack of manufacturing

prowess to produce complex shapes limited their use, because of spherical aberrations.

The saving grace was a combination of both lenses and mirrors, creating catadioptric

telescopes. The main advantage of reflective telescopes, besides bigger diameters, is

the possibility to construct them smaller in size. The employed Cassegrain-geometry

"folds" the beam by using a primary mirror with a hole, through which the image is pro-

jected with the help of a second mirror (see figure 5.2). To correct the spherical errors of

this arrangement, a Schmidt corrector plate is introduced as entrance window, forming

the Schmidt–Cassegrain telescope variant. It is one of the most popular commercial

designs of amateur astronomical optics and is therefore already optimized for use in

the visible region of the EM spectrum, available at a very moderate price. Additionally,
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5.1. Stand-off Raman spectroscopy

Figure 5.3:

Timing diagram of a pulsed excitation

with synchronized detection. The laser

pulse is detected by a photodiode (or in-

ternally given) producing a synchroniza-

tion pulse. After a certain delay time td

the gate of the camera is opened for a

given period (τg).

it is important to keep in mind that the collection optics properties should be closely

matched to the input requirements of the wavelength discrimination and light detection

unit in order to maximize the light throughput.

Taking another look at equation 2.29, we can see that the choice of excitation wave-

length heavily influences the Raman scattering cross section, namely by the inverse

fourth power. This means shorter wavelength are significantly more effective. This is

one of the reasons why Raman spectroscopy to this day is mostly performed in the vis-

ible region of the EM spectrum. However, one can imagine, with a stand-off apparatus

used in open field or on the surface of a planet under solar irradiance will not yield

satisfactory results, as the low intensity of Raman scattering will make it impossible

to distinguish interfering light (e.g. daylight) from the photons containing information

about the target. If however, a pulsed laser is used and the dedicated photon detector

possesses the ability to gate at the time frame of the pulse-length of the laser, a syn-

chronized detection scheme can be applied, which is illustrated in the time diagram in

figure 5.3. The basic steps are the following: First, a reference pulse triggers a laser

pulse of a certain pulse duration or the laser fires and produces a trigger, which acts as

a starting point. After a specific delay time td, which corresponds to the time of flight

of the photons traveling towards and backwards from the target, the detector opens its

gate for the duration of the incoming, backscattered photons. The gate time τg should

be optimized to get as many photons, specifically scattered from the target, as possi-

ble, which will be in the range of the pulse-length. This process can then be repeated

a number of times with a repetition rate equal to the emission rate of the pulsed laser,

which will increase the SNR significantly. It has been shown, that this way quality spec-

tra can be acquired even in broad daylight, which would not have been possible in a

continuous wave measurement [116]. Another important part of any Raman spectrom-

eter is the Rayleigh filter (denoted as F in figure 5.3). Since the Rayleigh scattering

cross section is orders of magnitude greater than the Raman scattering cross section,

the very intense elastically backscattered light has to be blocked out for the detector
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Figure 5.4: Different principles of Hyperspectral imaging. a) Mapping or Whiskbroom imaging.

b) Line-scanning or pushbroom imaging. c) Staring or Spectral scanning imaging.

not ot be over-saturated with light. This is either done by high-pass edge-filters, which

have a steep cut-off at wavelengths a little higher than the excitation wavelength and

let the red-shifted light pass or by notch filters, which exhibit strong absorption exactly

at the laser wavelength and thereby efficiently blocking it. Afterwards a wavelength

discrimination device analyzes the light spectrally, before it’s detected on the photon

detector.

5.2 Remote chemical detection using Hyperspectral Raman
Imaging

The following section will explore the different possibilities of building a stand-off Raman

imaging system. The main motivation is the need for spatial resolved measurements

for a number of applications. If a larger area has to be scanned for hazardous or po-

tential explosive residues, a single point measurement will not suffice. Two different

approaches will be discussed in more detail: one is mapping the laser point over the

target, the other is using a tunable filter to aqcuire a direct image. The result is in both

cases a 3D dataset, where two axis are populated with local coordinates and the third

is a spectral axis. This is usually called a Hyperspectral Image (HSI) cube and the asso-

ciated measurement techniques are known as Hyperspectral Imaging techniques. Both

approaches will be compared. The latter system is also designed to be used as a mobile

stand-off Raman analyzer, which can be operated off a small vehicle. It should be noted

at this point, that this systems is not limited to the detection of explosives and similar

compounds, but can also be used in arts and cultural heritage analysis or geological

investigations, among other.
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5.2.1 Hyperspectral Imaging: an overview

The term Hyperspectral Imaging (HSI) first originated in the 1980s in remote sensing

with airborne imaging spectrometers used for mineral mapping [117]. Nowadays, HSI

describes an ever increasing and constantly evolving field of chemical and structural

image analysis, which provides spatial and spectral information at the same time for a

given sample of interest. Popular applications range from airborne remote sensing over

food quality and safety [118] to microbiology [119]. As already mentioned, the result of

HSI devices are three-dimensional datasets, which consist of the two-dimensional spa-

tial information and an additional spectral dimension. Generally, two different method-

ologies of HSI measurements can be differentiated: spatial and spectral methods. Spa-

tial scanning methods, where the image is created by mapping the point of measure-

ment over the target surface, can be divided into two groups: point-by-point mapping

(whiskbroom imaging, shown in figure 5.4a) and line-scanning (pushbroom imaging,

shown in figure 5.4b). Whiskbroom imaging, a spectrum of a specific spatial position of

the sample is obtained and then the area of interest is scanned by moving pointwise to

generate a mapping of the sample surface. This is the most common method of modern

Raman microscopy (often also called micro-spectroscopy), the obvious integration of a

Raman spectrometer into a confocal microscope.

Using a cylindrical lens on a Gaussian beam, especially Powell lenses, otherwise known

as laser line generation lenses, laser lines with uniform intensity distribution can be

created. If such a laser line is employed for excitation, a whole line of spectra can be

recorded at the same time and when scanned laterally over the sample a HSI can be

created. Known as the pushbroom approach, it utilizes the fact that most detectors used

for spectroscopy are two-dimensional arrays with one free dimension (which is usually

binned vertically), which can be used to image one dimension of the sample surface.

This leads usually to a considerably increase in acquisition speed.

Spectral scanning methods collect a two-dimensional spatial image for a given wave-

length band at a time. Therefore, the HSI cube is built by stacking spectral snapshots

on top of each other (see figure 5.4c). This requires selecting a certain wavelength and

image it onto the detector array, which can be facilitated by tunable bandpass filters.

Depending on the application, the filters have to provide an adequate width of the band-

pass, good optical throughput, a large optical aperture for passing the image and fast

and reliable tuning. A wide range of possible technologies exist, where acusto-optical

tunable filters (AOTFs), tunable Fabry-Perot interferometers and liquid crystal tunable

filters (LCTFs) are most commonly used.

A special mention should be given to techniques that capture the full HSI in one shot.

Analogous to color image sensors, mosaic filters are applied to the whole sensor giv-

ing adjacent pixels distinct sensitivities. These devices promise the fastest acquisition
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Figure 5.5: Optical setup for the mapping stand-off Raman instrument. The final coaxial mirror

is mounted on a motorized kinematic mount for computer controlled movement of

the laser beam at the target.

rates, although the number of spectral bands and the spatial resolution might be some-

what limited [120, 121].

5.2.2 Stand-off Raman mapping

In 2010 during my bachelor thesis working for the OPTIX project, it was shown that a

peculiar effect used in some standard Raman applications can also be used in stand-off

Raman spectroscopy. Spatially Offset Raman Spectroscopy (SORS) describes a method,

where the laser beam is spatially translated from the collection point [122, 123], en-

abling the detection of Raman signals originating from matter inside the sample. We

could show that using SORS, signals from explosive material inside various containers

could be acquired and that fluorescence originating from surface layers could be consid-

erably reduced, making the stand-off measurement of different substances concealed

in diverse containers possible [124, 125]. This work needed precise positioning of the

laser beam at stand-off distances of over 10 m. It was facilitated by using a kinematic

mirror holder (Thorlabs KM100), actuated by stepper motors (Thorlabs ZST213). With

their positioning accuracy of <2.5 μm, the biggest positional error in 15 m distance

would be below 1 mm. Compared to the spot size of the EKSPLA NL301HT of approx-

imately 6 mm, this was considered satisfactory. In order to correlate the laser beam

position on the target to the mirror position, which was actuated by the stepper motors,

a bilinear calibration in the form of

P = 0 + 1 + 2y + 3y

Py = b0 + b1 + b2y + b3y,
(5.1)
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Figure 5.6: a) Pattern of 9x9 1 mm spaced points, produced by accumulating ten laser pulses on

a piece of photo-paper at a distance of 15 m. b) Photo of the mirror setup including

the two stepper motors (1,2), the kinematic mirror holder (3), the beam conditioning

unit (5) and the laser (4).

was applied, where Pi are the motor position and ai, bi the parameters of the respective

coordinate, which have to be determined through a calibration process. Usually 8 points

were chosen and positioned to with the actuators, while every position was marked on

the target surface. Then the correlation parameters ai and bi could be calculated. With

this a very regular pattern could be produced, shown in figure 5.6 along with a photo of

the setup.

The telescope used is a Celestron C6-XLT, a 6 inch (152.4 mm) Schmidt-Cassegrain type

tube featuring a focal length of 1500 mm (f/9.9). Connection to the spectrograph was

facilitated by an optical fiber, namely an Avantes round-to-slit fiber bundle (200 19 μm

fibers) with an NA of 0.22 (f/2.23). A f-number matching lens with a focal length of

50 mm was used after a long-pass edge-filter was put in place to block out the Rayleigh

scattered light. The slit end of the fiber was positioned collinear to the entrance slit

of the spectrograph for maximum light throughput. The spectrograph was of Czerny-

Turner configuration and acquired from Princeton Instrument (Acton SP2750) with a focal

length of 750 mm and a aperture of f/9.7. The triple grating turret was equipped with

a 300, 600 and 1800 grooves/mm blazed gratings. The output of the spectrograph was

directed onto a Princeton Instruments PI-MAX iCCD camera, already featured in the first

column of table 3.3. Spectra were acquired by binning the vertical pixels columnwise.

Stand-off Raman mappings were acquired by setting specific location and then fire a

certain amount of pulses onto the sample, whilst the camera detected the backscat-

tered photons after a specific delay. To increase the SNR level, several pulses were

co-added onto the CCD chip, accumulating more signal. The spectra was then recorded

and saved on disk. The next position of the mapping was subsequently started. This

process was repeated until the map was completed. For easier handling all of these

step were automated using LabVIEW.
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The achievable Field Of View (FOV) of optical components can be calculated according

to [126]

AFOV = tn−1
�

h

2bƒ

�

with b = 1 +
|m|

mp
and |m| =

ƒ

d − ƒ
, (5.2)

where AFOV is the angular FOV, h is the sensor height (or aperture diameter), b is the

bellows factor, ƒ the focal length, |m| the perpendicular magnification, mp the pupil

magnification and d the distance to the object plane equal to the working distance. The

horizontal FOV is then calculated as

HFOV = 2d tn
�

AFOV

2

�

. (5.3)

To calculate the HFOV for the fiber coupled telescope, a diameter of 1.5 mm for the fiber

bundle was measured, the effective focal length of the telescope and matching lens was

calculated to be 1000 mm, resulting in an AFOV of 0.08◦. The HFOV then amounts to

approximately 22 mm at a distance of 12 m, which was also measured and can be seen

in figure 2a of Publication V.

Generally, the performance of this type of mapping stand-off Raman imager is discussed

in Publication V. As one can imagine, 22 mm is a rather limited FOV, hence the map-

ping of the laser beam relative to the telescope is not suitable for larger images. Here, a

collinear approach would exceed this limitation, but would also require the movement of

the whole telescope setup. This means setting and stabilizing a new point for measure-

ment will take a considerable amount of time, which is clearly the time consuming step

in this kind of imager. Similarly, the required spatial resolution for a map will increase

the measurement time, since each additional point has to be recorded in sequence. So

it seems cumbersome for imaging a larger area without prior knowledge of the loca-

tion of a desired target substance. Here, imaging techniques using the whole FOV of

the collection optics should be better suited, which will be discussed in the following

sections.

5.2.3 Building a stand-off HSRI

To decrease the time necessary for imaging a given area of interest, a bigger FOV is

desirable. The only reasonable choices for achieving that are either using different op-

tics or, as proposed here, use a bigger sensor size. Since the diameter of commonly

available fiber bundles is limited and achieving a greater FOV with a fiber coupled sys-

tem would not really achieve acceptable spatial resolution without extensive mapping,

direct imaging onto a iCCD seems to be the logical choice. For that, as previously

mentioned, a tunable filter with a large enough aperture is needed to select a certain
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Figure 5.7: a) Illustration of the principle setup for a staring stand-off HSRI instrument. b) The

general structure of the HSI in the starting HSRI type with stacked spectral snap-

shots, where the same pixel on every stack represent the measured Raman spec-

trum.

spectral band and pass the corresponding image to the array detector. One suitable

technique, the AOTF, consists of a birefringent crystal attached to a piezoelectric trans-

ducer. These devices diffract transmitted light by the refractive index pattern created

by the standing acoustic wave and thus provide a programmable grating. The spec-

tral position of the bandpass is selected by changing the frequency of the transducer

i.e. the sound wave [127]. The main drawbacks of AOTFs are the image degradation

due to image shift during tuning, image dispersion in the direction of diffraction and

the relativ broad spectral bandwidth. Nevertheless, AOTFs have been used for Raman

spectroscopy [128, 129]. Another possibility is the use of tunable Fabry-Pérot cavities,

as described in section 3.1.5. Here, previous studies used piezo-actuated, large aper-

ture tunable cavities to achieve a tunable filter in the UV region, but there is still room of

improvement regarding spectral resolution and throughput [130]. Yet another suitable

candidate is the liquid crystal tunable filter (LCTF). It is based on the concept of a bire-

fringent interferometer discussed in section 3.2.4 and features fast electronic tuning,

very good spectral resolution with a decent optical throughput. The fact that it is also
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Table 5.1: Different commercially available LCTFs and their characteristic properties. VS stands

for VariSpec.

VS VIS/VISR VS SNIR/NIRR VS LNIR VS XNIR

Spectral range 400/480-720 nm 650-1100 nm 850-1800 nm 1200-2450 nm

Bandwidth 7, 10, 20/ 0.25 nm 7, 10/ 0.75 nm 6, 20 nm 9 nm

Aperture 20/ 35 mm 20 mm 20 mm 20 mm

Acceptance angle 7.5◦/ 3.5◦ 7.5◦/ 3.5◦ 3.5◦ 3.5◦

Response time 50 ms/ 150 ms 150 ms 150 ms 150 ms

commercially available made it the candidate of choice for the design of a stand-off

HSRI. The properties of commercialized LCTFs are listed in table 5.1 and a illustration of

a single stage can be seen in figure 5.8b. The LCTF used in this thesis was the VariSpec

VISR because of its spectral resolution of 0.25 nm. The manufacturer assures a wave-

length stability of 0.03±0.5 nm, stable operation from 10 to 40◦C and a maximum input

power of 500 mW/cm2. It provides an easy to use serial interface, is also powered

over the USB bus and has no mechanical moving parts, which allows rugged sensing

in difficult environments. The included software development kit (SDK) allowed a fast

programming and integration into the LabView environment.

5.2.4 Characterization of the HSRI

Figure 5.8a shows the transmission of the LCTF at different spectral positions over the

whole tuning range. With 50 % being the theoretical maximum of transmission, this is

only achieved in the longer wavelength range of the useful spectral range. Figure 5.8c

shows a zoomed part of two transmission bands at 520 and 530 nm, which both feature

bandpasses narrower than the specified 0.25 nm. During the assembly of the LCTF,

telescope and the camera, a test object was scanned for evaluation of the optical ar-

rangement. A fluorescent light bulb was chosen as first analysis target, a monochrome

picture is shown in figure 5.9a. A HSI of the turned on bulb was acquired starting at

480 to 720 nm with a step size of 3 nm, with the intensifier of the camera being at

5 % and the gate at 10 ms. A fluorescent lamp is a form of low-pressure mercury dis-

charge lamp, with a cathode at each end consisting of a coiled tungsten heater coated

with special oxides of barium and strontium, which emit electrons when heated. These

electrons ionize noble gas atoms inside the bulb surrounding the filament to form a

plasma through impact ionization. Then also the mercury atoms are ionized through
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Figure 5.8:

a) Measured

transmission of

the VISR LCTF.

b) Illustration

of a single Lyot

type cell used in

the VISR LCTF

with P...polarizer,

R...fixed retarder

and LC...liquid-

crystal. c) Zoom

in of two trans-

mission bands at

520 and 530 nm.

avalanche ionization and emit in the UV region of the EM spectrum. The inner surface

of the lamp is coated with a fluorescent coating made of varying blends of metallic and

rare-earth phosphor salts to shift the spectrum of the lamp into the visible. Depending

on the composition and doping of the phosphor components, the perceived spectrum

(and the measured on of course) changes. A "cool white" labeled fluorescent lamp uti-

lizing two rare-earth-doped phosphors, Tb3+, Ce3+:LaPO4 for green and blue emission

and Eu:Y2O3 for red. Figure 5.9d shows the spectrum of a position on the center of

the fluorescent tube of the lamp (P1) and one spectrum at the position of the cathodes

(P2). Except intensity-wise, the spectra are nearly identical, showing the main emission

peak from the 5D0–7F2 transition from Eu:Y2O3 [131]. Figure 5.9b depicts the intensity

distribution for this emission line, which follows nicely down the fluorescent tube. All of

the most prominent emission lines can be attributed to either Hg, Tb or Eu using the

NIST atomic spectra database [132]. Interestingly enough, at 697 nm (see figure 5.9c

and e) in the intensity distribution only the cathode areas light up, meaning that we see

a specific emission probably coming from the cathode material, although it is hard to

pinpoint which one it is (Tungsten has a line there, as has Ba and Sr per NIST database).

Nevertheless, it shows the ability of the setup to record sharp images of a target at a

distance of 12 m and the ability to measure sharp spectral lines (the maximal resolution

of te system was not exhausted, as only every 3 nm a point was measured due to file

size restrictions.)
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Figure 5.9: a) Black & white image of the fluorescent light bulb. b) Intensity distribution at

the most intense emission band at 612 nm. c) Intensity distribution at 697 nm. d)

Raw spectra of point P1 at the center of the light bulb and of point P2 located at the

electrodes. e) Inset showing zoomed version of the spectral range showing the most

significant differences between point P1 and P2.

5.2.5 Characterization of the pulsed, air-cooled laser

For laser power and pulse energy measurements of the Explorer One HE 532 pulsed

laser a Gentec SOLO 2 powermeter was used. Different laser repetition rates and diode

currents were applied. The repetition rate investigations were carried out with a diode

current of 7.54 A, which is the highest nominal rating for the current and delivers the

highest light output. Figure 5.10c shows this behavior, where when higher diode cur-

rents are applied, pulse energy as well as average power increase. Change in repetition

rate of the laser has a somewhat different effect: With lower frequencies, the pulse

energy increases, but the average power is reduced, which should be expected since

power is pulse energy times repetition frequency (see figure 5.10a). The average power

reaches a maximum at a repetition rate of approximately 18 kHz, before decreasing

again due to ever lower pulse energies. Laser pulses were examined using a Thorlabs

DET10A Silicon biased detector and a LeCroy 64Xi oscilloscope with a maximal sample

rate of 10 GS/s. As pulses are expected to be 10 to 100 ns long, the bandwidth and rise

time of the photodiode must be good enough to resolve the pulses in the time domain.
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Figure 5.10:

Characterization of

the Explorer One HE

532. a) Pulse energy

and average power

for different repetition

rates. b) Laser pulses

for different diode

currents. c) Pulse

energy and average

power for different

diode currents. d)

Laser pulses for

different repetition

rates.

The bandwidth can be approximated as follows:

BW =
1

2πRCj

τr =
0.35

BW
,

(5.4)

with BW being the bandwidth, R the load resistance, Cj the junction capacitance and τr

the rise time of the diode. In this study the diode was terminated with 50 Ω at the input

of the oscilloscope. The junction capacitance has a value of 6 pF, so the bandwidth

amounts to approximately 530 MHz and the rise time to approximately 0.7 ns. This is

sufficient to resolve the laser pulses, as figures 5.10b and 5.10d show. Laser pulses at

lower repetition rates show steeper pulses, which is related to the higher pulse energies

seen before. The change in form of the pulse with both repetition rate and diode current

is important to know, as the trigger signal is coming form a built-in photodiode and emits

a trigger pulse when a certain threshold is reached, which depends heavily on the pulse

shape. Hence, determining the perfect delay and gate time is to be redone whenever

one of those two parameters are changed.
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5.2.6 Design of a mobile, rugged an versatile stand-off HSRI

To built a mobile, field deployable stand-off HSRI, the first important component is the

laser. In this case, we used the DPSS Explorer One HE with a emission wavelength of

532 nm. It features air-cooling, small electrical and mechanical footprint and a trigger

output with very little jitter, important for correct and stable triggering in gated stand-

off Raman spectroscopy. The same telescope as in the mapping type instrument is

used, namely the f/9.9 Celestron C6 XLT with an aperture of 6 inch (152.4 mm) and a

focal length of 1500 mm. Since the whole scenery is to be acquired at once, an iCCD

with squared detector is employed. The Princeton Instruments PI-MAX 4 HBf offers high

detectivity and fast gating down to 0.5 ns, with a pixel size of 13 μm and a sensor format

of 1024x1024 px. Using equations 5.2 and 5.3, the AFOV when focused to infinity is

0.508◦, resulting in a HFOV of 133 mm. Since we are focusing closer than infinity,

the bellows factor surmounts to approximately 1.2, reducing the HFOV of our optics

to approximately 110 mm. This was also experimentally measured by putting a ruled

target at 15 m and evaluating the image at the iCCD. The LCTF has an acceptance

angle (half-angle) of 3.5◦ and an aperture of 22 mm. The f/9.9 telescope has a maximal

half-angle of 2.9◦, although the aperture with the physical extend of the filter (100 mm)

produces some vignetting at the sensor, which can be seen faintly in figure 5.9a at

the edges. To excite Raman signals over the whole FOV, the laser beam has to cover

the whole area. The laser ouput beam has a diameter of 0.8 mm with a divergence

of 3.9 mrad. Natively, this would result in a beam diameter of 22 mm at a working

distance of 15 m, which is not enough. Hence, a beam expander based on a Galilean

telescope was constructed. It consists of a concave lens, which widens the beam before

a convex lens collimates the beam again, but with a new beam diameter. The ratio in

focal length determines the change in diameter of the output beam. Here, two lenses

with focal lengths of ƒ1 = -50 mm and ƒ2 = 150 mm with a inter-lens distance of 100 mm

would give a 3-times widened beam with the same divergence as the input beam. That

would give us 59 mm beam diameter at 15 m, which is still not enough. So the beam

expander was slightly defocused, increasing the beam divergence of the output beam.

Now the beam was widened to fit the FOV of the camera/telescope optic. Nevertheless,

the output beam of the laser has a Gaussian profile, meaning the intensity towards the

edges falls off significantly. It is therefore more adequate to define an effective FOV,

given by the area with sufficient illumination to produce adequate Raman signals. To

determine this, a flat uniform polymer sheet was used as a target and the intensity

distribution was assessed. From this measurement we deducted that the effective FOV

is smaller than the visually illuminated diameter and by using a FWHM criterion, it was

determined to be 70 mm in diameter (see Publication V, Figure 2). Widening the beam

to this extend also decreases the power, which is radiated onto the sample. The effect is

134



5.2. Remote chemical detection using Hyperspectral Raman Imaging

quite drastic: Let’s assume a typical confocal Raman microscope with 532 nm excitation

laser has a focus point of about 500 nm in diameter and a power output of 20 mW. The

power density at the sample will be 102 mW/μm2, whereas the 2 W output power of

the pulsed laser are distributed over a diameter of 70 mm, resulting in a power density

of 5·10-7 mW/μm2. This equals a decrease of 2·108. Together with the challenge of

detecting the backscattered photons with smaller solid angles than when microscope

optics are employed, one can understand the skeptical demeanor of many scientist at

the beginning of stand-off or remote Raman applications. Nevertheless, the quality

of the acquired spectra is sufficient for most use cases and very well comparable to

standard techniques, as is shown in Publication V, Figure 3.

Another important issue is the stability and quality of the spectral resolution achieved

with the HSRI (primarily a function of the LCTF). To test this, a flat sheet of Teflon was

positioned at 15 m distance and a HSI was acquired. Subsequently, the intense and

sharp band at 746 cm−1 was analyzed by fitting a pseudo-Voigt profile and evaluating

the maximum and the FWHM. Inside the FOV of the system, good spectral stability both

ind position and bandwidth was obtained (see figure 2, Publication VI).

A more detailed comparison between the stand-off mapping and direct stand-off HSRI is

given in Publication V. Some features of the prototype should be highlighted here. The

LabVIEW user interface allows to control all of the components and the most important

functionalities involved in this technique. All laser parameters can be set, as well as the

lasing element temperature checked, which is of utmost importance for stable emission.

Additionally, a stepper motor was installed, which was connected to the focus knob of

the telescope. Hence, stable focusing inside the software is possible. Direct control

over the LCTF and monitoring of the elements temperature is also integrated. The most

important parameters to set during a measurement are:

Sequential or repetitive gating Sequential Gating allows for steady change of ei-

ther delay or gate time and is necessary for finding the best synchronization be-

tween laser and camera. The repetitive mode allows for on-CCD accumulations to

increase the SNR.

Gate and delay time The parameters for the time of flight measurement.

On-CCD accumulations To increase SNR, more than one shot is averaged, usually a

measurement time of seconds for a single frame is chosen.

Internal or external trigger The internal triggering is used for monochrome photos

of the target or VIS spectroscopy. The external trigger is used for synchronization

with the laser.

Intensifier gain Sets the gain of the MCP inside the intensifier of the iCCD.
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Figure 5.11: a) Rendering of the compact, mobile instrument setup. b) Photo of an overview

of the prototype build on the optical table. c) Photo of the front of the prototype

build on the optical table. 1...Explorer One DPSS, 2...iCCD (1024x1024), 3...EK-

SPLA laser, 4...Celestron C6 telescope, 5...VariSpec LCTF, 6...Rayleigh filter, 7...Fo-

cus motor control, 8...Galilean beam expander, 9...custom made, front-mounted

collinear laser mirror holder.

In the developed software, there are three different measurement modes:

VIS Mode Here, either a fixed wavelength can be set to acquire a monochrome picture

of the sample (for focusing or as a reference) or a VIS spectrum over any spectral

range with a chosen stepsize within the specifications of the LCTF can be acquired.

Raman Mode As the name suggests, this mode acquires Raman HSIs. It can be set

to a specific Raman shift, very useful when searching for the perfect delay or gate

time. Additionally, a full HSRI can be measured starting at an arbitrary Raman

shift with a spectral resolution of the users choosing within the specifications of

the LCTF.

Region selector Mode Most often, for the successful identification of a unknown sam-

ple it si not necessary acquiring the whole Raman spectrum, but instead various

important regions where the most important Raman bands reside. This mode al-

lows the user to set any number of regions with different spectral steps sizes, to

adapt the measurement protocol to the problem at hand. this can significantly

reduce the time needed for completion of the measurement.
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Lastly, the handling and processing of the acquired data has to be mentioned. A single

frame of the camera has about 5 MB in size, for 600 spectral positions (which mimics

a typical spectrum from a commercial spectrometer) the minimal space requirement is

2.9 GB. One can easily see, how fast actually disk space can be filled when measuring

several HSIs. Therefore, the acquired HSI was directly saved as binary datacube, which

can be directly opened with the commercial HSI processing software ImageLab. Tis way,

efficient storing and easy processing of the HSIs is guaranteed, an important aspect for

the following sections.

5.3 Chemometrics and HSI: a perfect fit

Chemometrics, a term coined by Wold in the beginnings of the 1970s [133], is con-

cerned with the application of mathematical and statistical techniques to extract chem-

ical and physical information from complex data. It has now a firm footing in most ap-

plications in spectroscopy, especially in quantitative multivariate process analysis [79,

82]. The most important techniques for quantitative analysis of MIR and NIR spectra

are PLS and Principal Component Regression (PCR) [134, 135]. It can also be used to

disentangle information of a singular sample measured with different vibrational and

elemental spectroscopic techniques, increasing the information depth which ultimately

leads to a the complete understanding of the chemical structure of the sample [136].

As discussed in the previous section, HSIs can feature considerable sizes, making in-

terpretation of the measured data very difficult, even for experts. Chemometrics can

help reducing the amount of information into digestible pieces, especially when it can

get rid of excess noise and instrument caused artifacts. For the qualitative analysis of

the HSI, in problems posing the question if substance A is present or not, classification

techniques are the most suitable fit. Classification algorithms are automated proce-

dures which identify patterns in data sets in order to assign a property (class) to each

sample. The patterns are first identified using data with known classes (training data)

and can then be used to make predictions for future data with unknown class label.

For this models, the raw intensities of the acquired spectra are the input features or

variables. However, raw intensities may not be very selective in some cases because

they are prone to noise and may be highly correlated (different wavenumbers around

a vibrational band will behave very similarly). Furthermore, spectra may cover a large

range of wavenumbers, leading to a high number of variables and the resulting high

dimensional dataspace is problematic for many mathematical models. This can be mit-

igated by using spectral descriptors, which incorporate the chemical information inside

the descriptor, thereby reducing the amount of variables.

One of the more used classifiers is the Random Decision Forest (RDF), which can be
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used for fast classification as well as for efficient variable selection. It will be discussed

in more detail in the following section.

5.3.1 Random decision forest

A Random Forest (RF) is an ensemble classifier based on a set of binary decision trees

[137]. Decision trees belong to the most trivial classifiers and consist of a sequence

of binary decisions along a certain threshold. After each node, the data is split into

two subsets which separate the samples in a best possible way (see dotted lines in the

training phase shown in figure 5.12). With every nodal point the tree grows deeper and

the purity of the nodes increases. The growing process is finished when all the samples

in a node belong to the same class. This terminal node is also called leaf. With each

node, the model adapts better to the training data, hence deep decision trees exhibit

low bias, but show at the same time high variance. To mitigate this, the idea behind the

RDF is to build a large number of uncorrelated trees. Then, by averaging their results,

the variance is reduced while the bias remains low. This procedure is called bootstrap

aggregation or bagging. Figure 5.12 shows the training process: Each of the NT trees

is grown with a bootstrap sample, which is a randomly selected subset of the training

set. The bootstrap sample is drawn with replacement, which means that within a given

training set some samples can occur multiple times while others are not represented at

all. This ensures that all decision trees are trained with different training data.

The main parameter on the RDF to be optimized is the number of trees NT . With NT too

small, the variance may still be high and the model is prone to noise. The upper limit

for NT is computation time during training, which increases with larger numbers of NT,

but does usually not yield considerable improvement. Here, RDF can be parameter-

optimized without the use of external validation, like cross-validation, by using the

so-called Out-Of-Bag (OOB) error, a procedure similar to cross-validation. Thereby, a

bootstrap sample smaller than the original subset is chosen for growing the n-th tree

[138]. The remaining (OOB) samples are classified by the n-th tree and the deviation is

determined. After growing all trees the mean error can be estimated.

The main advantages of the RDF is that it doesn’t need extensive preprocessing of the

data, it is robust concerning the parameter settings, it inherently performs multi-class

tasks and proofed to be robust in high dimensions [139]. The main disadvantage is

relatively high computation time during training when a large number of tress is used.

Another big advantage is the possibility of determining a variable importance. This can

be done by computing the discrepancy between OOB errors resulting from a subset

obtained through random permutations of the values of the different variables and the

OOB error of the original dataset [140]. This can be used in a n exploratory study to

138



5.3. Chemometrics and HSI: a perfect fit

Figure 5.12: Illustration of the principle of a Random Decision Forest. Out of the complete train-

ing data matrix, bootstrap samples are drawn randomly, for each a decision tree is

grown in the training phase. Once the RDF is complete, a new sample is classified

by majority vote of all decision trees.

find the most suitable spectral regions for the identification of certain compounds.

During this thesis, the RDF and especially the variable importance was used to create

a reliable and fast stand-off HSRI scheme for the detection of explosives at a distance

of 15 m. Therefore, a training sample was created by putting mg-amounts of explo-

sives on a Aluminum substrate in random positions. A full HSRI was acquired, which

after spike removal and baseline correction was used to train a RDF using all spectral
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positions measured. The resulting variable importance (Publication VI, Figure 6) showed

which parts of the Raman spectrum were important for the classification. Subsequently

these regions were selected and special descriptors were used to create a more se-

lective and stable signal. With this new spectral descriptors another RDF was created,

with a dataset showing smaller dimensionality due to the smaller variable count. This is

especially useful for the HSRI instrument built here, because if the number of measured

spectral positions is reduced, the acquisition speed of the prototype increases rapidly.

The process and the results are given in more detail in Publication VI.
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5.4 Publication V: Comparing mapping and direct hyperspectral
imaging in stand-off Raman spectroscopy for remote
material identification

Authors: Christoph Gasser, María González-Cabrera, María José Ayora-Cañada,

Ana Domínguez-Vidal and Bernhard Lendl

Published in: Journal of Raman Spectroscopy

Status: Accepted, in press

Short summary:

This works aimed at a thorough comparison between stand-off Raman mapping (called

pointwise imager) and the direct Hyperspectral Raman imager (HSRI). The design and

performance figures of merit are presented for both imagers. The setup of the direct

HSRI is presented, where a defocused laser beam illuminates a wide area of the sample

and the Raman scattered light is collected from the whole field of view (FOV) at once as

a spectral snapshot filtered by a liquid crystal tunable filter to select a specific Raman

shift. Both techniques are compared in terms of achievable field of view, spectral res-

olution, signal to noise performance and time consumption during a measurement at

stand-off distance of 15 m. The HSRI showed superior spectral resolution and signal to

noise ratio, while more than doubling the FOV of the PI at laser power densities reduced

by a factor of 277 at the target.

Additionally, the application of chemometrics is shown on the output HSI dataset. Vertex

component analysis is employed to get a simple deterministic false color image show-

ing the chemical composition of the simple test target. This is shown for an artificial

polymer sample, measured at a distance of 15 m.
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Abstract 9 

Stand-off Raman spectroscopy offers a highly selective technique to probe unknown 10 
substances from a safe distance. Often, it is necessary to scan large areas of interest. This 11 
can be done by pointwise imaging (PI), that is spectra are sequentially acquired from an 12 
array of points over the region of interest (point-by-point mapping). Alternatively, in this 13 
paper a direct Hyperspectral Raman imager (HSRI) is presented, where a defocused laser 14 
beam illuminates a wide area of the sample and the Raman scattered light is collected from 15 
the whole field of view (FOV) at once as a spectral snapshot filtered by a liquid crystal 16 
tunable filter (LCTF) to select a specific Raman shift. 17 
Both techniques are compared in terms of achievable field of view, spectral resolution, 18 
signal to noise performance and time consumption during a measurement at stand-off 19 
distance of 15 m. The HSRI showed superior spectral resolution and signal to noise ratio 20 
(SNR), while more than doubling the FOV of the PI at laser power densities reduced by a 21 
factor of 277 at the target. Further, the output hyperspectral image (HSI) data cube can be 22 
processed with state of the art chemometric algorithms like vertex component analysis in 23 
order to get a simple deterministic false color image showing the chemical composition of 24 
the target. This is shown for an artificial polymer sample, measured at a distance of 15 m. 25 
Keywords: stand-off, remote detection, Raman spectroscopy, hyperspectral imaging 26 
 27 

Introduction 28 

Stand-off Raman spectroscopy is a highly versatile remote detection technique, which 29 
combines the advantages of Raman spectroscopy with the benefit of separating physically 30 
the instrumentation from the sampling point. Illumination via laser light and collection of 31 
primarily backscattered Raman photons allow for a remote detection scheme, as long as 32 
free propagation of photons is possible. This makes stand-off Raman spectroscopy a potent 33 
analytical solution for a variety of applications. The exploration of different materials 34 
located on planetary surfaces is one of the most prominent studied application possibilities, 35 
given its advantages in terms of accessibility of remote objects also when the rover is 36 
stationary[1]. A wide range of samples, such as minerals, organics and inorganics have been 37 
detected before by using remote Raman instruments[2–4]. The possibility of maintaining a 38 
distance from the target whilst obtaining relevant analytical information without 39 



compromising the safety of the operator or the instrument makes stand-off Raman 1 
spectroscopy also the ideal tool for detection of hazardous or harmful materials. This has 2 
been demonstrated with different types of explosives[5,6] and possible concealed threats in 3 
several kind of containers[7,8].  Moreover, art, heritage and restoration applications could 4 
also benefit from the use of stand-off instrumentation, due to the considerable reduction of 5 
the risk of producing contaminations or alterations in the composition of original works of 6 
artistic value and the improved accessibility to hard-to-reach areas such as ceilings or high 7 
walls.  8 
Hyperspectral imaging describes a wide range of increasingly used and constantly evolving 9 
techniques for chemical and structural analysis, which provides both spatial and spectral 10 
information for a given sample of interest[9,10]. The result of these measurements is a three-11 
dimensional dataset, which consists of the two-dimensional spatial information and an 12 
additional spectral dimension, thus forming a hyperspectral image (HSI) cube. Generally, 13 
two different techniques of obtaining this HSI cube can be differentiated: spatial and 14 
spectral methods. Regarding spatial scanning methods, two-different approaches can be 15 
distinguished: point-by-point mapping (whiskbroom imaging) and line-scanning 16 
(pushbroom imaging)[11]. In whiskbroom imaging, a spectrum of a specific spatial position 17 
of the sample is obtained and then the area of interest is scanned by moving pointwise to 18 
generate a mapping of the sample surface. Most of Raman-based hyperspectral imaging 19 
techniques use microscopes and accurate translation stages to move the sample in order to 20 
achieve Raman maps[12]. If however, a whole line of spectra is recorded at the same time 21 
and is scanned laterally over the sample a HSI can be created much faster. This is generally 22 
known as pushbroom approach, which utilizes the fact that most detectors used for Raman 23 
spectroscopy are two-dimensional arrays with one free dimension, which in turn can be 24 
used to image one dimension of the sample surface onto the detector thus considerably 25 
increasing the acquisition speed[9]. On the other hand, spectral scanning methods collect a 26 
two-dimensional spatial image for each wavelength band at a time. Therefore, the HSI cube 27 
is built by stacking spectral snapshots on top of each other. This requires the possibility of 28 
selecting a certain wavelength and image it onto the detector array, which can be facilitated 29 
by tunable bandpass filters. Such filters have multiple prerequisites, they have to provide 30 
an adequate width of the bandpass in order to ensure sufficient spectral resolution, good 31 
transmission characteristics, large optical aperture for passing the image and fast tuning. 32 
Among several possible technologies, acusto-optical tunable filters (AOTF), tunable 33 
Fabry-Perot cavities (TFPC) and liquid crystal tunable filters (LCTF) are the most 34 
commonly used[13]. AOTFs, which usually consist of a birefringent crystal attached to a 35 
piezoelectric transducer, provide a programmable grating, thus acting like a tunable filter. 36 
The transmitted light is diffracted by the acoustic wave and the spectral position of the 37 
bandpass is selected by changing the frequency of the transducer i.e. the sound wave[14]. 38 
The main drawbacks of AOTFs are the image degradation due to image shift with tuning, 39 
image dispersion in the diffraction direction and the bigger bandwidth compared to LCTFs. 40 
[15]TFPCs consist of two reflective surfaces, which’s transmission characteristics depend 41 
on, among others, the distance between the surfaces[16]. Piezoelectric crystals can be used 42 
to facilitate the spectral tunability of TPFCs with large optical apertures by changing the 43 
distance of the reflective surfaces[17]. LCTFs are based on Lyot filters, where a filter stage 44 
is based upon one birefringent crystal plate sandwiched by orthogonal polarizers[18]. 45 
Multiple stacks with varying thickness of plate retarders create a narrowband bandpass, 46 



which can be tuned by using a liquid crystal panel[19,20]. Since LCTFs offer fast and reliable 1 
tuning with good spectral bandwidth at a small footprint, they have been used for several 2 
HSI applications[21], among them Raman spectroscopic imagers[22]. 3 
In this study we compare the performance of two different stand-off Raman imaging 4 
approaches: a pointwise or whiskbroom imager (PI), where the HSI is created by scanning 5 
the laser point over the sample; and a direct HSRI, where the HSI is created by stacking 6 
spectral snapshots on top of each other. The PI system employs a classical diffracting 7 
spectrometer, coupled to the telescope by an optical fiber with the laser point being scanned 8 
over the sample by means of an electronically controlled mirror. The HSRI uses a LCTF 9 
to select a specific Raman shift and collect a spectral image, while the laser illuminates the 10 
whole field of view (FOV) of the telescope or rather the camera [23]. In order to suppress 11 
unspecific light (originating from e.g. daylight) the emission of the laser pulse and the 12 
acquisition of the backscattered photons were synchronized. Both configurations are 13 
compared in terms of achievable FOV, signal to noise ratio (SNR) and time consumption 14 
during a measurement at a stand-off distance of 15 m. Furthermore, the importance of 15 
spatial resolution is explored for the purpose of chemical identification of small amounts 16 
of substances at stand-off distances. 17 

Materials and methods 18 

In this study two different optical setups were employed, which are displayed in Figure 1a 19 
and c. The first includes a collimated laser beam creating an illuminated point with a 20 
diameter of 6 mm, which is mapped over the target area with the help of a motorized mirror. 21 
The whole Raman spectrum is collected from each measurement point and then combined 22 
into a HSI cube (Figure 1b). The second setup employs a widened and unfocused laser 23 
beam, which illuminates an area with an apparent diameter of approximately 100 mm. The 24 
scattered Rayleigh light is filtered and directly imaged onto the camera, thus generating the 25 
HSI cube, one image at a time, along the spectral axis (Figure 1d). 26 

 27 
Figure 1: Simplified sketch of the instrumentation used in this study for (a) pointwise stand-28 
off Raman spectroscopy and (c) direct stand-off Raman imaging setup with an illustration 29 
of the hyperspectral image generation for both methods respectively in (b) and (d). 30 



In both systems, a Q-switched, frequency doubled (532 nm) Nd:YAG NL301HT laser 1 
(EKSPLA, Lithuania) with a pulse energy of 50 mJ, a pulse length of 4.4 ns and a repetition 2 
rate of 10 Hz was used as an excitation source. The beam profile is specified exhibiting a 3 
top-hat beam profile in the near field and a near-Gaussian profile in the far-field with a 4 
beam divergence lower than 0.6 mrad. 5 

Pointwise stand-off Raman imager (PI) 6 

For the pointwise stand-off Raman system  the laser was aligned coaxially to a 6″ Schmidt-7 
Cassegrain telescope (C6-A-XLT, f = 1.5 m, f/9.9, Celestron, USA) for the collection of 8 
Raman scattered light using a motorized kinematic mirror mount (KS1-Z8, Thorlabs, 9 
USA), which allowed for the mapping of the laser onto the sample area. The backscattered 10 
Rayleigh light was filtered using a long pass filter (LP03-532RE, Cut-off wavelength 11 
533.3 nm, OD > 6, Semrock, USA) and the Raman photons were guided to an Acton 12 
standard series SP-2750 spectrograph (slit 120 µm, f/10, 300 grooves/mm, Princeton 13 
Instruments, Germany) via a round-to-slit fiber optical bundle cable consisting of nineteen 14 
200-μm diameter optical fibres (FCRL 19UV200, NA 0.22, Avantes, Netherlands). To 15 
match the F number of telescope and fiber bundle, a f = 50 mm lens was used. Finally, the 16 
backscattered light was detected by a PIMAX 1024RB intensified CCD (iCCD) camera 17 
(QE 7.5% @ 600nm, Princeton Instruments, USA). The outgoing laser pulse and the gate 18 
of the iCCD camera were synchronized so that the measurement window coincided with 19 
the maximum Raman signal. Data acquisition and mapping was automated using 20 
LabVIEW® (National Instruments, USA). 21 

Direct stand-off hyperspectral Raman imager (HSRI) 22 

The direct stand-off imager (Figure 1c) employed an expanded laser beam, generated using 23 
a defocused Galilean type beam expander in order to achieve an apparent beam diameter 24 
of approximately 100 mm at the sample. This was done by  The backscattered Rayleigh 25 
photons were again filtered through a long pass filter (LP03-532RE, Cut-off wavelength 26 
533.3 nm, OD > 6, Semrock, USA). Subsequently, the Raman photons were filtered using 27 
a tunable LCTF filter (VariSpec VISR, Perkin-Elmer, USA) with a spectral resolution of 28 
0.25 nm and directly imaged onto an iCCD equipped with a quadratic sensor (PIMAX 4 29 
1024f-HBf iCCD. 1024x1024 pixels, 13 µm pixels, QE 45% @ 600nm, Princeton 30 
Instruments, USA). The VariSpec LCTF is of the Evans Split element variety, which 31 
requires only half as many polarizers as an equivalent Lyot filter type[24]. The LCTF has a 32 
clear aperture of 20 mm, a free spectral range of 480-720 nm, an angle of acceptance of 7° 33 
and a response time of 150 ms. The transmission of the LCTF varies over the whole 34 
spectral range, with a mean transmission of 22.5 % in the area of interest. Each acquired 35 
spectral image was stacked in order to build the hyperspectral data cube. This process was 36 
automated using LabVIEW® (National Instruments, USA). 37 

Chemometric methods 38 

Vertex component analysis (VCA) was used for the evaluation of the generated HSI data 39 
cubes. VCA is a technique for unsupervised endmember extraction assuming the data is a 40 



linear mixture of pure components, also called endmembers[25]. For the analysis, the 1 
commercial software ImageLab (Epina GmbH, Austria) was used. 2 

Chemicals 3 

Plates of different chemical composition and thickness were acquired from RS 4 
Components (United Kingdom), namely polypropylene (PP, 2 mm), polyethylene (PE, 5 
4 mm), polytetrafluoroethylene (PTFE or Teflon, 6 mm) and Nylon (N6, 4 mm). Pieces 6 
were cut out and glued together using small amounts of cyanoacrylate on the edges of the 7 
cut pieces. Sulfur (>99.98%) was obtained from Sigma-Aldrich and for the spatial 8 
resolution experiments, polylactic acid (PLA) plates were designed as samples containers 9 
on the computer and 3D printed afterwards.   10 

Results and discussion 11 

Illumination system 12 

Illumination and FOV differ greatly between the two systems. Figure 2a depicts the FOV 13 
of both configurations over the horizontal axis Y, measured on a PP plate of 2 mm 14 
thickness at a distance of 15 m. For the PI setup this was done by scanning the laser point 15 
laterally step by step away from the center and recording a spectrum at every point. 16 
Afterwards, the intensity of the band at 2890 cm-1 was assessed in dependence of the 17 
horizontal position of the illumination point. The resulting curve (black) shows a distinct 18 
fall off with increasing offset from the central point, reaching the 10 % mark at a diameter 19 
of approximately 24 mm. To assess the field of view of the HSRI prototype, the same PP 20 
plate was used at 15 m distance as a target. A spectral image at 2890 cm-1 was acquired 21 
and the intensity was evaluated along the same horizontal axis Y as before. The HSRI 22 
configuration shows a broader intensity profile, mainly influenced by the emission 23 
characteristics of the laser beam. Normally, the FOV of a telescope and CCD chip 24 
combination is influenced by the focal length of the telescope, the stand-off distance and 25 
the size of the CCD chip itself. For the employed HSRI system, this surmounts to a 26 
theoretical FOV of approximately 110 m. Ideally, for the HSRI the laser beam has an ideal 27 
top-hat structure also in the far-field, which means the energy density within the beam is 28 
uniform. This leads to a uniform intensity distribution in aberration-free optical systems, 29 
which enables the usage of the whole image without loss of SNR in less illuminated border 30 
regions. For the HSRI presented in this study the effective FOV with adequate Raman 31 
intensity amounts to a diameter of approximately 70 mm. 32 
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Figure 2: a) Measured field of view for both configurations on the horizontal axis Y. b) 2 
Laser power and power density used in this study for both configurations. 3 
In the PI system the numerical aperture and the diameter of the fiber bundle limit the FOV. 4 
In contrast to the HSRI, the PI system with its fiber bundle with a numerical aperture of 5 
0.22 and a diameter of 1.5 mm, the effective FOV is reduced to an area with a diameter of 6 
24 mm. This means that the maximal useful area that can be illuminated for the PI is 7 
452 mm² and for the HSRI it is 3848 mm², a less than tenfold increase. 8 

Spectral investigations 9 

Spectra obtained with both systems were compared to spectra taken with a commercially 10 
available Raman microscope (alpha300rsa, Witec, Germany) with the same excitation 11 
wavelength of 532 nm used throughout this study. Again, a PP plate was the target of 12 
choice and Figure 3 shows the obtained spectra. 13 
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Figure 3: Exemplary spectra of PP obtained with the HSRI system (red) and with the 2 
pointwise stand-off imager (black) at 15 m distance. Reference PP spectrum (blue) taken 3 
with a commercial instrument (Witec alpha300rsa). 4 
On the high Raman shift range from 2840 to 2950 cm-1 typical bands arising from the 5 
symmetric and asymmetric stretch vibrations of the methyl and methylene group can be 6 
found. Additionally, the bands attributed to the symmetric and asymmetric bending of the 7 
methyl and methylene group present in PP are visible between 1260 and 1500 cm-1 in the 8 
chosen spectral range. Both configurations of stand-off Raman imagers show the same 9 
bands as the reference taken by the Raman microscope and the spectral positions are in 10 
good agreement. The biggest difference in the shown spectra is their respective resolution. 11 
The Raman microscope uses a 600 gr/mm grating, which results in a spectral resolution of 12 
approximately 4 cm-1 with the spectrograph and camera built into the instrument. The PI 13 
system with a 300 gr/mm grating and a 750 mm focal length f/10 spectrograph has the 14 
lowest spectral resolution of the compared systems with approximately 15 cm-1. The HSRI 15 
imager does not use a classical spectrograph as the dispersive element, but the LCTF. 16 
Hence, the spectral resolution is a function of the width of the transmission curve, which 17 
is specified by the manufacturer to be constant over the complete visible range at 0.25 nm. 18 
This amounts to a mean spectral resolution of 7.4 cm-1 in the observed spectral range. 19 
Additionally, the relative intensities vary between spectrograph and filter systems. The 20 
tunable filter has lower throughput at shorter wavelengths, which becomes apparent when 21 
comparing bands at higher Raman shifts with bands at lower Raman shifts for the 22 
spectrograph and the filter configuration in Figure 3. Nevertheless, the resolution is 23 
sufficient for most common applications, even exceeding the PI setup, which already 24 
showed its usefulness in previous works[4]. 25 
The tunable filter in the HSRI is mainly used because of the ability to perform direct 26 
imaging. Hence, in this system it is important to evaluate the uniformity of the transmission 27 
window in terms of spectral position and spectral resolution over the field of view.  28 
To do this, a PTFE plate with an appropriate size was measured using the HSRI prototype. 29 
The region from 700 to 1500 cm-1 with spectral steps of 2 cm-1 was acquired, thereby 30 
oversampling the theoretical resolution of the HSRI of approximately 7 cm-1. PTFE shows 31 



several bands in this region, the two most important ones are the skeletal stretching at 1 
approximately 746 cm-1 and the symmetric CF2 stretching modes at approximately 2 
1380 cm-1 [26]. Since the band at 746 cm-1 shows higher intensity and narrow linewidth, it 3 
was chosen to be the indicator for spectral resolution and position accuracy of the filter. To 4 
assess these parameters, a fit of the band using a pseudo-Voigt profile [27] was performed 5 
and the full width at half maximum (FWHM) and the center of the fitted function were 6 
determined. Figure S3b displays an exemplary fit. This was done for the whole HSI cube, 7 
the distribution of the center position and FWHM over the imaged surface are represented 8 
in Figure S3c and d, respectively. In the central circle with a diameter of 70 mm the center 9 
position varies around 746 cm-1 by no more than 2 cm-1 with a standard deviation of 10 
0.28 cm-1. An aggregation of extreme values at the edges of the image is observed. 11 
Similarly, the calculated FWHM ranges from 10 to 14 cm-1 in the inner circle, with 12 
considerable outliers at the edges of the image. These extreme values are due to the lower 13 
intensity of the exciting laser at the edges of the imaged area, reducing the SNR of the 14 
resulting spectra and preventing a regular fit for center position and especially for FWHM 15 
evaluation. Overall, the reported deviations of both center position and FWHM are within 16 
the expected error margin, given that the spectral resolution of the filter is specified to be 17 
around 7.5 cm-1. This means that adequate Raman spectra collection using the tunable filter 18 
is viable for the whole aperture given a strong enough laser excitation 19 

Signal to noise 20 

To investigate the signal to noise performance of PI and HSRI, a PP plate was mounted at 21 
15 m and measured with the systems. Both instrumentations work in a pulsed and time-22 
gated mode, meaning that after a laser pulse is emitted, a trigger signal is sent to the camera. 23 
After a set time delay of typical a few hundreds of nanoseconds (depending on the sample-24 
telescope distance), the gate of the intensifier is opened for 5 ns. This way, otherwise 25 
interfering light sources can be suppressed and the Raman signal from the sample can be 26 
maximized. The SNR in this study was calculated by using the mean intensity between 27 
2890 and 2905 cm-1 (at the center of the C-H stretch vibrational band) divided by the 28 
standard deviation between 3090 and 3200 cm-1 (baseline noise). When only one-shot 29 
measurements are performed, spectra tend to be of low quality as can be observed in Figure 30 
4a. Therefore, usually more than one pulse is accumulated on the CCD in order to increase 31 
the SNR. With increasing number of accumulations the quality of the spectra improves 32 
considerably.  33 
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Figure 4: a) Spectra of PP acquired with the PI system for two different number of 2 
accumulations with calculated SNRs. b) Signal to noise for both setups over the number of 3 
accumulations, i.e. acquisition time. 4 
Figure 5b shows the increase of SNR with increasing numbers of accumulation in the 5 
expected way of the square root of accumulations (fitted curves). For the HSRI, an area of 6 
pixels equaling the excitation area of the PI imager was averaged (28 mm²) in order to 7 
calculate the SNR. As visualized in Figure 4b the PI imager and the HSRI show similar 8 
results in SNR. This favors the HSRI setup, when comparing the laser power impinging 9 
onto the sample. The laser sends out an energy of 50.8 mJ/pulse, which yields an averaged 10 
power of 0.5 W and considering a beam diameter of 6 mm results in power density of 11 
1.77 W/cm² for the PI system. The HSRI uses an expanded beam to an effective diameter 12 
of approximately 100 mm, which leads to a power density 6.4 mW/cm², a 277-fold 13 
decrease compared to the PI system. The possibility of using lower laser power densities 14 
is beneficial for practical use of such stand-off Raman systems, where moderate power 15 
density levels are sought after due to eye-safety concerns in civil and also military 16 
applications. Since the intensity of scattered Raman photons is directly proportional to the 17 
input of laser power onto the sample, the much lower power density for the HSRI should 18 
cause a significant drop-off in SNR. Instead, a comparable SNR performance of both 19 
systems was observed. This can be explained by the higher optical throughput of the optical 20 
system, e.g. higher throughput of the LCTF compared to the spectrograph, on one side and 21 
a difference in detection efficiency of the iCCD cameras. The PIMAX 1024 RB used in 22 
the PI imager has a quantum efficiency of about 7.5 %, whereas the GenIII intensifier of 23 
the PIMAX4 1024HBf used in the HSRI has one of 45 %, six times more. Additionally, 24 
the étendue, a measure for the gathering power of an optical system, which is equal to the 25 
source emitting area multiplied by the solid angle from which the light is collected, is 26 
different. Due to the small diameter of the single fibers used in the bundle, the PI has an 27 
étendue of 0.27 mm²sr, whereas the HSRI can use up to the full sensor sizeof the CCD 28 
camera, amounting to an étendue of 1.09 mm²sr. This is an increase ofa factor of 4 and 29 
shows one of the downsides of fiber coupled stand-off Raman instruments[28]. The 30 
throughput of the PI system could however be optimized by using a spectrograph with a F-31 
number more suitable to the used fiber bundle. Launching the f/2.2 fiber bundle into the 32 
f/10 spectrograph approximately 40 % of the light are lost.  33 



Additionally, it is especially useful if larger potentially contaminated or hazardous areas 1 
have to be scanned. The studied instrumentations behave differently for this task. The time 2 
consuming step for the PI is to move from point to point in order to map the area of interest. 3 
So the total measurement time scales with size of the investigated area and the spatial 4 
resolution defined by the excitation laser beam diameter. The time consuming step for 5 
HSRI is to collect spectral images at each desired Raman shift in order to build up the HSI 6 
cube. Here, the total measurement time scales with the number of spectral images necessary 7 
for spectroscopic determination of the analytes of interest that is the extension of the 8 
spectral range. Additionally, if the area under investigation is bigger than the FOV of the 9 
HSRI, further images have to be taken. Figure S1 shows a comparison of the total 10 
measurement time for both setups. It assumes a FOV for the HSRI of 70x70 mm² at 15 m, 11 
the green and blue solid lines are the calculated time values for the respective prototype 12 
with the configuration used in this study. The dashed lines are calculated for a low spatial 13 
resolution for the PI and for a small number of spectral images for the HSRI. The dashed-14 
dotted lines represent the opposite situation, where high spatial resolution is needed for the 15 
PI system and a high number of spectral images are needed for the HSRI system. The semi-16 
transparent areas represent the possible or working span of both techniques (Figure S1). 17 
Generally, the PI instrument will outperform the HSRI for small areas of interest, since 18 
only a few or, in the best case, a single measurement will suffice to complete the assessment 19 
of the target. For areas greater than 45 cm² the HSRI starts to be faster than the pointwise 20 
acquisition, however after reaching areas over 49 cm² the HSRI has to retake another image 21 
outside its FOV, which creates a massive increase in time consumption reflected in the step 22 
of graph. Finally, for greater image sizes than approximately 200 cm² the HSRI will always 23 
be faster than the PI. Overall, looking at the span stretched over the maxima of both 24 
techniques, the HSRI imaging speed scales more advantageously with time. 25 
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Figure 5: a) Simplified drawing of the CCD chip with an arbitrary feature on top of it. The 2 
dashed squares indicate different spatial resolutions. b) Greyscale image of the sample at 3 
15 m with a blue overlay of the intensity of the sulfur band at 480 cm-1. c) SNRs calculated 4 
for the sulfur for different spatial averaging (simulating different spatial resolutions) and 5 
different feature sizes. The pointed lines are the position of the maximum SNR. d) Spatial 6 
resolution for which the maximum of the SNR and the equalization point can be observed 7 
for different feature sizes i.e. edge lengths. 8 
In order to highlight the importance of spatial resolution, samples with a sulfur feature of 9 
different sizes have been prepared by 3D printing polymer plates holding different sizes of 10 
cavities filled with sulfur powder. Square cavities with an edge length in the range of 1 to 11 
4 mm and a thickness of 0.3 mm were measured at a distance of 15 m by employing 2 s 12 
acquisition time per spectral snapshot (20 accumulations), 140 ns gate delay and 5 ns gate 13 
width using the HSRI system. The influence of spatial resolution was explored post-14 
measurement by choosing a central pixel inside the feature and averaging adjacent pixel 15 
spectra to decrease the spatial resolution. Then, the SNR was calculated through the 16 
maximum band intensity between 478 and 482 cm-1 (at the center of the sulfur band) 17 
divided by the standard deviation of the baseline between 510 and 580 cm-1 (baseline 18 
noise). The concept of this study is depicted in Figure 5a, where the reproduction of an 19 



arbitrary sample feature (dark orange) on an array detector (light orange) through the 1 
imaging optics is indicated. The stepwise variation of the spatial resolution is achieved by 2 
spatially averaging spectra of adjacent pixels. As long as the sample feature is bigger than 3 
the spatial resolution, spatial averaging (blue arrows in Figure 5a) will result in an increase 4 
of SNR following a square root function, since the noise in the baseline is reduced with 5 
every averaging step, but the signal level stays constant. In Figure 5c the SNRs for different 6 
feature sizes are depicted in dependence of the spatial resolution, normalized to the first 7 
value for each series. In the beginning the SNR increases according to the previous stated 8 
decrease of noise. When the spatial resolution surpasses the feature size, the situation 9 
changes dramatically (indicated by the black arrows in Figure 5a), as new pixels containing 10 
solely noise are added and the signal is diluted over the whole pixel area. This still leads to 11 
a reduction of noise, however the signal intensity is also heavily reduced, which results in 12 
a significant reduction of SNR. The tipping point should coincide with the spatial 13 
resolution being of the same size as the sample feature, which was also observed in the 14 
experiments (Figure 5d, black curve). Another interesting point is the equalization point, 15 
the spatial resolution where the SNR of the different sized features drops down to the 16 
original value observed at the highest spatial resolution possible and after which a decrease 17 
in spatial resolution always results in lesser quality spectra. It is more than double the value 18 
of the feature size in the studied cases (Figure 5d, red curve). This shows in general the 19 
importance of having adequate spatial resolution, especially when small amounts of sample 20 
are to be detected on large background materials. The concept is also valid for other HSI 21 
techniques, but whiskbroom systems are more prone to difficulties, since the time-22 
consuming step is the measurement with adequate spatial resolution. The stand-off HSRI 23 
shows its strength here, since producing adequate spatial resolution is not the time-24 
consuming task and can even be changed during the measurement and in post-processing 25 
on a software basis. 26 

Chemometric image analysis 27 

The HSRI approach usually leads to large datasets, which in most cases is not 28 
informative for the user nor required to solve the given analytical problem. Hence, efforts 29 
are made to simplify data interpretation by using a variety of algorithms to deconvolute 30 
and classify the recorded data in order to facilitate the extraction of the required 31 
information needed to provide a meaningful result. Linear unmixing algorithms are 32 
commonly used for hyperspectral datasets, when the presence of pure pixels can be 33 
assumed. Among these methods, VCA is advantageous because the VCA algorithm 34 
competes with state-of-the-art methods whilst exhibiting a computational complexity 35 
between one and two orders of magnitude lower than the best available method[25]. It 36 
additionally involves noise characterization in order to reduce the sensitivity to noise by 37 
applying a singular value decomposition. VCA calculates endmembers of the vertices of 38 
a simplex spanned by the spectral differences within the dataset. The endmembers 39 
represent the most varying spectra with nonnegative intensities and concentrations and 40 
can be assigned to chemical constituents in most cases. An example is given in Figure 6, 41 
where a sample consisting of four different polymers (PTFE, PE, PP and nylon) is 42 
depicted (Figure 6a). It was placed at a distance of 15 m to the telescope and measured 43 
using the HSRI prototype. The intensity images of the bands 746 and 2890 cm-1 are 44 
shown. The effects of polymer thickness and reflectivity can then be observed in Figure 45 



6c. Since PTFE is the background material, the intensity at 746 cm-1 reflects the laser 1 
beam intensity distribution, except for the area blocked by the PE. In the case of PE, 2 
which is thicker and less transparent, a drop-off in intensity can be observed. For the 3 
nylon however, which is of the same thickness as the PE, a stronger signal is obtained, 4 
which is attributed to the fluorescence of the material, which results in an elevated 5 
baseline. The signal at 2850 cm-1 is very intense for all polymers, except for PTFE, 6 
exhibiting the CH stretch vibration at this spectral region. Figure S2 provides a 7 
comparison of spectra of selected pixels of the respective polymer measured with the 8 
HSRI with a confocal Raman microscope. The VCA is able to find most pixels associated 9 
with the respective polymers, except towards some boundary regions between them, 10 
where because of mixed spectra the algorithm does not correlate correctly. Nevertheless, 11 
as shown in 7d, VCA finds PE (marked in blue), PP (marked in green), Nylon (marked in 12 
red) and PTFE (marked in orange). This fast classification of the image can prove useful 13 
to a variety of applications. 14 

 15 

Figure 6: a) Monochrome image of the sample consisting of the 4 polymers. b) Intensity 16 
distribution at 2850 cm-1 (PE). c) Intensity distribution at 746 cm-1 (PTFE). d) Overlay for 17 
VCA endmembers correlation to the different polymers in different colors. 18 

Conclusion 19 

In this study, a comparison of a pointwise stand-off Raman imager and a direct 20 
hyperspectral Raman imager in terms of achievable field of view, signal to noise, spectral 21 
and spatial resolution and total measurement time is reported. The investigated prototypes 22 
differ in maximal possible FOV, which for the PI is limited by the numerical aperture of 23 
the optical fiber coupling the telescope with the spectrograph and for the HSRI by the FOV 24 
of the telescope and CCD size. The HSRI exhibits a FOV of roughly 70x70 mm, which is 25 



nearly ten times more than the FOV of the PI. The stability of the spectral resolution of the 1 
tunable filter over the open aperture was investigated and determined to be better than 2 cm-2 
1 for the central position and better than 4 cm-1 for the FWHM of the PTFE band at 746 cm-3 
1. This proves the viability of the filter as a dispersive element for direct Raman imaging. 4 
The excitation beam has to be expanded in order to illuminate the whole scene for the 5 
HSRI, which leads to significantly lower power density at the sample. For the tested 6 
scenario the difference in power density amounts close to 277 fold increase with the PI 7 
imager. Nevertheless, the HSRI setup shows similar SNR values over the same 8 
measurement time, although the PI system would benefit substantially from a better 9 
matched fiber bundle-spectrograph matching. 10 
A significant contributor to the time needed for data acquisition is the size of the area to be 11 
investigated. A bigger FOV helps with screening larger areas faster. Inversely, the higher 12 
the spatial resolution of the imager has to be, the more time a mapping instrument would 13 
need, since the diameter of the excitation laser beam would need to be small and the number 14 
of mapping points would substantially increase. Spatial resolution is better suited for the 15 
HSRI, since the whole FOV of the collection optics can be used with a spatial resolution 16 
defined by the pixel size of the CCD chip. In time-gated configuration like stand-off 17 
applications, the required time is proportional to the repetition rate of the laser and 18 
inversely proportional to the number of accumulations, which holds true for both 19 
configurations. 20 
In summary, two stand-off Raman imagers were constructed and compared, one relying on 21 
mapping of the excitation laser beam, the other directly imaging the scene for single Raman 22 
shifts in order to create a HSI cube. The HSRI instrument showed better suitability for large 23 
area scanning, especially if a small number of spectral snapshots are required and offers a 24 
smaller electric and mechanic footprint, making it the better choice for mobile applications 25 
in the field. 26 
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Short summary:

As mentioned in the last section, this study is centered around the idea of the combi-

nation of a random forest classificator with the stand-off hyperspectral Raman imager

(HSRI) for the fast detection and classification of different explosives at a distance of

15 m. Therefore, the collected hyperspectral image cube (HSI) is evaluated and classi-

fied using a random decision forest (RDF) algorithm. The RDF is trained with a training

set of mg-amounts of different explosives i.e. TNT, RDX, PETN, NaClO3 and NH4NO3 on

an artificial aluminum substrate. The resulting classification is validated and variable

importance is used to optimize the RDF using spectral descriptors, effectively reducing

the dimensionality of the dataset. Using the gained information, a faster acquisition and

calculation mode can be designed, giving improved results in classification at a much

higher repetition rate.
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Stand-off hyperspectral Raman imaging and random decision forest 
classification: a potent duo for the fast, remote identification of ex-
plosives 
Christoph Gasser, Michael Göschl, Johannes Ofner and Bernhard Lendl* 

Institute of Chemical Technologies and Analytics, TU Wien, Getreidemarkt 9/164, 1060 Vienna, Austria  

ABSTRACT: In this study we present a stand-off hyperspectral Raman imager (HSRI) for the fast detection and classification of 
different explosives at a distance of 15 m.  The hyperspectral image cube is created by using a liquid crystal tunable filter (LCTF) to 
select a specific Raman shift and sequentially imaging spectral images onto an intensified CCD camera. The laser beam is expanded 
to illuminate the field of view of the HSRI and thereby improves large area scanning of suspicious surfaces. The collected hyperspec-
tral image cube (HSI) is evaluated and classified using a random decision forest (RDF) algorithm. The RDF is trained with a training 
set of mg-amounts of different explosives i.e. TNT, RDX, PETN, NaClO3 and NH4NO3 on an artificial aluminum substrate. The 
resulting classification is validated and variable importance is used to optimize the RDF using spectral descriptors, effectively reduc-
ing the dimensionality of the dataset. Using the gained information, a faster acquisition and calculation mode can be designed, giving 
improved results in classification at a much higher repetition rate.

The advance in computer or machine vision over the last dec-
ades fueled a wide range of new and exciting possibilities for 
automated recognition, classification and control in medical1,2, 
industrial3,4 as well as military5 areas. At the same time, the need 
of rapid detection of localized traces of harmful substances such 
as explosives at safe distances increased due to the rise of do-
mestic attacks and the accompanying elevated security risk and 
screenings. It is imperative then, to distinct the chemical com-
position of a target substance in an area of interest, deciding 
whether or not it poses a threat. This can most effectively be 
done by adding another layer of information to an ordinary im-
age by means of spectroscopy, a technique known as Hyper-
spectral Imaging (HSI). Continuous advancements in instru-
mentation led to a plethora of different combinations of spec-
troscopic and imaging techniques with the goal of creating spa-
tially resolved chemical maps for various different applications, 
ranging from food quality and safety analysis6 to biomedical 
engineering7. Raman spectroscopy (RS) seems to be particu-
larly suited as a spectroscopic technique to be implemented in 
such HSI screening devices, since it offers high chemical selec-
tivity whilst being a non-destructive method and features the 
ability to be used at remote distances due to its scattering nature. 
Lasers allow light to be transported over significant distances 
without high losses, hence, probing distant samples via stand-
off RS is viable. In stand-off RS applications, the instrument is 
physically separated from the sample8, which is especially use-
ful if dangerous or harmful substances are the target of an in-
vestigation or the target area is poorly accessible. The detection 
of explosives and explosive residues using stand-off RS became 
prominent due to the successful endeavor of this kind of instru-
ments to detect tiny amounts of explosive material at significant 
distances, shown in several studies over the last years9–11.  

The result of a HSI experiment is a data cube, where two axis 
represent the local information and an additional axis is occu-
pied by the spectral variables. Most spectroscopic techniques 
are suitable for obtaining HSI, generally the recording mecha-
nism can be divided into three techniques: whiskbroom12, 
pushbroom13 and staring or spectral scanning14 measurement. 
The whiskbroom scanner uses a single point detection scheme, 

which mapped over a certain area produces the HSI. The first 
RS HSI instruments were based on this scheme using micro-
scope systems, where the implementation of RS due to its scat-
tering nature and ability to work in the visible spectral range is 
preferable15. High spatial resolution is a direct benefit of using 
an optical microscope as both excitation and collection optic, 
which can even dissect samples optically into µm thins slices 
when a confocal arrangement is used16. Similarly, in the push-
broom approach, a line is scanned over area of interest with an 
array detector, where one axis is dedicated to the spectral axis17. 
Lastly, the staring or spectral scanning techniques utilizes a tun-
able filter to select a specific spectral feature and acquire an im-
age. The HSI is built by consecutively stacking spectral images. 
The first implementation again employed microscopes in com-
bination with acusto-optical (AOTFs) and liquid crystal tunable 
filters (LCTFs)18.  

 

Figure 1. a) Illustration of the optical setup. The beam emitted by 
the laser (532 nm, Nd:YAG) is expanded in order to illuminate the 
field of view of the telescope at the stand-off distance. The Raleigh 
line is filtered by an edge filter (F), before a tunable liquid crystal 
filter (LCTF) selects a Raman shift for the spectral image. The im-
age is taken by an iCCD camera synchronized to the pulsed laser 



 

output. b) Sketch of the structure of the resulting hyperspectral im-
age cube.  

Recently, even Bragg tunable filters have been used in Raman 
microspectroscopy19. A comparison of all techniques of Hyper-
spectral Raman Imaging (HSRI) was performed by Schlücker 
et al20. Regarding stand-off HSRI instruments, most are de-
signed as whiskbroom imagers and are therefore of limited use 
when large areas should be investigated, as mapping the excita-
tion laser over the whole area is a tedious process. Pushbroom 
systems have been tested as stationary screening devices17. Star-
ing or spectral scanning stand-off Raman imagers have been 
proposed and tested over the last years21, where the dispersive 
element is a tunable filter with a large enough aperture to trans-
mit the whole field of view (FOV) of the collecting optic as an 

image directly onto the detector array. Here, LCTFs can facili-
tate narrow bandpass filters suitable for RS, which can be tuned 
electronically in a fast and reliable manner, whilst on a small 
footprint. In combination with a suitable intensified CCD 
(iCCD) camera and a small, air-cooled, pulsed laser it is possi-
ble to design a stand-off HSRI system, which can be field de-
ployable. The limitation of the LCTFs is the usable spectral 
range, especially regarding the UV region, where the absorb-
ance of the incorporated materials in LCTFs hinders their appli-
cation. Hence, recently, custom built tunable filters based on 
Fabry-Pérot interferometers have been studied as viable alter-
natives for UV excitation22. These are however, still not availa-
ble commercially.  

 

Figure 2. a) Sample spectra of PTFE compared to a reference measurement using a confocal Raman microscope. b) Illustration of the curve 
fit of the band at 746 cm-1 with a pseudo-Voigt profile (green curve). c) Distribution of the center position of the fitted band over the FOV 
of the HSRI. d) Distribution of the FWHM of the fitted band over the FOV of the HSRI.

The resulting HSI datasets are usually highly dimensional 
and complex, challenging even experts with their evaluation. 
Therefore, chemometric algorithms found their way into the 
field of RS as handy tools for breaking down thousands of com-
plex spectra into digestible information23. In regards to detec-
tion of explosives, a fast and robust classification of the ob-
tained HSRI would result in easily understandable false color 
images, which can be also interpreted by trained non-experts. 
Here, we propose the usage of a random forest classifier (RDF), 
due to its ability to perform high quality classification with ef-
ficient use of processing power24. The RDF consist of an en-
semble of decision trees, which are trained by randomly select-
ing and using a subset of the available dataset (defined by the 

ratio R, in-bag samples), thus growing into a forest of user de-
fined size (NT). Classification is reached by majority vote of the 
class assignment probabilities of each tree, which carry low bias 
and high variance due to the random pick of samples during 
training25. A major advantage represents the use of the previ-
ously left out subset as internal cross-validation on the perfor-
mance of the RDF by calculating an error estimate known as 
out-of-bag (OOB) error26. Similarly, this can be exploited to in-
vestigate on the variable importance (VIP). When comparing 
OOB errors from the trained RDF with OOB errors from RDFs 
with randomly permutated sample variables, the effect of each 
variable can be assessed. This is a useful tool in decreasing the 
dimensionality of the obtained data whilst keeping quality clas-
sification27.



 

 

Figure 3. a) Illustration of the randomly chosen and filled positions of each sample on the sample holder. b) Overlay of the intensity of the 
spectral image at 941 cm-1 corresponding to the symmetric stretch vibration of NaClO3 on a greyscale image of the sample. c) Overlay of 
the intensity of a correlation to a template triangle as the spectral descriptor for the band associated with NaClO3 on a greyscale image of the 
sample. 

Table 1: Results of the RDF classifiers for the different explosive classes. Calculation time is given as a relative number. 

 OOB average error in %    
 NaClO3 NH4NO3 PETN RDX TNT # Var. Meas. time Calc. time 

RDF1 1.44 1.82 7.82 5.94 3.67 768 51 min 15 s 3 

RDF2 0.37 0.85 5.2 2.63 1.1 80 5 min 20 s 1 
 
This results in a considerable reduction of measurement time, 

especially for the staring HSRI system, as the amount of spec-
tral images to be acquired as the time consuming step can be 
reduced significantly. 

In this study we present an air-cooled, mobile stand-off HSRI 
system in the visible spectral range. Accidental detonation or 
photo-degradation of the sample was avoided by using an exci-
tation laser with low pulse energies, but high repetition rates 
with a defocused beam to illuminate an area corresponding to 
the field of view of the collection optics. The HSRI works in 
staring or spectral scanning mode, where an LCTF is used to 
discriminate a certain Raman shift and collect the image. Dif-
ferent explosive materials are measured at a distance of 15 m. 
The obtained HSI is the basis to train a RDF, which is used to 
identify the most important variables and create designated 
spectral descriptors (SPDCs)28, reducing the dimensionality of 
the dataset and subsequently improving measurement and cal-
culation time. A second RDF is trained using these SPDCs, 
showing improved performance, whilst highlighting the bene-
fits of the synergy between stand-off HSRI and RDF classifica-
tion for the fast, remote detection of explosives.  

MATERIALS AND METHODS 

Stand-off hyperspectral Raman imager 
The direct stand-off imager (Figure 1a) used an air-cooled, 

Q-switched, frequency-doubled (532 nm) Nd:YAG Explorer 
One (EONE 532-200, Spectra-Physics, USA) laser with a 
Gaussian beam profile and adjustable pulse energies ranging 
from 30 to 300 µJ and repetition rates from single shot to 
60 kHz. The laser beam was expanded using a defocused Gali-
lean type beam expander to a diameter of approximately 

100 mm at the stand-off distance of 15 m. The backscattered 
Rayleigh photons eliminated using a long pass filter (LP03-
532RE, Semrock, USA). Afterwards, a specific Raman shift 
was selected using a tunable LCTF filter (VariSpec VISR, Per-
kin-Elmer, USA) with a spectral resolution of 0.25 nm and di-
rectly imaged onto an iCCD equipped with a quadratic sensor 
(PIMAX 4 1024f-HBf iCCD. 1024x1024 pixels, 13 µm pixels). 
The spectral images were stacked in order to build the hyper-
spectral data cube as depicted in Figure 1b. This process was 
automated using LabVIEW® (National Instruments, USA). 

Chemicals 
Explosives 

An appropriate rectangular sample holder in aluminum with 
an edge length of 80 mm was designed. 49 wells with a diame-
ter of 4 mm and a depth of 1 mm were cut into the aluminum 
acting as a holder for the explosives. The wells were randomly 
filled with 10 mg of the different available explosives or pre-
cursors so that every class was represented three times (Fig-
ure 3a). Three pure explosive components, trinitrotoluene 
(TNT), pentaerythritol tetranitrate (PETN) and 1,3,5-Trinitro-
1,3,5-triazinane (research department explosive, RDX) were 
used in this study. At the same time, the three pure components 
were also added as plastic variants i.e. the pure explosives with 
added binders, desensitizers, waterproof coatings and plasticiz-
ers, which help increase their usability and storability29. Rowo-
dyn is a commercially available explosive, mostly composed of 
NH4NO3, nitroglycerine, ethylene glycol dinitrate and fuel. 
Ammonium nitrate fuel oil (ANFO) is a mixture of NH4NO3 
and fuel oil. All these samples were acquired from the Austrian 
Armed Forces. Finally, NaClO3 and NH4NO3 were acquired 



 

from Sigma Aldrich as examples of explosive substances often 
found in improvised explosive devices30. 
Other 

A 3 mm thick polytetraflouroethylene (PTFE) plate was ac-
quired from RS Components GmbH (Austria) as a reference 
material for the test of the stand-off HSRI.  
Table 2: Associated band (labeled as Band) of the different 
classes of explosives, their band assignment (Assign.) and a 
respective reference. Parameters of the triangle correlation 
(TC) spectral descriptor (c means center; b1, b2 baseline 
points 1 and 2, respectively) used in this study for every 
class. All numbers have the unit cm-1. 

   Spectral descriptor: TC 
Class Band Assign. c b1 b2 
NaClO3 94031 νs ClO3- 941 917 959 
NH4NO3 104432 νs NO3- 1045 1031 1062 
PETN 298733 νs CH2 2993 2976 3017 
RDX 295934 νas CH 2957 2939 2978 
TNT 135635 νs NO2 1361 1331 1407 

Measurement parameters 
The sample was placed at a distance of 15 m to the telescope. 

The repetition rate of the laser was set to 10 kHz emitting pulses 
with a pulse width of approximately 10 ns and pulse energies of 
0.21 mJ, giving an average power of 2.1 W, yielding an average 
radiant energy of 2.7 µJ/cm² and an average irradiance of 
26.7 mW/cm² due to the widened beam. The laser pulses are 
synchronized to the gate of the intensifier of the iCCD in order 
to maximize Raman signal and suppress ambient light. The gate 
of the camera was set to 10 ns to coincide with the laser pulse 
width. Signal to noise was improved by accumulating 30.000 
pulses on the CCD per spectral image, resulting in a total meas-
urement time of 3 seconds per image. HSI cubes were started at 
800 cm-1 and ended at 3101 cm-1 Raman shift with a spectral 
image every 3 cm-1, resulting in 768 different spectral layers. 

Reference Raman spectra of all components were measured 
using a confocal Raman microscope (Horiba LabRAM HR, Ja-
pan) equipped with frequency-doubled Nd:YAG (532 nm) laser 
with 20 mW, a 20x objective, 2 seconds integration time, 10 
accumulations and a grating of 300 gr/mm. 

Random decision forest 
In order to train the RDF25,26, a list of training data points was 

created. 40 pixels with pure explosives (TNT, PETN, RDX, 
NaClO3 and NH4NO3) were selected manually and associated 
to their respective class. Preprocessing of the dataset included 
spike removal and baseline correction using Eiler’s method36 
over 15 iterations with a smoothness of 10,000 and an asym-
metry of 0.001. First, an RDF was trained with all the spectral 
images as input variables (RDF1). The ratio (R) between used 
and unused samples (in-bag and out-of-bag OOB samples) was 
optimized by computing several forests and choosing the ratio 
which yielded the lowest OOB average errors. Similarly, the 
optimal number of trees (NT) was established. Afterwards, a 
feature selection was done via the variable importance of each 
class. Spectral descriptors, in this case correlation to a template 
triangle peak (TC descriptor), were chosen as the new input. 

The second RDF was trained using those as input variables 
(RDF2). Both classification are compared regarding their clas-
sification and OOB errors. All calculations were performed us-
ing ImageLab® (Epina GmbH, Austria). 

RESULTS AND DISCUSSION 
To assess the capability of the stand-off HSRI to produce 

quality HSIs (single pixel spectra) over the whole FOV, a PTFE 
plate was placed at a distance of 15 m and imaged starting at 
680 cm-1 to 1500 cm-1 with steps of 3 cm-1. An acquired single 
pixel example spectra is displayed in Figure 2a and compares 
correctly to the given reference spectrum. An important factor 
for correct and accurate interpretation of the obtained HSI is the 
wavelength stability of the dispersive element, in this case the 
LCTF filter, over the whole FOV. The band of PTFE at 746 cm-

1 corresponding to the skeletal stretch37 was chosen because of 
its high intensity and narrow linewidth for an in-depth analysis 
of the stability and accuracy of the LCTF as wavelength dis-
criminator. Both center position and full width at half maximum 
(FWHM) of the band were assessed by fitting the band with a 
pseudo-Voigt profile38 as shown in Figure 2b and extracting the 
respective parameters. Due to low intensities at the edges of the 
image because of the Gaussian beam profile only values inside 
the rectangular indicated in Figure 2b and c were taken for fur-
ther analysis, as this was also the size of the test sample. The 
median center position was found to be 746.2 cm-1 with a stand-
ard deviation of 0.3 cm-1. The median FWHM was located at 
11.3 cm-1 with a standard deviation of 0.8 cm-1. Both parame-
ters are well within the specifications of the LCTF and exhibit 
no drift or inconsistencies over the whole FOV. This is crucial 
for the device to act as reliable dispersive element in this HSRI 
application.  

 

Figure 4. a) Confusion matrix for the training data set of the RDF1 
classification, when all acquired intensities are used as variables b) 
RDF1 classifier with all variables applied over the whole sample, 
each class is color-coded. c) Confusion matrix for the training data 
set of the RDF2, when only the spectral descriptors are used. d) 
RDF2 classifier with only spectral descriptors applied over the 
whole sample, each class is color-coded. 

 



 

 

Figure 5. Reference spectra of four different explosives (NaClO3, NH4NO3, RDX, TNT, black curves) obtained via confocal Raman micro-
scope with the spectrum of a pixel recorded with the stand-off HSRI at a distance of 15 m. These spectra are not preprocessed, except 
normalization. 

The capability to detect the amounts of explosives put into 
the sample holder at a distance of 15 m is shown exemplary in 
Figure 5, where raw single pixel spectra chosen from the re-
spective sample positions are compared against reference spec-
tra obtained via measurement using a Raman microscope. The 
pure components NaClO3 and NH4NO3 show quality spectra 
(Figure 5a and b) both when measured with the stand-off HRSI 
and the Raman microscope. Analogously, the spectra of RDX 
and TNT are in good agreement with the respective reference 
spectrum. Both components exhibit an elevated background, 
which can be attributed to fluorescence. This leads to fluctuat-
ing baseline features (e.g. between 2500 and 2800 cm-1 in Fig-
ure 5d), which are not sample related and are caused by the 
transmission characteristics of the Rayleigh edge filter used to 
block the incoming laser light. The main difference in the spec-
tra obtained with the HSRI and the Raman microscope is the 
signal-to-noise ratio (SNR). It is higher for the reference spec-
tra, due to the longer integration time and significantly higher 
incident irradiance when using the microscope. At 532 nm a 
20x objective (NA=0.4) on a confocal microscope system gives 
a theoretical spatial resolution of approximately 500 nm. As-
suming an area of that diameter, the irradiance under the micro-
scope amounts to 1010 mW/cm², an increase of approximately 8 
orders of magnitude compared to the irradiance of the widened 
beam. Given that the intensity of a Raman signal is direct pro-
portional to the impinging laser intensity onto the sample, it 
speaks for the throughput and detectivity of the stand-off HSRI 
to still show acceptable spectra, even at stand-off distances. 

To build an able classifier, the first step taken in this study 
was to train a RDF classifier (RDF1) using the baseline cor-
rected intensities of each spectral image as input variables. The 
training set included 200 reference points per pure class of ex-
plosive, manually selected from the 3 possible positions on the 
sample (Figure S1). To select an optimal R (0.66) and NT (50), 

a scan for both parameters was performed, taking the OOB av-
erage error as the indicating measure for when optimal classifi-
cation is reached (Figure S2-S5). 

The results of RDF1 are shown in Figure 4a and b. The con-
fusion matrix shows that for the training set can be distin-
guished without any false positives or false negatives. However, 
the OOB errors reveal differences in the quality of classification 
between the different explosives. NH4NO3 and NaClO3 are bet-
ter characterized than the other pure components, which is fea-
sible, because of their strong, single standing spectral features. 
An even more differentiated image is given in Figure 4b, where 
the RDF1 classifier is applied to the whole dataset. Here, vari-
ous misclassifications can be identified, with sample position 
B3 showing the biggest error. On this spot, pixels classified as 
TNT, RDX and NaClO3 neighbor each other, whereas B3 was 
prepared with plasticized RDX. Aggregations of false classifi-
cation on positions with fluorescent samples like E1, E2, B3, 
B4, B6 and C5 are also found. The evidence is hardened when 
Figure 3a and b are compared. Even after baseline correction, 
the intensity distribution of the band of NaClO3 at 941 cm-1 
(Figure 3b) does not only cover the areas A1, G2 and G4, as 
prepared, but also e.g. B3, B4, B6 and E2. It is apparent that 
another tool which gives a more selective measure for the abun-
dance of the respective compound has to be found. This chal-
lenge was approached by first evaluating the VIP scores of 
every class when all variables are used i.e. the VIP scores of 
RDF1. Figure 6a and b depict the VIP scores and the respective 
spectra from a pure pixel for two selected classes, namely so-
dium chlorate and TNT. High VIP scores for RDF1 for sodium 
chlorate are situated around the maximum band intensity at 
941 cm-1, which was expected. For TNT the same situation is 
true with the highest VIP score around the main band associated 
with the symmetric stretch of the NO2 at 1361 cm-1, albeit the 
presence of other bands. 



 

 

Figure 6. a) Variable importance (VIP) scores of the NaClO3 class 
for the RDF using all spectral images as variables. b) VIP scores of 
the TNT class for the RDF using all spectral images as variables. 
c) VIP scores of all explosive classes for the RDF using only spec-
tral descriptors as variables. 

Similarly, it was found that for all other classes, one spectral 
feature was predominantly represented in the VIP scores. This 
spurred the idea of using these small parts of the spectrum for 
classification. However, the fact that elevated baselines with 
heavy fluorescent backgrounds (e.g. RDX as shown in Figure 
7) heavily affected pure intensities, another spectral descriptor 
less prone to noise was needed to describe band intensity. Here, 
a triangle correlation (TC) descriptor was used. The descriptor 
is characterized by a triangle template with the parameters b1 
and b2 as baseline points and c as center point. The strength of 
the descriptor is calculated by the positive significant correla-
tion (significance level 0.01) to the data points within the cho-
sen range multiplied by the baseline corrected integral as a 
measure of band intensity39. This descriptor tends to be less sen-
sitive to noise, since for noise it’s unlikely to produce a signifi-
cant correlation to the triangle template. In comparison of Fig-
ure 3b and c, the effect of choosing a TC descriptor with appro-

priate parameters (Table 2) for sodium chlorate is clearly visi-
ble. The TC descriptors intensity is only observable for the pre-
pared NaClO3 positions, instead of also highlighting points with 
highly fluorescent background. The TC descriptor was subse-
quently also applied to all other regions where the RDF1 gave 
high VIP scores for the different classes. This resulted in 5 dif-
ferent TC descriptors for the 5 explosive classes investigated in 
this study, which are summarized in Table 2. Now, the same 
parameters as in RDF1 were taken to train a second RDF, 
RDF2, except for the input variables, which in case of RDF2 
consisted of the five TC descriptors. A R and NT scan revealed 
similar behavior of this RDF, so the same values as in RDF1 
were used. Again OOB errors were calculated and show an 
overall improved performance of the classifier (Table 1). Espe-
cially the detection and recognition of sodium chlorate profited 
from the new spectral descriptors, as was discussed before com-
paring Figure 3b and c, but is confirmed by the OOB errors 
found in RDF1 and RDF2. Overall, the OOB errors are reduced 
for all classes of explosives, which in turn results in a much 
cleaner assessment of the whole sample, when the RDF2 is ap-
plied to the whole FOV imaged by the HSRI, shown in Figure 
4d.  

 

Figure 7. Reference (black, solid line) and stand-off HRSI (orange, 
solid line) spectra of pure RDX compared to a reference (black, 
dashed line) and HSRI (orange, dashed line) spectrum of RDX with 
plasticizer. 

CONCLUSION 
A stand-off hyperspectral Raman imager working at 532 nm 

excitation wavelength with 15 m distance to the sample position 
was designed, constructed and tested for its capability to pro-
duce quality spectra at low laser irradiance at the target. The 
stability and correctness of the produced spectra was assessed 
for every pixel in the FOV of the imager. Different types of ex-
plosive samples, namely ammonium nitrate, sodium chlorate, 
PETN, RDX and TNT were prepared in the mg-range on an 
aluminum substrate. Additionally, plasticized variants of the 
explosives as well as a commercial explosive (Rowodyn) were 
prepared on the same substrate and measured at 15 m. Two 
RDFs were trained: the first RDF (RDF1) was trained by using 
all the available pixel intensities of all spectral images of a de-
fined test set. With the help of the variable importance in RDF1, 
triangle correlation (TC) descriptors for the pure components in 
the test set were constructed and used in the training of a second 
RDF (RDF2). Both RDFs were compared regarding their out-
of-bag errors and classification performance of the whole sam-
ple. It is shown, that the TC spectral descriptor can significantly 
increase the selectivity and specificity of the signal response 
and therefore improve the classification prowess of the RDF. 
Additionally, since for the TC descriptor fewer spectral posi-
tions are needed, the measurement time decreases by a factor of 



 

10, whilst the computation time is reduced by a factor of 3 due 
to the reduction of variables. Fluorescence remains a challenge 
in this spectral region, possible solutions include moving the 
excitation either to the near infrared or to deep UV wave-
lengths40 or use faster gating to discriminate fluorescence in the 
time domain41. In conclusion, we show that the combination of 
direct HSRI and RDF with an improved selection of spectral 
descriptors enable a fast large area detection of mg-amounts of 
explosives at a distance of 15 m using Raman spectroscopy in 
the visible regime. 
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