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Abstract

The paper presents a distributed optimal control epidemiological model that describes the dynamics of an epidemic with social distancing as a control policy. This model belongs to the class of continuous-time models, usually involving ordinary/partial differential equation, but has a novel feature. The core model—a single integral equation—does not explicitly use transition rates between compartments. Instead, it is based on statistical information on the disease status of infected individuals, depending on the time since infection. The approach is especially relevant for the corona virus 2019 (COVID-19) disease in which infected individuals are infectious before onset of symptoms during a relatively long incubation period. Based on the analysis of the proposed optimal control problem (including necessary optimality conditions), the paper outlines some efficient numerical approaches. Numerical solutions show some interesting features of the optimal policy for social distancing, depending on the weights attributed to the number of isolated individuals with symptoms and to economic losses due to the enforcement of the control policy. The general nature of the model allows for inclusion of additional epidemic features with minor adaptations in the basic equations. Therefore, the modeling approach may contribute to the analysis of combined intervention strategies and to the guidance of public health decision making.

1 Introduction

The COVID-19 pandemic, caused by the severe acute respiratory coronavirus 2 (SARS-CoV-2), shows characteristics that are challenging for public health care systems. High transmissibility of the causative virus, transmission of the virus by asymptomatic and pre-symptomatic infected individuals (subclinical infection) and lack of effective treatments and vaccines impede pandemic
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control. Therefore, non-pharmaceutical interventions such as population- and individual-based social distancing, testing, and contact tracing have so far been the principal public health measures.

In the case of COVID-19, infected individuals are initially asymptomatic for a period of approximately five to six days on average. Some of them may not develop symptoms and recover without complications. A fraction of the asymptomatic infected individuals progress to symptoms that, depending on the severity of the disease, may lead to death. In most cases symptomatic individuals are isolated.

On the other hand, infectiousness starts shortly after infection during the asymptomatic period. The degree of infectiousness depends on the time since infection and on the status of the disease at which the infected individual is at. It is estimated that infectiousness is at highest shortly before or upon the onset of symptoms. see, e.g., He et al. (2020). Thus, epidemiological population groups such as asymptomatics, presymptomatics and symptomatics are infectious, can transmit the virus and are cause of major concern for the control of the epidemic, see He et al. (2020); Nishiura et al. (2020); Mizumoto et al. (2020); Park et al. (2020) and Wang et al. (2020).

Mathematical models have been developed to assess the transmission dynamics of the virus, the severity of the disease, as well as the effectiveness of public health measures. Major social distancing interventions have been population-based (e.g. lockdown at local, regional or national level) and individual-based social distancing, see e.g. Peak et al. (2020); Hellewell et al. (2020); Tsay et al. (2020) and Kretzschmar et al. (2020). Predominant social distancing strategies at the individual level are isolation of asymptotically or symptomatically infected individuals, contact tracing and quarantine.

The vast majority of mathematical models are based on deterministic compartmental modeling, where the epidemiological subpopulations are classified into a susceptible category, several infected population groups as well as groups with recovered individuals or fatalities. Dynamic transitions from one class to the next are based on transition rates, usually constant and sometimes also variable over time. Interventions are built into the models in a similar way. Stochastic approaches have similar rationale allowing for uncertainty, and statistical approaches are usually used for the estimation of epidemiological parameters.

A major issue with ordinary or partial differential equation models with compartments is that transition rates are not directly observable and have to be identified from available observable data. A main problem for the latter is that transition rates are intrinsically variable – they may change in the course of the epidemic even in a stationary environment (see section 2).

The main advantage of the model proposed in this paper is that it does not involve transition rates between compartments. The only dynamic variable, \( y(t) \), is the number of new infections as a function of the time, \( t \). The dynamics of this variable is described by a single evolutionary integral equation. It requires observable statistical information on the medical status of infected individuals during the course of infection, that is, depending on the time since infection, \( \theta \). Examples for needed information are: fraction of infected individuals showing symptoms \( \theta \) days after infection; fraction of infected individuals who die \( \theta \) days after infection; fraction of infected individuals who recover \( \theta \) days after infection, etc. Knowledge of the function \( y(\cdot) \) on a time interval \([0, t]\) and the needed statistical information allows to evaluate the size of various subpopulations at time \( t \) (infected, asymptomatic, symptomatic, recovered, died, etc.) as well
as to calculate several meaningful effective reproduction numbers.

Since the infection age plays a decisive role for the type of required data and for the model, we stress that models in which the infectiousness varies with the infection age are well known in the literature which goes back to the 30ties of the 20th century (papers by W. Kermack and A. McKendrick). More about the history and the development of models with infection-age-dependent infectiousness can be found in Thieme and Castillo-Chavez (1993). Such models are especially relevant to epidemic diseases with a long incubation period and high variability of the infectiousness with the infection age, in particular to COVID-19, as argued above.

The basic model of the evolution of the epidemic is presented in Section 2. As mentioned above, it consists of a single integral equation, which is not standard, therefore existence of a (non-negative) solution and some additional properties are presented. This section also includes formulas for the sizes of the sub-populations of interest, and for the effective reproduction numbers.

Optimal control theory has become a powerful tool for design of policies for prevention and medical treatment of infectious diseases. The work by Feichtinger et al. (2004) investigates an optimal control problem for a model involving infection-age-dependent infectiousness. In the present paper we only consider social distancing as control policy, therefore the main issue is to find a reasonable compromise between the positive effect of the social distancing for attenuation of the epidemic, and the resulting economic losses due to the induced "lockdown".

In Section 3, we present an optimal control model that combines the two optimization criteria mentioned above. The effect of social distancing on the course of epidemic is measured by the total number of isolated (or dead) individuals, while the economic component in the objective functional involves a simple estimation of the economic losses. Since the considered optimal control problem is not standard we derive a necessary optimality condition, together with some additional properties (Subsection 3.1) which provide a ground for numerical approaches (Subsection 3.2).

In order to demonstrate the usage of the proposed approach, Section 4 analyzes a numerical case study. The parametrization of the implemented instance is based on distributions for the incubation period, the serial interval and the time between onset of symptoms and death. Subsection 4.1 discusses related literature and the estimates used in the case study, and Subsection 4.2 describes the construction of the implemented parameter functions, which depend on the time since infection. Finally, in Subsection 4.3 a number of numerical results for the case study are presented, including the evolution of the epidemic sub-populations with or without policy measures, the optimal control policies for various optimization scenarios, the trade-off between the economic and the humanitarian objectives, the effective reproduction numbers. An interesting observation is, for example, that for a larger weight attributed to the humanitarian objective, the contact restrictions begin earlier and are removed later, but the magnitude of the restrictions is milder. If more weight is attributed to the economy, severe restrictions are undertaken, but later and for a relatively short time.

In the concluding section 5 we indicate some possible extensions.
Figure 2.1: Possible paths for the development of the disease of an infected individual.

2 The basic model

An individual is infected after exposure to virus, which allows the virus to enter, remain and multiply in the host. One of the main features of COVID-19 is that infected individuals may be infectious during a long period of time, even until recovery, without having symptoms (asymptomatics). The infectiousness of infected individuals strongly depends on the time since infection. For this reason, the time since infection is essential in the model, presented below. This time, denoted further by $\theta$, will be shortly called infection age (not to be confused with the biological age of individuals). Thus an individual infected at time $t$ will have infection age $\theta = t_1 - t$ at time $t_1 \geq t$.

Along with the infectiousness, the contact rates of individuals play a crucial role in epidemiological models. These depend on the stage of the individual in the course of the infection: asymptomatic/symptomatic, non-isolated/isolated, non-hospitalized/hospitalized, etc. The same applies to the other parameters (related to mortality, recovery, etc.) used in building an epidemiological model. In this paper we focus on the following subpopulations (with corresponding notation), characterizing the status of an individual in the context of an epidemic:

- $S$ – susceptible
- $I_1$ – asymptomatic, non-isolated
- $I_2$ – asymptomatic, isolated
- $I_3$ – symptomatic, non-isolated
- $I_4$ – symptomatic, isolated
- $R$ – recovered
- $D$ – dead

The possible stages that an infected individual may undergo are shown in Fig. 2.1. For example, $S \rightarrow I_1 \rightarrow R$ and $S \rightarrow I_1 \rightarrow I_3 \rightarrow I_4 \rightarrow D$ are possible paths.

Typical ODE epidemiological models (such as SIR, SIRS, ESIR, etc.) and some PDE models describe the transitions between epidemiological population groups by transition rates. Such models have (among others) the following two drawbacks: (i) the transition rates cannot be
directly extracted from observable data; (ii) even in a stationary environment without e.g. seasonal fluctuations and pharmaceutical or regulatory measures, the transition rates may be intrinsically time-dependent. For example, the transition rate from the group infected to the group of recovered or dead individuals during the expansion phase of the epidemic is smaller than that in a phase of decreasing numbers of new infections. In contrast, the model we present here is based mainly on data about the course of infection that can - at least in principle - be directly observed by public health authorities. In particular, instead of transition rates, we use information about the probability that an infected belongs to one or another population group at a given infection age. Clearly, the availability and accuracy of such estimates increases during the evolution of the epidemic. Section 4 discusses in more detail the concrete information used for a numerical case study.

Before formulating the model we make a few preliminary assumptions. First, the environment is stationary, except possibly global restrictions on the contact rates (social distancing). Second, the recovered individuals remain immune after recovery (which is still a controversial issue at the time being – see e.g. Huang et al. (2020) and Peng et al. (2020)). Some more assumptions, concerning emergence of new cases, will be made below.

2.1 Formulation of the model

The model will have a time-range $[0, T]$ (the time measured in days), while the disease may have began earlier than time 0. The following data related to the progress of the disease along the infection age $\theta$ are required. Each of them represents the fraction of all individuals infected at the same time, having a given status $(I_1, \ldots, I_4, R, D)$ at infection age $\theta$:

- $\alpha_1(\theta)$ – fraction of asymptomatic non-isolated individuals $(I_1)$
- $\alpha_2(\theta)$ – fraction of asymptomatic isolated individuals $(I_2)$
- $\alpha_3(\theta)$ – fraction of symptomatic non-isolated individuals $(I_3)$
- $\alpha_4(\theta)$ – fraction of symptomatic isolated individuals $(I_4)$
- $\rho(\theta)$ – fraction of recovered individuals $(R)$
- $\mu(\theta)$ – fraction of dead individuals $(D)$

These fractions have to be known on the interval $[0, \Theta]$, where $\Theta$ is such that the infected individuals of infection age $\Theta$ can be assumed either recovered or dead. Consistently with the meaning of $\Theta$, we extend $\alpha_k(\theta) = 0$, $k = 1, \ldots, 4$, and $\rho(\theta) = \rho(\Theta)$, $\mu(\theta) = \mu(\Theta)$ for $\theta > \Theta$. All these fractions can be considered as time-dependent without substantial changes in the model, but in this paper they are assumed to be stationary.

Clearly, it must hold that for all $\theta \geq 0$,

$$
\sum_{k=1}^{4} \alpha_k(\theta) + \rho(\theta) + \mu(\theta) = 1.
$$

Figure 2.2 represents the above functions for the case study presented in Section 4.

The above data allow to express the sizes of each group with a given status $(S, I_1, \ldots, D)$ at any time $t \geq 0$ by means of a single function of time, $y(\cdot)$, which gives the amount of new infections at any given time $t \in [-\Theta, T]$. Somewhat overloading the notations, $I_k(t)$ will be the
size of the group $I_k$ at time $t \in [0,T]$ ($k = 1, \ldots, 4$) and similarly for $S(t)$, $R(t)$ and $D(t)$. Then obviously

$$I_k(t) = \int_0^\Theta \alpha_k(\theta) y(t - \theta) \, d\theta, \quad k = 1, \ldots, 4,$$

$$S(t) = S(-\Theta) - \int_0^\Theta y(t - \theta) \, d\theta,$$

$$R(t) = R_0 + \int_0^\Theta \rho(\theta) y(t - \theta) \, d\theta,$$

$$D(t) = D_0 + \int_0^\Theta \mu(\theta) y(t - \theta) \, d\theta,$$

where $S(-\Theta)$ is the size of the susceptible population at time $-\Theta$, $R_0$ is the size of the group of infected individuals before $t = -\Theta$ who have recovered till time $t = 0$, $D_0$ is similar but for the dead individuals.

Thus, the main unknown variable in the model will be $y(t) –$ the quantity of individuals who get infected (for the first time) at time $t$. According to the definition of $\Theta$, all these individuals either recover or die at most $\Theta$ days after infection.

More data is needed for modeling the dynamics of $y(t)$, some of which will be time-dependent in order to incorporate later the distancing policy, namely
Here it is assumed that the infectiousness is independent of time, which may not be the case if medication treatment is applied. These parameters are more difficult to be evaluation. One may consider \( c(t) \)—the normal contact rate of susceptibles—as a reference value, and assume that

\[
c_1(t) = c(t), \quad c_2(t) = c_4(t) = \varepsilon c(t) \quad \text{with a small } \varepsilon, \quad c_3(t) = \delta c(t) \quad \text{with } \delta \in [\varepsilon, 1]. \tag{2.5}
\]

Moreover, it is reasonable to assume that

\[
i_1(\theta) = i_2(\theta) =: i_A(\theta), \quad i_3(\theta) = i_4(\theta) =: i_S(\theta), \tag{2.6}
\]

since the infectiousness does not depend on whether a person is isolated or not, but may depend (in addition to the infection age) on presence of symptoms (a symptomatic individual may shed more virus loaded droplets than an asymptomatic one).

In the derivation of the equation for \( y \) below, natural deaths and births are ignored, which is plausible if the duration of the epidemic is not too long or the natural demographic change is slow. The foundation of this equation follows.

First of all, the restriction of \( y(\cdot) \) on \([-\Theta, 0)\), denoted further by \( y_0(\cdot) \), is considered as known from records for the new infections before time \( t = 0 \).

It is assumed that the amount of newly infected individuals at time \( t \) is proportional to the number of contacting susceptibles, \( S(t) \), regarding their contact rate, \( c(t) \), and to the infectiousness of the environment in which the contacts take place:

\[
y(t) = I(t)c(t)S(t).
\]

In the representation of \( I(t) \) it is assumed, roughly speaking, that an infectious individual with a certain level of infectiousness \( i(\theta) \), and having a certain amount of risky contacts per unit of time, is equally infectious as one who is twice as much infectious but has half of risky contacts. In addition, it is assumed that the individuals participating in contacts are homogeneously mixed. Then

\[
y(t) = \frac{V(t)}{W(t)}c(t)S(t), \tag{2.7}
\]

where \( V(t) \) is the participation of infected individuals, weighed by their infectiousness and their contact rates, \( W(t) \) is the total population participating in risky contacts, weighed by their contact rates. Thus,

\[
V(t) = \int_{-\Theta}^{0} y(t - \theta) \sum_{k=1}^{4} i_k(\theta)c_k(t)\alpha_k(\theta) \, d\theta.
\]

Similarly,

\[
W(t) = \int_{0}^{0} y(t - \theta) \sum_{k=1}^{4} c_k(t)\alpha_k(\theta) \, d\theta + c(t)(S(t) + R(t)).
\]
Using (2.5) and (2.6), and having in mind that all \( \alpha_k(\theta) = 0 \) for \( \theta > \Theta \), we represent

\[
V(t) = c(t) \int_{0}^{\Theta+t} [i_A(\alpha_1 + \varepsilon\alpha_2) + i_S(\delta\alpha_3 + \varepsilon\alpha_4)](\theta) y(t - \theta) \, d\theta,
\]

\[
W(t) = c(t) \left[ S(-\Theta) + R_0 + \int_{0}^{\Theta+t} [\alpha_1 + \varepsilon\alpha_2 + \delta\alpha_3 + \varepsilon\alpha_4 + \rho - 1](\theta) y(t - \theta) \, d\theta \right].
\]

Substituting these expressions in (2.7) we obtain the following equation describing the dynamics of the new cases, \( y(\cdot) \):

\[
y(t) = c(t) \frac{\int_{0}^{\Theta+t} \tilde{q}(\theta)y(t - \theta) \, d\theta \left( S(-\Theta) - \int_{0}^{\Theta+t} y(t - \theta) \, d\theta \right)}{S(-\Theta) + R_0 + \int_{0}^{\Theta+t} [q(\theta) + \rho(\theta) - 1]y(t - \theta) \, d\theta},
\]

(2.8)

where

\[
\tilde{q}(\theta) = [i_A(\alpha_1 + \varepsilon\alpha_2) + i_S(\delta\alpha_3 + \varepsilon\alpha_4)](\theta), \quad q(\theta) = [\alpha_1 + \varepsilon\alpha_2 + \delta\alpha_3 + \varepsilon\alpha_4](\theta).
\]

Equation (2.8) is an evolutionary integral equation for \( y(\cdot) \), supplemented with the initial condition

\[
y(t) = y_0(t) \quad \text{for} \quad t \in [-\Theta, 0).
\]

(2.9)

This is the basic equation of the model. Knowing its solution, one may calculate the quantities of interest in (2.1)–(2.4).

Having in mind (2.2)–(2.3) with \( t = 0 \), we can equivalently reformulate equation (2.8) in the following way, explicitly including \( y_0 \) in the equation:

\[
y(t) = c(t) \frac{\left( d_1(t) + \int_{0}^{t} \tilde{q}(\theta)y(t - \theta) \, d\theta \right) \left( d_2 - \int_{0}^{t} y(t - \theta) \, d\theta \right)}{d_3(t) + \int_{0}^{t} [q(\theta) + \rho(\theta) - 1]y(t - \theta) \, d\theta},
\]

(2.10)

where

\[
d_1(t) := \int_{-\Theta}^{0} \tilde{q}(t - \tau)y_0(\tau) \, d\theta, \quad d_2 := S(0), \quad d_3(t) := S(0) + R_0 + \int_{-\Theta}^{0} [q(t - \tau) + \rho(t - \tau)]y_0(\tau) \, d\theta.
\]

(2.11)

We mention that the model can be further extended, say be including hospitalized individuals, hospitalized with intensive care, etc., provided that data similar to \( \alpha_k \) are available for these groups. Such extensions, however, do not change the structural form of the transmission dynamics (2.8) or (2.10).

### 2.2 Preliminary analysis of the basic integral equation

Concerning the data involved in equation (2.8) we make the following Assumptions:

(i) the functions \( \alpha_k, \ (k = 1, \ldots, 4), \ \rho, \mu, \ i_A, \ i_S, \ c, \ y_0 \) are measurable, bounded and non-negative, \( c(t) \leq \bar{c}, \ \varepsilon, \delta \in (0, 1] \);

(ii) \( S(-\Theta) - \int_{-\Theta}^{0} y_0(\theta) \geq 0 \);
(iii) \( \eta := R_0 + \int_0^\Theta \rho(\theta)y_0(-\theta) \, d\theta > 0. \)

Here \( \bar{c} \) represents the average contact rate of individuals in absence of the epidemic – a positive number that may become lower, \( c(t) \leq \bar{c} \), due to restrictions on the contacts during the epidemic. Assumption (ii) formally means that the susceptible population, \( S(0) \), at time \( t = 0 \) is non-negative (see (2.2) with \( t = 0 \)). Assumption (iii) requires that at time \( t = 0 \) there are recovered individuals. This assumption can be relaxed, because it is only needed to ensure that the denominator in (2.8) does not vanish. For that it is enough to assume that the population does not extinct before \( t = T \), but such an assumption is not a priori checkable.

Below \( \| \cdot \|_i \) denotes the norm in the usual space \( L^i[0,\tau] \) on a scalar interval \([0,\tau]\) (which is sometimes skipped from in the notation).

**Proposition 2.1.** For every non-negative function \( c \in L^2[0,T] \), equation (2.10) has a unique solution \( y \in L^2[0,T] \). This solution is non-negative, and the denominator in (2.10) is a.e. strictly larger than \( \eta \) along the solution \( y \). Moreover, \( y(t) \leq c(t) \max_{\theta \in [0,\Theta]} \{ i_A(\theta), i_S(\theta) \} S(0) \).

The proof is based on the contraction mapping theorem. The specific form of (2.10), where the denominator can vanish for some \( y \in L^2 \), makes the proof not straightforward. Therefore, it is given in Appendix.

### 2.3 Reproduction numbers

The notion of an *effective reproduction number* may have various meanings depending on the group of infected individuals to which it applies. Roughly, this number should give the average number of secondary cases per primary case from the considered group at time \( t \). The model presented in this paper allows to define in a meaningful way several types of reproduction numbers (further on we drop the adjective “effective”). Let \( I(t) \) be the size of the infected population at time \( t \) (the latter merely called “group \( I(t) \)”). We consider:

- \( R(t) \) – *aggregated reproduction number* at time \( t \) – the average number of individuals who are directly infected by an individual from the group \( I(t) \).

- \( R_{coh}(t) \) – *reproduction number of newly infected individuals* at time \( t \) – the average number of individuals who are directly infected by a member of the cohort of newly infected individuals emerging at time \( t \).

Given that the basic equation (2.10) (or (2.8)–(2.9)) is solved till time \( t + \Theta \) (with any \( t \in [0,T-\Theta] \)), one can represent the above reproduction numbers as follows:

\[
R(t) = \frac{1}{I(t)} \int_t^{t+\Theta} c(\tau) S(\tau) \frac{\tilde{q}(\tau - \theta) y(\tau - \theta) \, d\theta}{S(\tau) + R(\tau) + \int_0^\Theta q(\tau) y(\tau - \theta) \, d\theta}
\]

\[
R_{coh}(t) = \int_t^{t+\Theta} c(\tau) \frac{\tilde{q}(\tau - t) S(\tau)}{\sum_{k=1}^4 I_k(\tau)} \, d\tau.
\]

Here \( S(\tau), R(\tau) \) and \( I(\tau) := \sum_{k=1}^4 I_k(\tau) \) have to be calculated from (2.1)–(2.3). To obtain the above expressions one may just follow the derivation of the basic model (2.8), tracing the role of
the respective group (either \( I(t) \) or \( y(t) \)) in the evolution of the size of the infected population in \([t, t + \Theta]\), not counting infections caused by secondary cases.

Essentially, \( R(t) \) indicates what is the averaged per capita “production” of new case by the individuals infected prior to time \( t \), while \( R_{coh}(t) \) is the averaged per capita “production” of newly individuals at time \( t \).

Notice the number \( R(t) \) only includes the per capita secondary cases produced by individuals who are infected at time \( t \). This undervalues the contribution of these individuals to the epidemic, because they may already have produced secondary cases before time \( t \). If also these secondary infections are counted, that we have a more relevant effective reproduction number of the currently infected individuals:

\[
R^{all}(t) = \frac{1}{I(t)} \int_t^{t+\Theta} c(\tau) \frac{S(\tau) \int_{\tau-t}^{\Theta} q(\theta) y(\tau-\theta) d\theta}{S(\tau) + R(\tau) + \int_0^{\Theta} q(\theta) y(\tau-\theta) d\theta} d\tau
\]

\[
+ \frac{1}{I(t)} \int_t^{t-\Theta} c(\tau) \frac{S(\tau) \int_{\tau-t-\Theta}^{\Theta} q(\theta) y(\tau-\theta) d\theta}{S(\tau) + R(\tau) + \int_0^{\Theta} q(\theta) y(\tau-\theta) d\theta} d\tau
\]

In addition, one can distinguish the contribution of members of the cohort of new cases at time \( t \) during various phases of their infection period. For example, a newly infected individual emerging at time \( t \) will create in average \( R_{coh}^1(t) \) secondary cases during her asymptomatic period and before potential isolation, where

\[
R_{coh}^1(t) = \int_t^{t+\Theta} c(\tau) \frac{i_A(\tau-t) \alpha_1(\tau-t) S(\tau)}{S(\tau) + R(\tau) + \int_0^{\Theta} q(\theta) y(\tau-\theta) d\theta} d\tau.
\]

Similarly, one can calculate the contribution of the members of the cohort infected at time \( t \) during the other phases of their infection period. This may give valuable information for efficiently focusing potential policies for attenuation of the epidemic.

Of course, it is of particular interest to evaluate the basic reproduction number of the epidemic. The effect of a single infected individual put in a completely susceptible population depends on the specific infection age at the time of emergence. If (in the worst case) the infected individual has infection age \( \theta = 0 \), the number of secondary case will be

\[
R_0 = \int_0^{\Theta} c_1(\theta) i(\theta) d\theta.
\]

This expression is straightforward, but it could also be obtained from (2.3) for \( t = 0 \) and passing to the limit with \( I(0) \to 0 \).

The calculation of the effective reproduction numbers at time \( t \) requires knowledge of the evolution of the basic variable \( y(\cdot) \) on \([t, t + \Theta]\), thus their usefulness may look questionable. However, the calculation of the reproduction numbers at time \( t - \Theta \) may be based (using the same formulas) on the real measurements on \( y(\tau) \) in the interval \([t - \Theta, t]\). Moreover, having in mind that secondary cases dominantly appear in a much shorter period than \( \Theta \), one may replace \( \Theta \) in the formulas for \( R(t) \) and \( R_{coh}(t) \) with a much smaller number (i.e. 7 days instead of \( \Theta = 40 \) days). The resulting approximations of the reproduction numbers based only on measured data can be helpful for assessment of the current potential of the epidemic.
3 Optimal “social/physical distancing” policy

In this section we consider the contact rate $c(t)$ as a policy variable and introduce an objective functional to be minimized, including in a simple way human/medical concerns, but also regarding the economic losses due to the epidemic and due to restrictions on the contact rates (“physical distancing”). For this, the contact rate $c$ in (2.8) will take the form $c(t) = \bar{c}u(t)$, where $u(t) \in [u_0, 1]$ is a control function to be chosen (we remind that $\bar{c}$ is the “normal” average contact rate without epidemic).

We denote the total human damage of the epidemic in $[0, T]$ (assuming that the chosen time horizon is long enough, so that the epidemic is close to extinction at $T$) by

$$\int_0^T I_4(t) \, dt,$$

which is the total number of isolated symptomatic individuals in the period $[0, T]$, see (2.1).

Having in mind that the number of individuals who need hospitalization or intensive care is a statistically estimated proportion of the isolated symptomatic ones, the same expression, weighted appropriately, can represent the total number of each of these groups, or the total number of deaths.\footnote{Here we ignore possible susceptible individuals in quarantine, and the infected non-symptomatic individuals, because quarantine/isolation of such individuals can only be achieved by additional policy measures (testing and contact tracing), which will be a subject of a further upgrade of the model.}

Modeling the economic damages of an epidemic (with or without “lock down”) is a complicated issue (see e.g. the recent detailed review [Bloom et al. (2020)] and [Acemoglu et al. (2020)] for comprehensive analysis of the issue). Here we keep the model simple by making a reasonable shortcut. The economic part of the objective functional is a simple version of the “cost-of-illness” approach (see Section 3 in [Bloom et al. (2020)]), where medical costs and the (temporarily or ultimately) lost labor are counted. The instantaneous gross domestic product (GDP) without epidemic is assumed to be proportional to $K^{1-\sigma}L^\sigma$ (the Cobb-Douglas production function), where $K$ is the capital stock at a given time (which will be assumed constant in the horizon $[0, T]$), $L$ is the available labor, and $\sigma \in (0, 1)$. With the restriction $u \in [u_0, 1]$, and due to the fact that isolated symptomatic individuals normally do not work, the economic losses at time $t$ can be assumed to be proportional to

$$K^{1-\sigma}L^\sigma - K^{1-\sigma}(u(t))^\sigma\left(L - \frac{L}{N}I_4(t)\right)^\sigma = K^{1-\sigma}L^\sigma\left(1 - (u(t))^\sigma\left(1 - \frac{I_4(t)}{N}\right)^\sigma\right).$$

Here $N$ and $L$ are the total population and labor before the epidemic, thus $L/N$ is the fraction of labor in the total population. The dead individuals are disregarded in the above expression, because the fraction of individuals in working ages who die due to the COVID-19 epidemic is relatively low. Summarizing, we consider the following objective functional to be minimized:

$$\int_0^T \left[ \pi I_4(t) + p \left(1 - (u(t))^\sigma\left(1 - \beta I_4(t)\right)^\sigma\right) \right] \, dt,$$

where $\pi \geq 1$ is a weight (formally redundant), which allows to take into account the costs per capita for medical treatment, $(\pi - 1)$. The parameter $\beta$ may take values between zero and
\( L/N \), and \( p \) is a weight which incorporates (in a multiplicative way) following three components: the pre-epidemic GDP (proportional to \( K^{1-\sigma}L^\sigma \)), the discounted post-epidemic economic losses (which may be considered as proportional to the economic losses during the epidemic), and the weight needed to put on a common scale the human losses and the economic losses. The latter is a matter of political decision, as we know from the reaction of various governments in the COVID-19 time. Using the parameter \( p \) one can analyze the trade-off between humanitarian and economic objectives. Summarizing, and disregarding the constant summand \( p \) in (3.1), we obtain the following optimal control problem:

\[
\min \int_0^T \left( \pi I_4(t) - p(u(t))^{\sigma} [1 - \beta I_4(t)]^{\sigma} \right) dt
\]

subject to the equations

\[
y(t) = u(t) \bar{c} \left( \frac{d_1(t) + \int_0^t \bar{q}(\theta)y(t - \theta) d\theta}{d_3(t) + \int_0^t [q(\theta) + \rho(\theta) - 1]y(t - \theta) d\theta} \right),
\]

\[
I_4(t) = d_4(t) + \int_0^t \alpha_4(\theta)y(t - \theta) d\theta,
\]

and the control constraint \( u(t) \in [u_0, 1] \), where

\[
d_4(t) = \int_{-\Theta}^0 \alpha_4(t - s)y_0(s) ds
\]

The parameter \( \beta \) can be assumed to belong to \([0, 1]\), provided that the population size \( N \) before the beginning of the epidemic is normalized to 1 as we further assume.

### 3.1 Analysis of the optimization problem

Problem (3.2)–(3.4) can be written in the following more general form with states \( y \in \mathbb{R} \) and \( z \in \mathbb{R}^n \) and control values \( u \in U \subset \mathbb{R}^m \):

\[
\min \int_0^T g(z(t), u(t)) dt
\]

subject to

\[
y(t) = f(z(t), u(t)), \quad \text{for } t \in [0, T],
\]

\[
z_k(t) = d_k(t) + \int_0^t \varphi_k(\theta)y(t - \theta) d\theta, \quad k = 1, \ldots, n,
\]

\[
u(t) \in U.
\]

Indeed, with \( z = (z_1, z_2, z_3, z_4) \) and \( U = [u_0, 1] \), one can define

\[
\varphi_1(\theta) = \bar{q}(\theta), \quad \varphi_2(\theta) = -1, \quad \varphi_3(\theta) = q(\theta) + \rho(\theta) - 1, \quad \varphi_4(\theta) = \alpha_4(\theta),
\]

\[
f(u, z) := u \bar{c} \frac{z_1 z_2}{z_3}, \quad g(z, u) = \pi z_4 - p u^{\sigma} (1 - \beta z_4)^{\sigma},
\]
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with \(d_1, d_2, d_3\) are defined in (2.11), and \(d_4\) is given in (3.5). According to the last statement of Proposition 2.1, \(z_3 > \eta\) for every \(z_3\) in the domain of interest in the particular model (3.2)–(3.4). Since the analysis below is local, the function \(f\) is smooth in the domain of interest. Thus, also taking into account Proposition 2.1, the assumptions made in the next paragraph for the more general problem (3.6)–(3.9) can be considered as fulfilled for the particular problem (3.2)–(3.4).

**Assumptions** for problem (3.6)–(3.9).
The functions \(f, g : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^m\) are differentiable, \(\varphi, d_k \in L^\infty[0, T]\), \(U\) is convex and closed. Moreover, \(g\), and all first derivatives of \(f\) and \(g\) are (globally) Lipschitz continuous in \(u \in \mathbb{R}^m\), uniformly with respect to \(z\) in any compact set, and locally Lipschitz continuous in \(z\), uniformly with respect to \(u\) in any compact set. In addition, there exists a constant \(M\) such that for every \(u \in L^2[0, T]\) the system (3.7)–(3.8) has a unique solution \((y, z)\) in \(L^2\), and \(\|z\|_\infty \leq M\|u\|_2\).

**Remark 3.1.** More general problems than (3.6)–(3.9) can be investigated in the same way as below, but we do not seek generality in this paper (the same applies to the assumptions above). We consider (3.6)–(3.9) mainly in order to simplify the notations involved in (3.2)–(3.4).

In the particular problem of interest, (3.2)–(3.4), the function \(f\) is linear in \(u\), and \(I_4\) linearly depends on \(y\). Moreover, the multiplier \([1 - \beta I_4(t)]^\sigma\) is non-negative, since \(I_4(t) < N = 1\), hence the integrand in (3.2) is convex in \(u\). Then existence of a solution of this problem is implied by the classical Tonelli argument. In the more general problem (3.6)–(3.9), we just assume existence of a local solution, further denoted by \((\hat{u}, \hat{y}, \hat{z})\). To be more precise, denote by \(J(u)\) the value of the functional (3.6), where \(z\) results from the equations (3.7)–(3.8). Also denote \(\mathcal{U} := \{u \in L^\infty[0, T] : u(t) \in U\ \text{for a.e.} \ t \in [0, T]\}\) – the set of admissible controls. Then “local solution” means that \(J(u) \geq J(\hat{u})\) for all \(u \in \mathcal{U}\) belonging to an \(L^\infty\)-neighborhood of \(\hat{u}\).

Further on, we indicate by subscripts the partial derivatives of functions. For example, \(g_u(z, u)\) denotes the derivative of \(g\) with respect to \(u\) (an \((1 \times m)\)-dimensional matrix), \(f_z(z, u)\) is an \((1 \times n)\)-dimensional, etc.

**Proposition 3.2.** On the assumptions made above, the functional \(J\) is Fréchet differentiable in the set \(\mathcal{U}\) with respect to the \(L^2\)-norm, and its derivative has the following representation (belonging to \(L^\infty[0, T]\)): for every \(u \in \mathcal{U}\)

\[
J'(u)(t) = \lambda(t)f_u(z(t), u(t)) + g_u(z(t), u(t)), \tag{3.11}
\]

where \(z\) is the solution of (3.7)–(3.8) corresponding to \(u\), and \(\lambda\) is the unique solution in \(L^\infty[0, T]\) of the equation

\[
\lambda(t) = \int_t^T [\lambda(s)f_z(z(s), u(s)) + g_z(z(s), u(s))]\varphi(s - t) \, ds. \tag{3.12}
\]

Notice, that (3.12) is a Volterra integral equation of the second kind (in inverse time), therefore it has a unique solution in \(L^\infty[0, T]\), see e.g. Gripenberg (1990) (we remind that any solution \(z\) of (3.7)–(3.8) corresponding to \(u \in \mathcal{U}\) belongs to \(L^\infty[0, T]\)).

The considered optimal control problem is not standard, but the proof of Proposition 3.2 is more or less routine for specialists in optimal control theory. We present a sketch of the proof in Appendix.
Corollary 3.3. If $(\hat{u}, \hat{y}, \hat{z})$ is a locally optimal solution of problem (3.6)–(3.9), then there exists a unique solution $\hat{\lambda} \in L^\infty[0, T]$ of (3.13), with $(z, u)$ replaced with $(\hat{z}, \hat{u})$, such that

$$\dot{\hat{\lambda}}(t) f_u(\hat{z}(t), \hat{u}(t)) + g_u(\hat{z}(t), \hat{u}(t)) \in N_U(\hat{u}(t)) \quad \text{for a.e } t \in [0, T],$$

where $N_U(u)$ is the usual normal cone to the convex set $U$ at the point $u$.

To obtain the above necessary optimality condition it is not necessary to have differentiability of $J$ in the space $L^2$ (the straightforward differentiability in $L^\infty$ is enough). However, the differentiability in $L^2$ is important for investigation of various approximation approaches, such as gradient projection or Newton-type methods (see the next subsection).

Further in this section, we focus on the particular case of problem (3.2)–(3.4). Formula (3.11) takes the form

$$J'(u) = \lambda(t) \tilde{c} \frac{z_1(t) z_2(t)}{z_3(t)} - p\sigma(u(t))^{\sigma - 1}(1 - \beta z_4(t))^\sigma,$$

where $\lambda$ is the solution of the Volterra equation

$$\lambda(t) = \int_t^T \lambda(s) u(s) \tilde{c} \left[ \frac{z_2(s)}{z_3(s)} \varphi_1(s - t) - \frac{z_1(s)}{z_3(s)} \frac{z_2(s)}{z_3(s)} \varphi_3(s - t) \right] ds + \int_t^T \left[ \pi + p(u(s))^{\sigma} \beta(1 - \beta z_4(s))^{\sigma - 1} \varphi_4(s - t) \right] ds.

Let assume that the functions $\alpha_k, \rho, \iota_A, \iota_S$ are Lipschitz continuous. This is a natural assumption, since there is no reason to expect an abrupt change of these functions with the infection age, as also the statistically based estimation in Figure 2.2 suggests. Hence, the functions $\varphi_k$ in (3.10) are Lipschitz continuous. From (3.14) we obtain that $\lambda$ is also Lipschitz continuous. The solution with respect to $u$ of the variational inequality in Corollary 3.3 is obvious:

$$\hat{u}(t) = \text{proj}_{[u_0, 1]} u^\#(\lambda(t), z(t)),$$

where proj$_{[u_0, 1]}(v)$ is the projection of the number $v$ on the interval $[u_0, 1]$ and

$$u^\#(u, z) := \left( \frac{\tilde{c} \lambda z_1 z_2}{p \sigma z_3 (1 - \beta z_4)^\sigma} \right)^{\frac{1}{\sigma - 1}}.$$

In particular, we obtain the following result.

Proposition 3.4. Any optimal control $\hat{u}$ in problem (3.2)–(3.4) is Lipschitz continuous.

3.2 Numerical approach

At the abstract level, one can make use of Proposition 3.2 and implement any gradient projection method for minimization of the functional $J$ subject to the constraint $u \in U$ in the Hilbert space $L^2[0, T]$. Of course, in practice one has to pass to a discretized version of the problem.

To be specific, we focus on the particular problem (3.2)–(3.4), although the approach briefly discussed below is also applicable to problem (3.6)–(3.9), in principle. With a mesh with step size $h$ in $[0, T]$, and for a given piecewise linear admissible control $u \in U$, one can solve numerically...
the integral equation (3.3) by similar discretization techniques used for Volterra integral equations of the second kind. Namely, one can implement the rectangular rule for integration (which will result in a first order accuracy with respect to $h$) or the trapezoidal formula (which becomes implicit, but easily tractable, and may provide a second order accuracy – see Remark 3.5 below). Then, one can solve the adjoint equation (3.14) for $\lambda$ and obtain an discrete approximation of the gradient of $J$ at $u$ using (3.13). (Notice that the Volterra equation (3.14) has a separable kernel, therefore it does not provide a heavy numerical burden.) This enables implementation of any gradient procedure for mathematical programming problems.

Remark 3.5. The error analysis of the solution procedure briefly described above is not simple. The procedure can be viewed in the following way: first problem (3.2)–(3.4) is discretized, then a gradient projection method is applied. An important fact is that the gradient of the objective function in the discretized problem (resulting from the rectangular or trapezoidal scheme) coincides with the discrete approximation (by the same scheme) of the gradient of the original problem. This allows to split the error analysis in two parts: (i) to estimate the order of approximation (with respect to the step size) that a solution of the discretized problem provides, compared with a solution of the original problem; (ii) to analyze the convergence of the implemented gradient method for solving the discrete problem. While there is a huge literature on part (ii), part (i) is an open problem. Proposition 3.4 suggests that a first order error estimate holds if the rectangular rule is applied, and even a second-order error estimate may be valid (if the trapezoidal rule is applied and if the derivative of the optimal control—which is Lipschitz continuous—has bounded variation and the data-functions are Lipschitz). The reason is that similar error analysis as in Dontchev et al. (2000) and in Dontchev et al. (2009) may be applicable. However, this requires substantial additional work, including derivation of second order sufficient optimality conditions for problem (3.6)–(3.9), and is beyond the scope of the present paper.

4 Parameter identification and case study

In the following, we demonstrate our proposed modeling and optimization approaches by applying them to a numerical case study. It is explained, how the parametrization can be based on available epidemiological data. While we present a reasonable parametrization, additional empirical research is necessary in order to develop more realistic, fully data driven instances.

We discuss first some important waiting time distributions, estimated in the literature to describe the course of disease. Based on this, we describe the construction of the parameter functions $\alpha_k, \mu, \rho$. Finally, we apply the proposed optimization approach to the resulting illustrative model.

4.1 Basic data: the course of disease

Many publications on COVID-19 describe aspects of its infection course, i.e. the dependency of relevant parameters on the time since infection, or since onset of symptoms. Usually the distribution of the random time until some relevant event, e.g. onset of symptoms or death, is characterized by an estimated probability density function (PDF). This information can be
restated using the related cumulative distribution function (CDF), which can be interpreted as
the fraction of infected individuals for which the event already happened up to some time. Using
such information fits perfectly with the proposed mathematical modeling approach.

The incubation period is the time interval between infection and the onset of symptoms. For
COVID-19, several probability densities for the length of this time span have been estimated
in the literature. In the subsequent numerical example we use Li et al. (2020), who estimated
the incubation period density for COVID-19 as the density of a Log-normal distribution with
parameters $\mu = 1.434$, $\sigma = 0.661$. Alternative estimates based on the Weibull distribution can
be found e.g. in Zhang et al. (2020) and Guan et al. (2020).

If one analyses chains of infection, serial intervals are important observable quantities, mea-
suring the time between the respective onset of symptoms for a pair of an infecting and an
infected individual. In the present paper we base on an early estimation of the serial interval
for COVID-19 from He et al. (2020). The authors analyzed the (publicly available) data of 77
transmission pairs from mainland China and estimated a $\Gamma[2.116, 2.307]$ as the serial interval
distribution.

We use these early estimations, because there is evidence that the changed behavior of
individuals and the measures taken by the states, had an impact on the effective serial interval.

The third basic time information used in the following is the time between symptom onset
and dead. We use here Verity et al. (2020), who analyzed early deaths in mainland China and
estimated a Log-normal distribution with parameters $\alpha = 2.81$, $\beta = 0.370$. We mention that,
based on a much larger sample, Wu et al. (2020) communicated very similar estimates.

While these three distributions contain the basic information on the course of disease for the
subsequent case study, further information, like, e.g., on the time between onset of symptoms
and reporting of a case, see e.g. MIDAS. (2020), may be used for more detailed modeling.

4.2 The benchmark parameters

The available information on the course of infection can be used to construct the parameter
functions $\alpha_k, \mu, \rho$ and $c$. Without going into the very details, we give a sketch of the considera-
tions that lead to the parameter functions depicted in Figure 2.2 which are used subsequently
for the optimization case study.

The generation interval is the difference between the infection time of an infected individual
and the infection time of the infecting person. An estimated PDF of the generation interval
is based on pairs of infectors and infected individuals, and must be interpreted as the condi-
tional PDF that an infection happened at time $\theta$ after the infector was infected, given that the
secondary infection takes place. The infectiousness function $i_S(\theta)$ is obtained by multiplying the
generation time PDF with the probability that a contact between an infected and a suscep-
tible individual leads to an infection. For the case study we assume that asymptomatic and
symptomatic cases have the same infectiousness, i.e. $i_S(\theta) = i_A(\theta)$.

The generation time PDF can be derived from the incubation time density and the serial
interval density: let $T^1_I$, $T^2_I$ denote i.i.d. versions of the incubation time (i.e. the incubation
time for a first and a second infection). Moreover, let $T_S$ be the serial interval for these two
infections. Assuming independence, the time between the first and the second infection is then
given by
\[ T_{II} = T^1_I + T_S - T^2_I. \] (4.1)

Because we know that the first individual infects the second, it is necessary to apply the condition \( \hat{T}_{II} > 0 \). In consequence, the PDF for the time between consecutive infections is
\[ f_{II}(\theta) = \frac{f_I * f_S * f_{-I}(\theta)}{\int_0^\infty f_I * f_S * f_{-I}(s) \, ds}, \] (4.2)
for \( \theta \geq 0 \) where * denotes the convolution of densities. For the case study, we applied this approach to the estimated densities in Li et al. (2020) and He et al. (2020).

The class of infected individuals consists of individuals who show symptoms over some time and of completely asymptomatic infected individuals, who recover without having shown any symptoms. Asymptomatic cases at time \( t \) in the sense of the proposed model (\( I_1 \) and \( I_2 \)) are infected individuals who do not have symptoms at time \( t \), whether or not they show symptoms later on.

Only individuals with symptoms may die, and we use the mortality function estimated by Verity et al. (2020), as discussed above. The function \( \mu \) then can be constructed by multiplying the mortality function with the proportion of eventually symptomatic individuals within the class of infected and with the proportion of fatally ill individuals within the class of eventually symptomatics.

The joint recovery function \( \rho \) for symptomatic individuals is constructed based on information about symptomatic cases such that individuals recover on average 14 days after the onset of symptoms. We assume that recovery of fully asymptomatic cases follows the same timing.

The way into isolation works in different ways for symptomatic and completely asymptomatic individuals. We assume that a (high) proportion of eventually symptomatic cases becomes isolated when symptoms occur. Within this group, the fraction of isolated cases at time \( \theta \) is given by the CDF of the incubation time, discussed above. On the other hand, a (lower) proportion of completely asymptomatic cases is isolated.

The way out of isolation is modeled as follows: individuals that show symptoms begin to leave isolation 14 days after onset of symptoms, a small proportion still remains infected and leaves isolation later, according to decay of the infectiousness function. All infected individuals without any symptoms leave after 14 days.

At several points, proportionality factors and further basic parameters (like starting values for the new cases \( y \)) are needed to fully calibrate the model. Most of these values were estimated by fitting the model to official data (Jan 31 - May 1 2020) from Great Britain, downloaded from CDCP. (2020). Table 1 states the used values.

### 4.3 Numerical results

Below we present some numerical results showing the evolution of the epidemic in the benchmark scenario without and with implementation of optimal control policies. Three optimal control scenarios are considered: Case 1, where the weight \( p = 0.0375 \); Case 2, with \( p = 0.0350 \), and Case 3, with \( p = 0.0310 \). Thus, in Case 1 more weight is attributed to the economic losses, in Case 2 the humanitarian component is more important, and even more in Case 3.
Table 1: Estimated parameter values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>overall probability of infection per contact</td>
<td>0.1199, estimated</td>
</tr>
<tr>
<td>basic contact rate</td>
<td>15.37, estimated</td>
</tr>
<tr>
<td>reduction of contact rate for isolated individuals</td>
<td>0.057, estimated</td>
</tr>
<tr>
<td>reduction of contact rate for non isolated symptomatic individuals</td>
<td>0.98, estimated</td>
</tr>
<tr>
<td>surviving symptomatically infected</td>
<td>0.89, JHCRCC. (2020)</td>
</tr>
<tr>
<td>infected without symptoms</td>
<td>0.425, estimated</td>
</tr>
<tr>
<td>percentage of isolated asymptomatic cases</td>
<td>0.41, estimated</td>
</tr>
<tr>
<td>percentage of isolated symptomatic cases</td>
<td>0.93, estimated</td>
</tr>
<tr>
<td>infected before time zero</td>
<td>0.00001, chosen</td>
</tr>
</tbody>
</table>

Optimal policies of global social distancing are computed for the benchmark scenario in the cases 1–3 with \( \pi = 1 \) and control restrictions \( u(t) \in [0.5, 1] \). The left plot in Figure 4.1 shows the corresponding optimal controls. A remarkable observation is, that the more weight is attributed to the economic losses (Case 1), the later emerge and sooner are removed the social contact restrictions, while the strength of the restrictions is higher. In Case 3, for example, the control never reaches the lower bound \( u = 0.5 \), but the period in which restrictions are in effect is more than 50 weeks, while for Case 1 it is only about 18 weeks. The reason is, that when the prevalence is small, the contact restrictions bring a small reduction of the new cases (in absolute numbers), but the economic losses from the restrictions are only slightly dependent on the prevalence. Thus contact restrictions are not efficient in times of low prevalence, unless the parameter \( p \) is small enough.

Another remarkable observation is, that in all cases the epidemic becomes almost extinct, both in the uncontrolled and the optimally controlled cases. For the uncontrolled case this is expected due to the obtained “herd immunity”, but for the optimally controlled scenarios the amount of recovered individuals is too low for that. In fact, in the controlled cases a second wave actually appears (beyond the plotted time horizon), but it is due to the finiteness of the time interval on which the optimal control problem is solved (\( T = 450 \) days). We mention that the above observations are valid in numerous additional experiments not presented here.

The right plot in Figure 4.1 and the two plots in Figure 4.2 show the evolution of the main compartment sizes without, and with implementation of optimal control policies in cases 1 and 2. The shaded areas become rather tiny in Case 3 and are not plotted. Applying no policy measures leads to 1.53% dead during the considered time horizon of one year, and a maximum of 5.29% of the population is infected simultaneously. These numbers decrease to (0.5%, 2.72%) in Case 1, (0.2%, 1.0%) in Case 2, and (0.05%, 0.9%) in Case 3.

Figure 4.3 shows the optimal trade-off between the proportion of dead individuals at the end of the planning horizon versus the reduction of GDP as a percentage of the pre-epidemic GDP. The figure can therefore be interpreted as showing the efficient frontier for the two parts of the objective (3.2). It is computed by solving the optimal control problem for a large number of weights \( p \). The points on the efficiency frontier corresponding the uncontrolled case and to cases 1 and 2 are indicated on the figure. The reduction of the GDP is about 0.5% in the uncontrolled case, while it increases to about 41% in Case 1 and to 61% in Case 2 (we remind
that only direct economic costs due to lost working hours are counted).

Finally, Figure 4.4 depicts the reproduction number $R_{coh}(t)$ together with the number of new cases $y(t)$ (appropriately rescaled to fit to the same figure) for the uncontrolled case and in Case 1. Clearly, the value $R_{coh}(t)$ gives an indication for the change amount of new cases in the near future. In particular 4–7 days after $R_{coh}(t)$ crosses the line $R = 1$, the trend of the new cases changes qualitatively (increase versus decrease).

Figure 4.1: Left plot shows three optimal control functions: for Case 1 ($p = 0.0375$), Case 2 ($p = 0.0350$), and Case 3 ($p = 0.0310$). Right plot: evolution of the population compartments without control.
Figure 4.2: Optimal evolution of the population compartments in Case 1 ($p = 0.0375$) and Case 2 ($p = 0.0370$).

Figure 4.3: Efficient frontier: Trade off between the proportion of dead individuals and the economic loss. The case without social distancing and the two main cases are placed on the curve.

Figure 4.4: Reproduction number $R_{coh}$ and the number of new cases $y(t)$ (multiplied by $10^{-3}$). Left plot: no control is applied; right plot: the optimal control as in Case 1 is applied.
5 Discussion

Aim of this work is to develop a new epidemiological modeling approach that describes the dynamics of an epidemic also under interventional conditions that differs from the typical compartmental models with transition rates between the involved epidemic subpopulations. The model is based on a minimal number of dynamic variables with high generalization potential. Specifically, the model is built up using the number of new infections as a single time dependent variable. Optimal control theory approaches can be embedded in the model including substantial expansions of the specific features of an epidemic. The model is applied to the COVID-19 pandemic; however, it can be employed and adapted for other types of epidemics with different transmission modes and a variety of intervention measures.

The main feature of the presented model is that it is based on the probability of an infected individual to be in a particular stage of the disease (asymptomatic, symptomatic, isolated, dead, etc.) and of the infectiousness, depending on the time since infection.

As already mentioned, more possible stages, an infected individual might undergo, (hospitalization, intensive care) can be easily incorporated in the basic integral equation without any structural change. Changes of immunological status after recovery can also be modeled within the same framework.

More challenging are other widely used policy measures, in particular quarantine as a result of testing and/or contact tracing. The model will need an upgrade which is a subject of current work. Another issue is the optimization of vaccination or treatment strategies that may become available during the course of the epidemic. For instance, the population groups to be prioritized to receive a vaccine as well as which vaccination strategy should be implemented, e.g., pulse vaccination. ring vaccination etc. The intuitive strategy for vaccination might not necessarily be the prioritization for health care workers and vulnerable populations but rather those with high risk of transmitting the pathogen due to their working, living or other conditions.

Several optimal control problems can be meaningful in the context of pandemics of the size of COVID-19. For example the one of minimization of the economic losses subject to the constraint that the number of infected individuals does not exceed a certain bound. This is an optimal control problem of the same form as the one considered in this paper, but with a state constraint, which makes it more demanding.

The economic component of the optimal control problem is introduced mainly for illustrative purposes. More detailed economic modeling should include at least a dynamic economic component (c.f. [Acemoglu et al. (2020) and Bloom et al. (2020)].

6 Appendix

Proof of Proposition 2.1. For any non-negative function \( y \in L^2[0, T] \) on can define \( S[y](t) \) and \( R[y](t) \) as in (2.2)–(2.3) (after extending \( y \) as \( y_0 \) on \([0, -\Theta]\)). Apparently, both \( S[y] \) and \( R[y] \) belong to \( L^2[0, T] \), \( S[y] \) is continuous, \( S[y](0) = S(0) \) and \( R[y](0) = R(0) \) are independent
In particular, \( \eta > y \) for every \( c \). Let \( \mathcal{L} \) is contractive, we mention (skipping the details) that there exists a constant \( \sigma \) in the space \( \mathcal{L} \). Thus \( \|F \| \leq c \) for every \( c \). From (6.1) it is obvious that \( \mathcal{F}(y)(t) \) is well-defined on \( \mathcal{Y}_\sigma \). Next, we show that \( \mathcal{Y}_\sigma \) is invariant with respect to \( \mathcal{F} \). From (6.1) it is obvious that \( \mathcal{F}(y)(t) \geq 0 \). Moreover, due to the Assumption (i) and the inequality \( \bar{q}(\theta) \leq iq(\theta) \), we have (using now (2.8)) that for \( y \in \mathcal{Y}_\sigma \)

\[
\mathcal{F}(y)(t) \leq \frac{c(t)\int_0^\sigma q(\theta)y(t-\theta)\,d\theta}{S[y](t) + R[y](t) + \int_0^\sigma q(\theta)y(t-\theta)\,d\theta} S[y](t) \leq ic(t)S[y](t) \leq ic(t)S(0).
\]

In particular, \( \mathcal{F}(y) \in L^2[0,\sigma] \). Finally, for \( t \in [0,\sigma] \),

\[
S[\mathcal{F}(y)](t) = S[y](0) - \int_0^t \mathcal{F}(y)(\tau)\,d\tau \geq S(0) - i \int_0^t c(\tau)\,d\tau \geq S(0) \left( 1 - i \int_0^\sigma c(\tau)\,d\tau \right) \geq 0.
\]

Thus \( \mathcal{F}(\mathcal{Y}_\sigma) \subset \mathcal{Y}_\sigma \). We define in \( \mathcal{Y}_\sigma \) the metric induced by the weighted norm

\[
\|y\|_{2,\nu} := \left( \int_0^\sigma e^{-\nu t}|y(t)|\,dt \right)^{\frac{1}{2}}, \quad \nu > 0,
\]

in the space \( L^2[0,\sigma] \). With this metric, \( \mathcal{Y}_\sigma \) is a complete metric space. In order to prove that \( \mathcal{F} \) is contractive, we mention (skipping the details) that there exists a constant \( L \) (independent of \( c \in L^\infty[0,T] \)) such that

\[
\|\mathcal{F}(y_1) - \mathcal{F}(y_2)\|_{2,\nu} \leq Lc(t) \int_0^t |y_1(s) - y_2(s)|\,ds
\]

for every \( y_1, y_2 \in \mathcal{Y}_\sigma \) and a.e. \( t \in [0,\sigma] \). This is due to Assumption (iii), which implies that the denominator in (6.1) is not smaller than \( \eta > 0 \). Then, denoting \( \Delta y(t) := y_1(t) - y_2(t) \), we have

\[
\|\mathcal{F}(y_1) - \mathcal{F}(y_2)\|_{2,\nu}^2 \leq L^2 \int_0^\sigma e^{-\nu t}(c(t))^2 \left( \int_0^t |\Delta y(s)|\,ds \right)^2 \,dt
\]

\[
\leq L^2 \|c\|^2 \sup_{t \in [0,t]} e^{-\nu t} \left( \int_0^t |\Delta y(s)|\,ds \right)^2
\]

\[
= L^2 \|c\|^2 \sup_{t \in [0,t]} e^{-\nu t} \left( \int_0^t e^{\nu s} \left( e^{-\nu s} |\Delta y(s)| \right)\,ds \right)^2
\]

\[
\leq L^2 \|c\|^2 \sup_{t \in [0,t]} e^{-\nu t} \int_0^t e^{\nu s} \,ds \int_0^t e^{-\nu s} |\Delta y(s)|^2 \,ds
\]

\[
\leq L^2 \|c\|^2 \sup_{t \in [0,t]} e^{-\nu t} \frac{1}{\nu} \left( e^{\nu t} - 1 \right) \|\Delta y\|_{2,\nu} \leq \frac{L^2 \|c\|^2}{\nu} \|\Delta y\|_{2,\nu}.
\]
We can choose $\nu > L^2\|c\|_2^2$, so that $\mathcal{F}$ is contractive. Thus the equation $y = \mathcal{F}(y)$ has a unique solution $\hat{y} \in \mathcal{Y}_\sigma$.

Now, we have to extend it (if $\sigma < T$) to a solution of (6.1) on $[0,T]$. For this, using (6.1) we estimate $\dot{S} := S[\dot{y}]$ for $t \in [0,\sigma]$ as follows:

$$\dot{S}(t) = S(0) - \int_0^t \dot{y}(s) \, ds = S(0) - \int_0^t l(s) \dot{S}(s),$$

where

$$l(s) := c(t) \frac{\int_0^{\Theta+s} \dot{y}(\theta) \dot{y}(s - \theta) \, d\theta}{S[\dot{y}](s) + R[\dot{y}](s) + \int_0^{\Theta+s} q(\theta) \dot{y}(s - \theta) \, d\theta} \leq i\alpha,$$

as already argued above. Hence,

$$\dot{S}(\sigma) \geq e^{-i\int_0^\sigma c(s) \, ds} S(0) > 0. \quad (6.4)$$

Thus assumption (ii) is also fulfilled for the same equation (2.10), but starting at time $\sigma$. Moreover, $\int_0^\sigma c(s) \, ds$ is non-negative, hence also $y$. The inequality $S(t) \leq i\alpha(t)S(0)$ is fulfilled by the same argument as in (6.2). Then $y \in \mathcal{Y}_T$ and it must coincide with $\hat{y}$.

The other claims of the proposition have already been proved.

**Proof of Proposition 3.2.** Let us fix an arbitrary $u \in \mathcal{U}$ and consider an increment $\Delta u \in L^2[0,T]$. In the calculation of the derivative of $J$ it is enough to consider $\Delta u$ with $\|u\|_2 \leq 1$. The corresponding solutions $(y,z)$ and $(y + \Delta y, z + \Delta z)$ are assumed to exist. Moreover, $z$ and $z - \Delta z$ are bounded (uniformly in $\Delta u \|u\|_2 \leq 1$) due to the last assumption in Section 3.1. Then $J(u)$ and $J(u + \Delta u)$ are finite because of the assumed Lipschitz properties of $g$.

Below we use first order Taylor expansions, where $r_g$ and $r_f$ denote the corresponding residuals, which will be analyzed at the end. Moreover we shorten $f_z(z(t), u(t)) =: f_z(t)$, similarly for $f_u$, $g_z$, $g_u$. We have

$$J(u + \Delta u) - J(u) = \int_0^T [g_z(t) \Delta z(t) + g_u(t) \Delta u(t) + r_g] \, dt, \quad (6.5)$$

$$\Delta z(t) = \int_0^t \varphi(\theta) \Delta y(t - \theta) \, d\theta,$$

$$0 = -\Delta y(t) + f_z(t) \int_0^t \varphi(\theta) \Delta y(t - \theta) \, d\theta + f_u(t) \Delta u(t) + r_f(t). \quad (6.6)$$
We multiply (6.6) with the solution $\lambda$ of (3.12) (which exists, as explained after the formulation of the proposition), integrate on $[0, T]$, and add to (6.5) to obtain

$$J(u + \Delta u) - J(u) = \int_0^T \left[ g_z(t) \int_0^t \varphi(\theta) \Delta y(t - \theta) \, d\theta + g_u(t) \Delta u(t) + r_g(t) \right] \, dt$$

$$-\lambda(t) \Delta y(t) + \lambda(t) f_z(t) \int_0^t \varphi(\theta) \Delta y(t - \theta) \, d\theta + \lambda(t) f_u(t) \Delta u(t) + \lambda(t) r_f(t) \right] \, dt$$

$$= \int_0^T \left[ g_u(t) \Delta u(t) + \lambda(t) f_u(t) \Delta u(t) + r_g(t) + \lambda(t) r_f(t) \right] \, dt + \Lambda,$$

where

$$\Lambda = \int_0^T \left[ -\lambda(t) \Delta y(t) + g_z(t) \int_0^t \varphi(t - s) \Delta y(s) \, ds + \lambda(t) f_z(t) \int_0^t \varphi(t - s) \Delta y(s) \, ds \right] \, dt$$

$$= \int_0^T \left[ -\lambda(s) \Delta y(s) + \int_s^T \left( g_z(t) \varphi(t - s) \Delta y(s) + \lambda(t) f_z(t) \varphi(t - s) \Delta y(s) \right) \, dt \right] \, ds = 0$$

due to the choice of $\lambda$ in (3.12).

To estimate the terms $r_f$ and $r_g$ is a matter of elementary analysis and we give only a sketch. Knowing that $z + \Delta z$ is bounded in $L^\infty$, uniformly in $\Delta u$ with $\|\Delta u\|_2 \leq 1$, and using the Grönwall inequality we obtain the estimate $\|\Delta z\|_\infty \leq c_1 \|\Delta u\|_1 \leq c_2 \|\Delta u\|_2$ with appropriate constants $c_1$ and $c_2$. Then we can use the inequality

$$|r_f(t)| \leq \sup_{s \in [0,1]} \left[ |f_z(z(t) + s\Delta z(t), u(t) + s\Delta u(t) - g_z(t))| |\Delta z(t)|
+ |f_u(z(t) + s\Delta z(t), u(t) + s\Delta u(t)) - g_u(t)| |\Delta u(t)| \right]$$

and the similar one for $r_g$ to estimate $\|r_f\|_2 \leq c_3 \|\Delta u\|_2^2$ and to complete the proof. □
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