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Abstract: Battery Energy Storage Systems (BESS) based on Li-Ion technology are considered to be one of the providers of services in the future power system. Although prices for Li-Ion batteries are falling continuously, it is still difficult to achieve profitability from a single service today. Multi-use operation of BESS in order to reach a so-called “value-stacking” of services therefore is a hotly debated topic in literature, since such an operation holds the potential to increase profitability dramatically. The multi-use operation of a BESS can be divided into two parts: the operational planning phase and the real-time operation. While the operational planning phase has been examined in many studies, there seems to be a lack of discussion for the real-time operation. This paper therefore tries to address the topic of the real-time operation in more detail. For this reason, this paper discusses concepts for implementing a real-time multi-use operation and introduces the novel concept of dynamic prioritization, which allows resolving conflicts of services. Besides the ability to cope with abnormal grid conditions, this concept also holds potential for a better utilization of resources during normal grid conditions. A mathematical framework is used to describe several services and their interaction, taking into account the concept of dynamic prioritization. Several applications are presented in order to demonstrate the behavior of the concept during normal and abnormal grid conditions. These applications are simulated in MATLAB/SIMULINK for specific events and in the form of long-time simulations.
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1. Introduction

In order to reduce the greenhouse gas emissions, the European Union has defined the “Clean energy for all Europeans package”, which describes the corresponding measures up to 2030. These goals comprise an increase of the share of renewable energy by 32 %, a reduction of the greenhouse gas emissions by 55 % and an increase of energy efficiency by 32.5 % by 2030, in each case compared to 1990. IRENA assumes the majority of renewable energy to be variable renewable energy such as wind power- and solar photovoltaic generation, which will represent 50 % share of renewable energy in the power sector in 2030 [1]. This massive amount of variable renewable energy leads to increasing power fluctuations, which require additional flexibilities in the future power system. One way to provide such flexibilities are storage systems. Long- and short-term storage technologies therefore are expected to be increasingly integrated in the power system [2]. Battery Energy Storage Systems (BESS) are expected to cover a part of the short-term storage demand for durations between minutes, hours or days, especially due to their unique capability to quickly absorb, hold and then reinject electricity. IRENA estimates BESS to grow from a storage capacity of 11 GWh in 2017 to 100 GWh–412 GWh in 2030, which is expected to be evenly divided between front-of-the-meter (utility-scale) BESS and behind-the-meter BESS [3]. According to Hesse et al. [4], behind-the-meter BESS require a connection at the grid level of the meter and are typically integrated in the low-voltage- or medium-voltage...
grid, whereas utility-scale BESS typically are of larger size and integrated in the medium- or high-voltage grid. There are several services which are using the flexibility of a BESS and contribute to coping with power fluctuations in the future. Besides the prevention of curtailment of variable renewable energy, for example, by performing “peak-shaving”, which may aim to cache the energy surplus in times of high stress of the grid and release it in times of low stress of the grid, other services such as frequency control or voltage support are the main services currently provided by BESS [3]. Due to the moderate feed-in tariff for photovoltaic systems, the self-consumption optimization today is the most frequently used service for behind-the-meter BESS, which also contributes to destress the grid and to prevent curtailment. Based on the services identified in several studies [2–6], Figure 1 presents an overview of possible services BESS are suitable to provide.

<table>
<thead>
<tr>
<th>System Services</th>
<th>Frequency Control</th>
<th>Conventional Frequency Reserves</th>
<th>FCR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FCR</td>
<td>aFRR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>mFRR</td>
</tr>
<tr>
<td>voltage control</td>
<td></td>
<td>Spinning reserves</td>
<td>synth. inertia</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fast Frequency Reserves</td>
<td>EFR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FFR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FR</td>
</tr>
<tr>
<td>emergency supply and rebuilding</td>
<td></td>
<td>Blackstart capability</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>islanding</td>
<td></td>
</tr>
<tr>
<td>renewable energy shifting</td>
<td></td>
<td>Grid-related</td>
<td>peak shaving</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>capacity firming</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Customer-related</td>
<td>self-consumption optimization</td>
</tr>
<tr>
<td>operational management</td>
<td></td>
<td>Congestion Management</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ramping</td>
</tr>
<tr>
<td>energy market</td>
<td></td>
<td>Energy Arbitrage</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Spot Market</td>
<td></td>
</tr>
<tr>
<td>capacity market</td>
<td></td>
<td>Futures Market</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Provide firm capacity</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 1.** Categorization of services for which Battery Energy Storage Systems (BESS) are suited.

Detailed descriptions of most of the services in Figure 1 can be found in literature [2–6]. Especially “faster reserves” according to Figure 1 are currently subject of intensive research activities [7–15]. Spinning reserve is inherently provided by conventional synchronous generators in the form of mechanical inertia, but may also be provided by
inverter-based generation units in the form of “synthetic inertia” (SI) by adapting their control accordingly [16]. Fast frequency reserves, on the other hand, are activated identically to “frequency containment reserve” (FCR), namely based on the frequency deviation according to droop curves. There are various implementations, which are summarized under the term “fast frequency reserves”. Examples for actual products of such fast frequency reserves are the product “enhanced frequency response” (EFR), which has already been established in the United Kingdom [17], the product “fast frequency response” (FFR), which has already been established in Scandinavia [18], or the product “fast reserve” (FR), which will be established in Italy [19] shortly.

BESS have already become a promising provider of such services in recent years. The increase in the number of globally installed BESS from 200 MW in 2013 to 11 GW in 2019 underpins this statement [20]. However, in most cases, offering just a single service today is economically infeasible [21–23]. Providing multiple services, on the other hand, holds the potential for a more cost-effective operation of BESS and therefore is a hotly debated topic in literature [4,6,21,24–29]. However, such a multi-use operation, sometimes also referred to as multi-purpose operation or stacked operation, poses many challenges that must be considered for a successful realization.

One such challenge is the question as to which services are compatible when they are provided concurrently. According to EPRI, various aspects have to be considered in order to assess the compatibility of services that are associated with location-related, time-related and priority-related constraints of services [30]. For example, self-consumption optimization requires a location behind-the-meter, either on residential- or community scale. Time-related constraints refer to the feasibility of providing concurrent services. For example, that a service that requires discharging does not conflict with a service that requires charging or that providing one service now does not preclude another constraint service in the future (e.g., an acceptable range of state of charge—SoC for future applications). Constraints regarding prioritization of services refer to the circumstances in which certain services may have priority over other services. For example, the service of congestion management may provide power reserves during periods of peak infeed at a congestion point in order to store surplus power to prevent congestion or curtailment. Such a service demands power reserves regardless of wholesale market prices. Assuming congestion management to be valuable for system stability, it may have priority over services that are aiming at gaining revenues on the energy market, such as energy arbitrage or self-consumption optimization. During periods when a conflict of interest arises for such services, priorities are an option to handle their behavior. A report from Sandia National Laboratory [6] assesses the compatibility of services by technical- and operational compatibility. Whereas technical compatibility of several services is already given when the same BESS is capable of providing them, operational compatibility is determined based on operational conflicts that may arise due to location-related, time-related or priority related constraints as mentioned above. These operational conflicts are argued for different combinations of services throughout the report and are summarized in a “synergies matrix”, which evaluates the compatibility of couples of services based on the following categories: excellent, good, fair, poor and incompatible.

Besides such a general assessment of the compatibility of services, the most relevant challenges of a multi-use operation are its actual realization and implementation. Due to the limited power- and energy resources of a BESS, an allocation of certain power- and energy shares to services is necessary. Englberger et al. [24] identify three types of such an allocation, which are: sequential, parallel and dynamic. The sequential type is defined as an operation in which one service uses all resources of the BESS for a given time, after which another service takes over, etc. The parallel type is defined as an operation in which the resources of the BESS are divided in a predefined proportion between different services that are active at the same time. Shares of each resource can be viewed as “virtual BESS”, which provides a corresponding service and when put together forms the real BESS. The dynamic type is similar to the parallel type but dynamically allocates the share of resources
for different time slots. However, as described by Namor et al. [25], a distinction must be made between an operational planning phase and a real-time operation. During the operational planning phase, the allocation of resources to services relies on the prediction of certain variables such as market prices or the power infeed of renewable generation. During the real-time phase, however, the allocation relies on variables that are measured in real-time.

Existing publications focus on the optimization problem of allocating resources of the BESS to different services via so-called “virtual BESS” in order to reach a certain optimization goal such as maximizing revenues [21,24,25,28,30,31]. In addition to such an operational planning, which is based on the results of such optimization models, the real-time behavior of a multi-use operation is a topic that has not been adequately addressed so far. Truong et al. [29], for example, describe an abstract definition of a multi-use operation and discuss possible issues during the real-time phase. They describe several conflicts of services during real-time operation and introduce the concept of priorities of services, which solves a conflict of services that leads to a total power exceeding the limits of the BESS. However, these descriptions only take into account active power and are only described on an abstract level. There appears to be a large gap to the actual implementation of a multi-use operation on real BESS that is capable of applying the results of an operational planning phase. In particular, the question of how to deal with unpredictable input variables in real-time operation has yet to be answered. This paper therefore tries to address the topic of the real-time multi-use operation of BESS in more detail. For this reason, this paper discusses concepts for implementing a real-time multi-use operation and introduces the novel concept of dynamic prioritization, which allows resolving conflicts of services. Besides the ability to cope with abnormal grid conditions during real-time operation, this concept also holds potential for a better utilization of resources during normal grid conditions.

A mathematical framework is presented that allows the definition of functions, which describe the execution of services and the description of the concurrent provision of services, taking into account the proposed concept of dynamic prioritization. For selected services, corresponding functions are described within this mathematical framework in order to demonstrate the functionality of the concept of dynamic prioritization in several applications. These applications include situations of normal and abnormal grid conditions. A model in MATLAB/SIMULINK allows the simulation of these applications and demonstrates how the concept of dynamic prioritization can be used to cope with abnormal grid conditions. This model is also used to investigate a beneficial use of this concept during normal grid conditions in order to reach a better utilization of resources of the BESS. The corresponding application is investigated for a specific event and in the form of long-time simulations based on historical measurement data.

This paper is structured as follows. Section 2.1 presents possible concepts to realize a real-time multi-use operation of BESS. Section 2.1 discusses how to implement these concepts in a battery converter. Section 2.3 presents a mathematical framework to describe a multi-use operation of a BESS applying the concept of dynamic prioritization of functions, including the description of a corresponding current limitation in Section 2.4 describes typical services provided by BESS via functions inside the mathematical framework. Section 3.1 presents several applications to demonstrate the behavior of the concept of dynamic prioritization and possible advantages over other concepts for a real-time multi-use operation. Section 3.2 discusses the results of a long-time simulation of one selected application. Section 4 concludes this paper.

2. Materials and Methods

2.1. Concepts of Real-Time Multi-Use Operation

In Section 1, three types of multi-use operation are described as sequential, parallel and dynamic, which were originally identified by Englberger et al. [24]. For all of these three types time-related constraints arise. As described in Section 1, there is existing literature on
the consideration of these time-related constraints in optimization models, which allow the calculation of an optimal allocation of resources of the BESS for several services for each time slot in the optimization horizon regarding a specific optimization goal such as maximizing revenues. As described in Section 1, this phase is referred to as operational planning. The results of the operational planning can be used to parametrize corresponding schedules of services for each time slot in a real BESS accordingly. However, there are several services whose behavior is unpredictable during operational planning. This section discusses possible concepts to deal with such unpredictable behavior of services during real-time operation.

In this paper, the implementation of a service in a BESS is referred to as “function”. A service is considered as an abstract definition, whereas a function is a detailed definition of its implementation in a system. The implementation of a service as a function may differ between systems. Therefore, functions describe in detail how a service is executed. Besides such functions that are executing services, there may be additional functions that are necessary to operate a BESS or to guarantee the continuous execution of services. For example, the management of the state of charge (SoC) is one such function.

The first concept of real-time operation is based on a given allocation of virtual BESS for different services, which is the result of the operational planning for a specific time slot. The resources of a BESS can be split up into several virtual BESS. Such a division into virtual BESS has to be done for the power resources and the energy resources of the BESS, resulting in corresponding power bands and energy bands that represent the share of resources of each virtual BESS related to the total resources of the BESS. However, there is a difference between power bands and energy bands in the way they are influenced during real-time operation. While the power band of a virtual BESS defines the limits within which the operating point of an assigned function is allowed to operate, the energy band of a virtual BESS defines the reservation of energy resources of the BESS for a later usage by the corresponding function.

Figure 2 illustrates the first concept of real-time multi-use operation based on the allocated energy bands for each function in a specific time slot. A BESS that executes four services is assumed. Since the state of energy is a state variable it has an influence in which way the energy band of the corresponding virtual BESS is allocated within the energy resources of the BESS. The energy bands can either be allocated symmetrically, positively or negatively. In the case of symmetrical allocation, the energy resources of the corresponding virtual BESS are allocated with half their value in the upper and lower region of the energy resources. In case of positive allocation the energy resources of the corresponding virtual BESS are allocated in the lower region of the energy resources. In case of negative allocation, the energy resources of the corresponding virtual BESS are allocated in the upper region of the energy resources. A symmetrical allocation ensures that the BESS can store and provide energy at a later point in time, while a positive allocation only ensures the provision and a negative allocation only ensures the storage at a later point in time. As described in [32], an example of a service that requires symmetrical allocation is FCR. An example of a service that requires negative allocation is peak shaving. Peak shaving requires specific negative energy resources to be available in advance of its activation in order to be able to store energy while it is active. An example for positive allocation is the provision of firm capacity. Providing firm capacity requires specific positive energy resources to be available in advance of its activation in order to be able to provide energy while it is active. Furthermore, there are functions whose requirement for an energy band is zero. All voltage control services are of such type. Figure 2 shows a symmetrical allocation for function 1, a positive allocation for function 2, a negative allocation for function 3 and no energy band for function 4 in order to illustrate the resulting energy band, the so-called “working area”, within which the state of energy of the BESS is allowed to operate.
Figure 2. Concept of allocation of virtual BESS for each function on the example of assignment of energy bands for each function in a specific time slot. The grey color marks the reserved energy band of corresponding functions.

Figure 3 illustrates the first concept of real-time multi-use operation based on the allocated power bands for each function in a specific time slot. A BESS that executes four services simultaneously is assumed, where function 1 and function 3 are only partly exploiting their power band, whereas function 2 fully exploits its power band and function 4 does not have any power output. Conflicts of functions are avoided on the basis of such a concept. Since power resources are divided in advance to the actual real-time operation, the sum of the power output of all functions cannot exceed the power resources of the BESS.

Figure 3. Concept of allocation of virtual BESS for each function on the example of static assignment of power bands for each function in a specific time slot. The grey color marks the currently occupied share of the power band of the corresponding function.

However, most of the unpredictable services require large amounts of power resources only during rare events such as abnormal grid conditions. On the one hand, these power resources have to be reserved in corresponding virtual BESS at all times, but on the other hand, this reduces the flexibility for other services. With regard to Figure 3, such a situation may arise when function 1 and function 4 are assumed to be functions that execute such unpredictable services. Most of the time their request of power resources is small compared to the size of the allocated virtual BESS. The flexibility to allocate resources for function 2 and function 3 during operational planning therefore is limited, although a high share of the resources is unused most of the time.

The question arises as to whether there are services that are capable of using the same resources and whether there are situations when the concept of virtual BESS needs to be
expanded. Sharing energy bands is not possible, but sharing power bands is an option. For example, different services for frequency control may be considered as decoupled in time to some extent and may be candidates to use shared power bands. Furthermore, there are services whose provision quality is not affected by the short-term sharing of power bands. As will be shown in Section 3.1, static voltage support can be considered as such a service. Besides the argument of better utilization of resources, there are services whose resource demand cannot be identified in advance and which may require the concept of allocation of virtual BESS to be overruled in order to contribute to system stabilization. As will be shown in Section 3.1, dynamic voltage support can be considered as such a service. All of these thoughts are considered in the next concept, which is described below.

The concept of dynamic prioritization is also based on the allocation of virtual BESS and allocates energy bands identical as shown in Figure 2. However, regarding power bands, an allocation is only done for functions for which such an allocation is possible. Based on priorities, the power resources of virtual BESS for functions with lower priority are made available for functions with higher priority when required. With such an approach it is possible to deal with the unpredictable behavior of services in such a way that during abnormal grid conditions they can exploit the corresponding resources but at the same time do not waste resources through corresponding reservations during normal grid conditions.

Figure 4 illustrates this concept of dynamic prioritization, again assuming a BESS providing four functions.

![Figure 4. Concept of dynamic prioritization of functions.](image)

Priorities are assigned beginning with function 1, which is assigned the highest priority, up to function 4, which is assigned the lowest priority. In this example a virtual BESS with a corresponding power band is assigned only to function 2, which ensures the reservation of certain power resources of the BESS. In order to describe the behavior of functions in this concept, it is distinguished between

- reserved power: power resources according to the size of the virtual BESS assigned to the corresponding function,
- requested power: real-time power demand of the function and
- executed power: power output the system is able to execute for the corresponding function.
An activated function is allowed to reserve-, request- and execute powers, whereas a deactivated function is not allowed to do so. A function is active only when its executed power differs from zero, otherwise the function is inactive.

Figure 4 shows three different situations at the time $t_1$, $t_2$ and $t_3$, where the four functions are activated and have different requested powers for each situation. At the time $t_1$ function 1 and function 2 are inactive. However, for function 2 power resources are reserved according to the size of the allocated virtual BESS. Function 3 and function 4 are active and are using the remaining power resources. However, since the requested powers of all functions exceed the power resources there is a conflict of functions, which is resolved based on the priorities. Since function 3 has a higher priority than function 4, the requested power of function 3 can be fully executed, whereas the requested power output of function 4 is limited, leading to an executed power that is lower than the requested power. At the time $t_2$ function 2 fully exploits its allocated power resources and even requests a higher amount than reserved according to its virtual BESS. Due to the priorities, the power requests of function 4 cannot be executed any more and the function becomes inactive. At the time $t_3$ it is assumed that an abnormal grid condition leads to a power request of function 1 that fully exploits the whole power resources of the system. Due to the highest priority of function 1, requested powers of all other functions cannot be executed any more and power reservations are overruled. Therefore, the functions 2–4 become inactive.

Compared to the concept of virtual BESS of Figure 3, which prevents the occurrence of conflict of functions, the concept of dynamic prioritization of Figure 4 handles conflicts based on the priorities assigned to each function.

At the times $t_2$ and $t_3$ the whole power resources of the BESS are exploited. Assuming an immediate transition between these two situations, the question arises as to what influence the different assignments of power resources have, since the total power output of the system does not seem to change. The description of concepts in this section is based on a one-dimensional view. For example, it is not distinguished between active- and reactive power. Assuming the function 2 and function 3 to request active power and function 1 to request reactive power in Figure 4, the change of the total power output between the time $t_2$ and $t_3$ becomes visible. There are several other dimensions that have to be considered during the multi-use operation. Besides the active- and reactive power, for example, the influence of asymmetry and harmonics has to be taken into account. With consideration of such additional dimensions, a change of assignments at the time $t_2$ and $t_3$ in Figure 4 therefore has an influence on the total power output of the system, since the waveform may change depending on the functions that are active. The sign of the power is an additional matter that is not considered in the exemplary descriptions above.

2.2. Considerations on the Realization in Battery Converters

The descriptions of concepts in Section 2.1 are based on the assumption of a limited power capability of a BESS. To describe concepts, this assumption is helpful, because it allows a simplified description, but in more detail this limited power capability goes back on the maximum current a BESS is capable of handling, which is limited by its converter. This maximum instantaneous current $I_{\text{max}}$, therefore, is the ultimate value, which has to be considered in the converter control. As already described at the end of Section 2.1 there are several dimensions that have to be taken into account when assigning power resources to different functions. Compared to the one-dimensional examples described in Section 2.1, the realization of a multi-use operation in a converter control structure requires a multi-dimensional assignment of resources. A typical converter control structure, such as described in [33], consists of a power control and a current control. Active- and reactive power set points are used to calculate current set points, which are typically described by a normalized current space vector $i_{\text{ref}}$. The nomenclature used in the following descriptions is summarized in Nomenclature. A summarized list of all symbols used in this paper can be found in Appendix B.
An assignment of resources has to ensure the condition
\[ i_{S,dq,ref}(t) \leq i_{\text{max}} = \frac{I_{\text{max}}}{\sqrt{2}I_n} \forall t \] (1)
at any time. Therefore, an extended version of the concept described in Figure 4 has to be applied, which takes into account the multi-dimensional character of the current space vector \( \mathbf{I}_d \).

Such an extended version of the concept of Figure 4 is described in Section 2.3. Based on a mathematical framework, which allows the definition of functions, the description of their behavior regarding requested powers and the formulation of a dynamic prioritization of functions based on priorities, a systematic description of a real-time multi-use operation of BESS is possible.

2.3. Mathematical Framework to Describe a Multi-Use Operation

The multi-use operation is based on a set of functions
\[ \mathbf{F} = \{ F_1, F_2, ..., F_k, ..., F_{N_F} \} \] (2)
where each function \( F_k \), with \( k \in \mathbb{N} : k \leq N_F \) describes the behavior of the corresponding service the BESS provides. The number of functions is \( N_F \). A function is either activated or deactivated. This activation of functions is described by the set \( \mathbf{A} \)
\[ \mathbf{A} = \{ A_1, A_2, ..., A_k, ..., A_{N_F} \} \in \mathbb{B}^{N_F} \] (3)
with \( \mathbb{B} = \{ 0, 1 \} \), and where \( A_k = 0 \) means the function \( F_k \) is deactivated, and where \( A_k = 1 \) means the function \( F_k \) is activated. There may be functions that must not be activated at the same time because they are incompatible. These forbidden activations are summarized in the set
\[ \mathcal{U} \subset \mathbb{B}^{N_F}. \] (4)

According to Section 2.1 it is distinguished between the reserved-, the requested- and the executed power. Each function \( F_k \) describes the behavior of its requested power, based on a set of parameters
\[ \mathbf{X}_k = \{ X_{k,1}, X_{k,2}, ..., X_{k,N_{X_k}} \} \in \mathbb{R}^{N_{X_k}} \] (5)
where \( N_{X_k} \) is the number of parameters of the function \( F_k \) and a set of control variables
\[ \mathbf{C}_k = \{ C_{k,1}, C_{k,2}, ..., C_{k,N_{C_k}} \} \in \mathbb{R}^{N_{C_k}} \] (6)
where \( N_{C_k} \) is the number of control variables of the function \( F_k \). Based on these parameters \( \mathbf{X}_k \) and control variables \( \mathbf{C}_k \) the behavior of the requested power of each function \( F_k \) can be described. The requested power is divided into two parts, a statically requested part and a dynamically requested part. The statically requested power represents the static operating point, whereas the dynamically requested power represents the dynamic response of the power output that follows this operating point. The statically requested power of a function \( F_k \) is defined by
\[ S_{SR_k} = A_k \cdot f(\mathbf{X}_k, \mathbf{C}_k(t)) \] (7)
and the dynamically requested power of the function \( F_k \) results from the dynamic behavior, defined in the parameters of the function, and the statically requested power
\[ S_{DR_k} = f(S_{SR_k}, \mathbf{X}_k, t). \] (8)
Both the statically- as well as the dynamically requested part are apparent powers, which consist of an active- and a reactive power, which are defined by \( P_{SR_k} \) and \( Q_{SR_k} \) for the statically requested power and \( P_{DR_k} \) and \( Q_{DR_k} \) for the dynamically requested power.

Many functions only request either active- or reactive power. The two sets \( \mathcal{A} \) and \( \mathcal{R} \) therefore are defined by

\[
\mathcal{A} = \{ f_k \in \mathcal{F} | Q_{DR_k} = 0 \forall t \} \quad (9)
\]
\[
\mathcal{R} = \{ f_k \in \mathcal{F} | P_{DR_k} = 0 \forall t \} \quad (10)
\]

and include the corresponding functions that only request active- or reactive power. All functions included in the set \( \mathcal{A} \) are called “active power functions” and all functions included in the set \( \mathcal{R} \) are called “reactive power functions”.

As described in Section 2.2 the converter control structure typically includes the inverter current control, whose input are four Park-components, which are summarized in the vector

\[
i_{S,dq,ref} = (i_{S,d1,ref}, i_{S,q1,ref}, i_{S,d1-,ref}, i_{S,q1-,ref})^T. \quad (11)
\]

The contribution of each function \( f_k \) to \( i_{S,dq,ref} \) has to be calculated based on the dynamically requested power \( S_{DR_k} \) on the basis of the corresponding current request:

\[
i_{S,dq,k}^r = f(S_{DR_k}, C_k) = (i_{S,d1,+,ref}^r, i_{S,q1,+,ref}^r, i_{S,d1,-,ref}^r, i_{S,q1,-,ref}^r)^T. \quad (12)
\]

Besides the requested power, Section 2.1 lists the reservation of power resources in order to ensure that functions are capable of executing certain power increments at any time. Such a power reservation of a function \( f_k \) results in a corresponding reservation of current reserves in the “power control” of Figure 4, which is defined by

\[
i_{S,dq,k}^r = A_k \cdot f(X_k, C_k) = (i_{S,d1,+,ref}^r, i_{S,q1,+,ref}^r, i_{S,d1,-,ref}^r, i_{S,q1,-,ref}^r)^T \quad (13)
\]

\[
sgn(i_{S,dq,k}^r) = \begin{cases} +, & \text{positive reservation,} \\ - , & \text{negative reservation,} \\ \pm, & \text{symmetrical reservation} \end{cases} \quad (14)
\]

and reserves either positive-, negative- or symmetrical power resources. For example, FCR requires a symmetrical reservation of power resources, whereas for aFRR it is possible to tender positive- and negative products separately.

In Section 2.1 a conflict of functions was indirectly defined as a situation where a function requests power but is prohibited to execute it. With regard to the corresponding current request \( i_{S,dq,k}^r \), such a situation is characterized by a limitation of \( \mathcal{R} \). Therefore, the different current contributions of functions sum up to

\[
i_{S,dq,ref} = \sum_{k=1}^{N_f} i_{S,dq,ref_k} = (i_{S,d1,+,ref}, i_{S,q1,+,ref}, i_{S,d1,-,ref}, i_{S,q1,-,ref})^T \quad (15)
\]

where the executable current request of each function \( f_k \) is \( i_{S,dq,ref_k} \). This executable current request is defined by

\[
i_{S,dq,ref_k} = f(i_{S,dq,k}^r, o_{S,dq,k}) \quad (16)
\]

and depends on the requested current \( i_{S,dq,k}^r \) and the already “occupied current capabilities” \( o_{S,dq,k} \) of functions with higher priority than the function \( f_k \), which will be defined in Equation (23).
In case of a conflict of functions, at least one current request \( i_{S, dq}^{k} \) of a function \( F_k \) has to be limited, which leads to

\[
\|i_{S, dq, ref}^{k}\|_1 < \|i_{S, dq}^{k}\|_1. \tag{17}
\]

To manage such a conflict of functions a set of priorities is defined by

\[
V = \{V_1, V_2, \ldots, V_k, \ldots, V_{N_f}\}. \tag{18}
\]

Each function is assigned a priority according to

\[
V : F \mapsto \{v \in \mathbb{N} | v \leq N_f\}. \tag{19}
\]

A function \( F_k \) has highest priority when \( V(F_k) = V_k = 1 \) and it has lowest priority when \( V(F_k) = V_k = N_f \). When a conflict of function occurs, the current requests \( i_{S, dq}^{k} \) of functions are limited, beginning from the function \( F_k \) with lowest priority \( V_k = N_f \), up to the function \( F_k \) with highest priority \( V_k = 1 \), until the condition according to Equation (1) is fulfilled. In order to identify the functions which have to be limited, a set \( H_k \) is defined for each function \( F_k \), which consists of all function indices with higher priorities than \( F_k \). These sets \( H_k \) are defined by

\[
H_k = \{h \in \mathbb{N} | \exists V_h \wedge (V_h < V_k)\}. \tag{20}
\]

In order to calculate the limited currents for each function \( F_k \) in case of a conflict of functions, a matrix \( \bar{o}_{S, dq_k} \in \mathbb{R}^{1 \times m} \) is defined by

\[
\bar{o}_{S, dq_k} = i_{S, dq_k}^F + \sum_{n=1}^{\left\lfloor \frac{1}{2}H_k \right\rfloor} \begin{cases} i_{S, dq_{H_k(n)}}^F + i_{S, dq_{H_k(n)}}^F & \|i_{S, dq_{H_k(n)}}^F\|_1 > \|i_{S, dq_{H_k(n)}}^F\|_1, \\ i_{S, dq_{H_k(n)}}^F, 0 & \|i_{S, dq_{H_k(n)}}^F\|_1 \leq \|i_{S, dq_{H_k(n)}}^F\|_1 \wedge F_k \in \mathcal{A}, \\ 0, i_{S, dq_{H_k(n)}}^F, 0 & \|i_{S, dq_{H_k(n)}}^F\|_1 \leq \|i_{S, dq_{H_k(n)}}^F\|_1 \wedge F_k \in \mathcal{R} \end{cases} \tag{21}
\]

which describes the already "occupied" current resources considered from the point of view of function \( F_k \) and where the value of \( m \) is depending on the number of current requests, which exceed the current reservation of the corresponding function. In case there are no current reservations, this leads to \( m = 1 \). In case of at least one function with higher priority reserving current resources symmetrically and assuming all current requests are zero, this leads to \( m = 2 \), since every symmetrical current reservation has to be taken into account with positive- and negative sign. In order to realize a behavior as shown in Figure 4 the occupied current resources for each function \( F_k \) are depending on the current requests \( i_{S, dq_{H_k(n)}}^F \) and current reservations \( i_{S, dq_{H_k(n)}}^F \) of all functions with higher priority than \( F_k \). Since each function may have positive-, negative- or symmetrical current reservations and may be an active- or reactive power function, this leads to a rather complex structure of Equation (21). The first part of the case distinction in Equation (21) takes into account a situation when a current request exceeds current reservations but also comes into force when a function has no current reservation. For example, a current request \( i_{S, dq_1}^F = (0.5, 0, 0, 0)^\top \) with a corresponding current reservation \( i_{S, dq_1}^F = (\pm 1, 0, 0, 0)^\top \) and a current request \( i_{S, dq_2}^F = (-2.5, 0, 0, 0)^\top \) has to result in executable currents of \( i_{S, dq_{ref_1}}^F = (0.5, 0, 0, 0)^\top \) and \( i_{S, dq_{ref_2}}^F = (-1, 0, 0, 0)^\top \) when \( V_1 < V_2 \) and \( i_{max} = 2 \). However, current reservations only have to be taken into account for the corresponding type of function. For example, for an active power function \( F_k \) only current reservations of other active power functions with higher priority have to be taken into account, whereas current reservations of reactive power functions do not have
to be taken into account. Such a behavior is described by the second and third part of the case distinction in Equation (21).

Each column vector in $\bar{\mathbf{i}}_{S, dq}$ can be assigned a maximum phase current that would occur in one of the three phases, in case the corresponding vector would be executed. The set of these maximum currents where each entry is the maximum phase current of the corresponding column vector out of $\bar{\mathbf{i}}_{S, dq}$ is defined by

$$\mathbf{i}_q = f(\bar{\mathbf{i}}_{S, dq}, \varphi_{\pm})$$

(22)

where $\varphi_{\pm}$ is the angle between the positive- and negative-sequence system. In this set of maximum phase currents $\mathbf{i}_q$, a maximum $\max(\mathbf{i}_q)$ can be found, which is assigned to the corresponding vector. This corresponding vector that leads to this maximum phase current is defined by

$$\mathbf{o}_{S, dq} \in \bar{\mathbf{o}}_{S, dq} | f(\mathbf{o}_{S, dq}, \varphi_{\pm}) = \max(\mathbf{i}_q).$$

(23)

The maximum phase current $\max(\mathbf{i}_q)$ and its corresponding vector $\mathbf{o}_{S, dq}$ can be used to calculate the executable currents of each function $f_k$ by

$$\mathbf{i}_{S, dq, ref_k} = \begin{cases} \mathbf{i}^\prime_{S, dq} & \text{max}(\mathbf{i}_q) \leq \bar{l}_{max} \\ f(\tilde{\mathbf{i}}_{S, dq}, \mathbf{o}_{S, dq}) & \text{else} \end{cases}$$

(24)

where the lower part of the equation corresponds to Equation (16) and leads to a current limitation of the current request of function $f_k$. A detailed description of the calculation of this current limitation $f(\tilde{\mathbf{i}}_{S, dq}, \mathbf{o}_{S, dq})$ of Equation (24) is described in Section .

Calculation of Limited Currents

Any current space vector $\mathbf{i}_S$ in the $a\beta$-plane is a function of its Park-components, the grid angle $\theta$ and the angle $\varphi_{\pm}$ between positive- and negative-sequence system:

$$\mathbf{i}_S = f(\mathbf{i}_{S, dq}, \theta, \varphi_{\pm}).$$

(25)

Assuming there is no zero-sequence system, the relationship between a current space vector in the $a\beta$-plane and a current space vector in the $dq$-plane is given by the Park-transformation

$$\mathbf{i}_{S, dq} = \mathbf{i}_S e^{-j\theta}.$$  

(26)

In more detail, a current space vector can be expressed by

$$\mathbf{i}_S = \left(\mathbf{i}_{S, dq_1+} \cdot e^{j\varphi} + \mathbf{i}_{S, dq_-1} \cdot e^{-j\varphi}\right).$$

(27)

where a division of the space vector $\mathbf{i}_S$ in a positive-sequence part $\mathbf{i}_{S, dq_1+}$ and a negative-sequence part $\mathbf{i}_{S, dq_-1}$ is considered. Each of these two parts can be further divided into a direct- and a quadrature part by using

$$\mathbf{i}_{S, dq_1+} = \mathbf{i}_{S, d1+} + j \cdot \mathbf{i}_{S, q_1+}$$

(28)

$$\mathbf{i}_{S, dq_-1} = \mathbf{i}_{S, d1-} + j \cdot \mathbf{i}_{S, q_1-}.$$  

(29)

All four Park-components can be summarized in a vector $\mathbf{i}_{S, dq} = (\mathbf{i}_{S, d1+}, \mathbf{i}_{S, d1-}, \mathbf{i}_{S, q_1+}, \mathbf{i}_{S, q_1-})^T$. The instantaneous phase currents $\mathbf{i}_t = (\mathbf{i}_{L1, t}, \mathbf{i}_{L2, t}, \mathbf{i}_{L3, t})^T$ can be calculated by projecting the space vector $\mathbf{i}_S$ on the corresponding phase:

$$\mathbf{i}_t = \Re \left[ (\mathbf{i}_{S, d1+} + j \cdot \mathbf{i}_{S, q_1+}) e^{j(0,1,2)} \frac{2\pi}{3} + (\mathbf{i}_{S, d1-} + j \cdot \mathbf{i}_{S, q_1-}) e^{-j(0,1,2)} \frac{2\pi}{3} \right].$$

(30)
To calculate the maximum phase current, the corresponding grid angle $\theta_{\text{max}}$, which is calculated by

$$\theta_{\text{max}} = \theta \left. \frac{\text{d}i_s}{\text{d} \theta} \right|_{\theta} = 0 \quad (31)$$

can be used as follows

$$\max \left[ i_s(\bar{i}_{S,dq}, \theta = \theta_{\text{max}}, \varphi_{\pm}) \right]. \quad (32)$$

Equation (32) can be used to calculate the individual maximum phase currents in Equation (22):

$$i_{\text{hk}} = f(\bar{i}_{S,dq}, \varphi_{\pm}) = \max \left[ i_s(\bar{i}_{S,dq}, \theta = \theta_{\text{max}}, \varphi_{\pm}) \right] \quad (33)$$

which leads to the maximum phase current

$$\max(i_{\text{hk}}) = f(\bar{o}_{S,dq}, \varphi_{\pm}) = \max \left[ i_s(\bar{o}_{S,dq}, \theta = \theta_{\text{max}}, \varphi_{\pm}) \right] \quad (34)$$

in Equation (23).

When a current limitation according to the lower part in Equation (24) is necessary, a procedure has to be defined, that determines which of the four components of the corresponding current request $i_{L,dq}^\prime$ of a function $F_k$ have to be limited and to what value they have to be limited. In Equation (24) this procedure is represented by the term $f(\bar{i}_{S,dq}, \bar{o}_{S,dq})$. In order to describe this term in more detail all functions that need to be limited have to be identified first. The case distinction in Equation (24) implicitly reveals all functions that have to be limited. According to Equation (24), all functions $F_k$ with the function index $k$ out of the following set

$$L = \left\{ k \in \mathbb{N} \left| \left( k \leq N_F \wedge \max(i_{\text{hk}}) > i_{\text{max}} \right) \right. \right\} \quad (35)$$

have to be limited. In this set $L$, the function with highest priority can execute a limited amount of its current request, whereas the current request of all other functions have to be limited to zero. This function $F_k$ is defined by

$$F_L = F_k | V_k \leq V_h \forall k, h \in L. \quad (36)$$

For this function $F_L$, the limited currents have to be calculated explicitly, whereas for all other functions $\{ F_k | k \in L \wedge F_k \neq F_L \}$, the corresponding executable currents $i_{S,dq,\text{ref}k}$ according to Equation (24) are zero:

$$i_{S,dq,\text{ref}k} = f(\bar{i}_{S,dq}, \bar{o}_{S,dq}) = 0, \forall k \in L \wedge F_k \neq F_L. \quad (37)$$

For the calculation of $i_{S,dq,\text{ref}L}$ of the function $F_L$, a stepwise approach as described in [33] can be applied under the use of $\bar{o}_{S,dq,L}$, where $\left( \bar{o}_{S,dq,L} - \bar{i}_{S,dq,L} \right)$ consists of fixed values of executable currents of functions with higher priority than the function $F_L$ and $\bar{i}_{S,dq,L}$ is to be calculated by the current limitation algorithm described in [33]. In a first step, a prioritization of the direct- or quadrature components of the function $F_L$ has to be defined. For the sake of simplicity, this prioritization is assumed for the quadrature components, identical as in [33]. Furthermore, it is assumed that the $i_{S,\varphi_{\pm}}$-component is zero. Taking into account these assumptions, the three remaining components $i_{S,\varphi_{\pm}}', i_{S,\varphi_{\pm}}''$ and $i_{S,\varphi_{\pm}}'''$ can be calculated according to the Algorithm described in [33].
2.4. Description of Selected Functions

Based on the services shown in Figure 1, selected functions are presented in this Section, which are described within the mathematical framework of Section 2.3 and which are taken into account in Section 3. The selection of functions is based on the capabilities of a real BESS system, which is described in more detail in [32], as well as on their suitability to describe applications in order to demonstrate the concept of dynamic prioritization. Table 1 gives an overview of these functions. Each of the functions is assigned a function index according to Equation (2).

Table 1. Overview of selected functions.

<table>
<thead>
<tr>
<th>Function (Fi)</th>
<th>Function Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>FCR</td>
</tr>
<tr>
<td>F2</td>
<td>Management of the state of charge (SoC-management)</td>
</tr>
<tr>
<td>F3</td>
<td>FR</td>
</tr>
<tr>
<td>F4</td>
<td>SI</td>
</tr>
<tr>
<td>F5</td>
<td>Static voltage support</td>
</tr>
<tr>
<td>F6</td>
<td>Dynamic voltage support</td>
</tr>
<tr>
<td>F7</td>
<td>Island operation</td>
</tr>
</tbody>
</table>

Section 2.4.1 presents a detailed description of the function $F_1$ based on the framework of Section 2.3 in order to demonstrate the application of the framework to describe functions. Such detailed descriptions for the remaining functions out of Table 1, on the other hand, are given in Appendix A.

2.4.1. $F_1$ FCR

FCR is the first stage of the conventional load-frequency control. Following a difference between load and generation in the electric power grid, a frequency deviation in relation to the nominal frequency $f_n$ occurs. All technical entities which are providing FCR are taking part in stabilizing the grid frequency according to a droop control. According to the system operation guideline (SOGL) [34], which defines the regulatory requirements for FCR in Continental Europe, a full activation of FCR takes place in the case of a frequency deviation of 200 mHz. A full activation equals a power output of the technical entity, which is identical to the corresponding tendered FCR-power. The full activation time after which such a full activation has to be reached is 30 s following the occurrence of a frequency deviation. These requirements are illustrated in Figure 5, where the frequency deviation is calculated by

$$\Delta f = f - f_n.$$  \hspace{1cm} (38)
In accordance with Section 2.3, the corresponding statically- and dynamically requested powers of the function $F_1$ can be defined by

$$S_{SR,1} = P_{SR,1} = A_1 \cdot X_{1,1} \cdot \frac{\Delta f}{X_{1,3}} \cdot \begin{cases} 0, & |\Delta f| < X_{1,2}, \\ 1, & \text{else} \end{cases}$$ (39)

and

$$S_{DR,1}(t) = P_{DR,1}(t) = P_{DR,1}(t-\Delta t) + \frac{X_{1,1}}{X_{1,4}} \cdot \begin{cases} \Delta t, & P_{DR,1}(t-\Delta t) < S_{SR,1}, \\ -\Delta t, & P_{DR,1}(t-\Delta t) > S_{SR,1}, \\ 0, & \text{else} \end{cases}.$$ (40)

The parameter $X_{1,2}$ defines a frequency deadband, which represents an insensitivity area that takes into account possible frequency measurement errors and which is usually defined with 10 mHz. All parameters $X_1$ of the function $F_1$ are summarized in Table 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameters Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{1,1}$</td>
<td>tendered FCR-power</td>
</tr>
<tr>
<td>$X_{1,2}$</td>
<td>frequency deadband (usually 10 mHz)</td>
</tr>
<tr>
<td>$X_{1,3}$</td>
<td>full activation frequency (200 mHz according to SOGL [34])</td>
</tr>
<tr>
<td>$X_{1,4}$</td>
<td>Full activation time (30 s according to SOGL [34])</td>
</tr>
</tbody>
</table>

Although most of the parameters in $X_1$ are prescribed by SOGL [34], there are cases where some of them may be altered. For example, it may be an option to dynamically adapt the parameters dependent on the SoC in order to contribute to SoC-management, as described in [32].

According to Section 2.3 the corresponding current request of function $F_1$ has to be calculated based on the dynamically requested power. The current request can be calculated by

$$i'_{S,dq_1} = \left( \frac{S_{DR,1}}{S_n} \cdot \frac{1}{u_{1+}}, 0, 0, 0 \right)^\top.$$ (41)

The control variables of function $F_1$ therefore can be summarized to $C_1 = \{ f, u_{1+} \}$. Assuming $A_1 = 1$ and nominal frequency $f = f_n$, a power increment with a value of $X_{1,1}$ should be possible all the time. Therefore, a corresponding current reservation according to Section 2.3 has to be done. This current reservation can be calculated by

$$i''_{S,dq_1} = \pm A_1 \cdot \left( \frac{X_{1,1}}{S_n} \cdot \frac{1}{u_{1+}}, 0, 0, 0 \right)^\top.$$ (42)

in accordance with Equation (13).

2.4.2. $F_2$ SoC-Management

Due to the limited energy reservoir of a BESS, a suitable SoC-management is essential. The SoC-management implements does not implement a corresponding service but ensures that other services can be offered continuously. The basic concept for handling energy resources has already been described in Section 2.1. This function implements the behavior described in Figure 2, which shows an energy band within which the state of energy is allowed during real-time operation. The state of energy is directly related to the state of charge. However, during real-time operation usually the state of charge is used. The energy bands of Figure 2 can be transformed into corresponding SoC-bands. The consideration of each SoC-band leads to an area within which the actual SoC is allowed to operate, which is
termed as “working area” of the SoC. This function therefore ensures that the actual SoC is kept within this working area. When the actual SoC of the BESS reaches the corresponding limits of such SoC-bands, a charging- or discharging action is initiated.

A detailed description of the function $F_2$ based on the framework of Section 2.3 is given in Appendix A.1.

2.4.3. $F_3$ FR

FR is one possibility to offer a service which acts as faster control reserve. FR basically has a similar behavior as FCR, but its full activation time is much shorter, compared to the full activation time of FCR. Furthermore, its duration of activation is limited, whereas the duration of activation of FCR generally is not limited.

A detailed description of the function $F_3$ based on the framework of Section 2.3 is given in Appendix A.2.

2.4.4. $F_4$ SI

SI can be described as imitation of the behavior of mechanical inertia in converter-based systems. A detailed description of possible implementations of SI is given in [16].

A detailed description of the function $F_4$ based on the framework of Section 2.3 is given in Appendix A.3.

2.4.5. $F_5$ Static Voltage Support

Many grid codes, for example [35] in Austria and [36] in Germany, require inverter-based generators to provide static voltage support. This is achieved by certain reactive power consumption or reactive power infeed, depending on the actual voltage in the grid. The reactive power influences the local grid voltage and can therefore be actively controlled in order to support the voltage maintenance in the grid.

A detailed description of the function $F_5$ based on the framework of Section 2.3 is given in Appendix A.4.

2.4.6. $F_6$ Dynamic Voltage Support

Besides the static voltage support, many grid codes also require inverter-based generators to provide dynamic voltage support. Similar to static voltage support, dynamic voltage support is achieved by reactive power injection or consumption. While static voltage support is used for contributing to voltage maintenance during normal grid conditions, dynamic voltage support becomes active only during grid faults, for example, short-circuits, to dynamically stabilize the voltage during such conditions. The prescriptions in grid codes, for example in [35,36], require a certain reactive current increment in response to the voltage drop during short-circuits.

A detailed description of the function $F_6$ based on the framework of Section 2.3 is given in Appendix A.6.

2.4.7. $F_7$ Island Operation

All foregoing functions rely on a converter control structure which is referred to as “grid-following” control approach. A grid-following control approach is based on a measurement of the grid angle $\theta$. Therefore, such an approach is only feasible in case there are other generating units in the grid as well. In case of a Microgrid, on the other hand, where a BESS is the only generating unit, a so called “grid-forming” control approach has to be applied instead of a grid-following approach. With a grid-forming control approach, the grid angle $\theta$ is generated by the converter itself instead of measuring it based on the grid voltage. An island operation therefore requires the implementation of such a grid-forming control approach. This makes the function $F_7$, which describes the island operation in this paper, the only function out of the list in Table 1 which requires the control structure to be changed. A description of how to achieve such a change of the control approach from grid-following to grid-forming, for example, is illustrated in [16].
A detailed description of the function $F_7$ based on the framework of Section 2.3 is given in Appendix A.6.

3. Results and Discussion

This section is divided into two parts. Section 3.1 investigates selected applications during specific events via short-term simulations, while Section 3.2 investigates one of these applications in a long-time simulation. A real BESS system, which is described in more detail in [32], is used as the basis for parametrization of the simulation models.

3.1. Selected Applications to Demonstrate the Use of Dynamic Prioritization

The mathematical framework presented in Section 2.3 introduces the set of activations $A$, the set of priorities $V$ and the sets of parameters $X_k$ for each function $F_k$. Compared to the sets of control variables $C_k$ of each function $F_k$, which are also introduced in Section 2.3, $A$, $V$ and $X_k$ have to be parametrized in advance to a real-time operation, whereas the control variables $C_k$ are measured during real-time operation.

With regard to Section 1, the operational planning phase results in the parametrization of $A$, $V$ and $X_k$ for each time slot of the planning horizon. This determination takes place a predefined time before the real-time operation, e.g., one day ahead.

Section 2.1 mentions the difficulties of unpredictable services to be considered in the operational planning phase. Considering the services whose execution is described via functions listed in Table 1, these difficulties can be discussed in more detail. Examples for such unpredictable services are services for frequency control. Three functions for frequency control are considered in Table 1. However, while the executed powers for all of these functions are unpredictable during the operational planning phase, for the functions $F_1$ FCR and $F_3$ FR at least a corresponding reservation of resources can be considered in the form of virtual BESS. For the service $F_4$ SI, on the other hand, its definition in Appendix A.3 allows the request of the full power resources of the BESS, ignoring the borders of allocated virtual BESS. In the rare event of the occurrence of very high frequency gradients, such a situation may happen. Therefore, two categories of unpredictability of functions can be identified, which are

(a) unpredictability regarding execution inside a virtual BESS and
(b) unpredictability regarding the request of resources.

Such an unpredictability type can be assigned to all functions from Table 1. The results for such an assignment are summarized in Table 3.

### Table 3. Unpredictability of selected functions.

<table>
<thead>
<tr>
<th>Function</th>
<th>Unpredictability</th>
<th>Function Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>(a) FCR</td>
<td></td>
</tr>
<tr>
<td>$F_2$</td>
<td>(a) Management of the state of charge (SoC-management)</td>
<td></td>
</tr>
<tr>
<td>$F_3$</td>
<td>(a) FR</td>
<td></td>
</tr>
<tr>
<td>$F_4$</td>
<td>(b) SI</td>
<td></td>
</tr>
<tr>
<td>$F_5$</td>
<td></td>
<td>Static voltage support</td>
</tr>
<tr>
<td>$F_6$</td>
<td>(b) Dynamic voltage support</td>
<td></td>
</tr>
<tr>
<td>$F_7$</td>
<td>(b) Island operation</td>
<td></td>
</tr>
</tbody>
</table>

Besides the function SI, Table 3 lists Dynamic Voltage Support and Island Operation to be from unpredictability type (b). Both functions may request the full power resources of the BESS in case of a short-circuit (Dynamic Voltage Support), or in case of a blackout of the power system (Island Operation). Due to the definition of the function Static Voltage Support in Appendix A.4 this function can be considered as perfectly predictable, since it requests a predefined amount of resources at any time. With regard to Figure 1 there are several other services which can be considered as perfectly predictable, such as energy arbitrage or providing firm capacity.
Since functions of unpredictability type (b) cannot be considered during the operational planning phase by allocating virtual BESS, an appropriate concept of how to react during real-time operation in case of rare events during abnormal grid conditions, where corresponding functions may exploit the full power resources, is necessary. The concept of dynamic prioritization presented in Section 2.3 is capable of handling such events. One goal in this section therefore is to demonstrate the behavior of the concept of dynamic prioritization during such events based on the functions described in Section 2.4. Sections 3.1.1 and 3.1.2 describe corresponding applications.

Section 2.1 describes functions of unpredictability type (a) to diminish flexibilities for other functions. The allocation of virtual BESS for such functions during the operational planning phase leads to the reservation of relatively large amounts of resources, which are fully utilized only in the case of infrequent events during real-time operation. The concept of dynamic prioritization presented in Section 2.3 allows a better utilization of the reserved resources from functions of unpredictability type (a). A second goal in this section therefore is to demonstrate how the concept of dynamic prioritization can be used to achieve such a better utilization of resources during normal grid conditions based on the functions described in Section 2.4. Section 3.1.3 describes a corresponding application.

The operational planning phase may result in different priorities $V$ of functions between time slots. However, based on the functions which are listed in Table 1, a meaningful static assignment of priorities can be argued, which is used in order to describe the applications in this section. The highest priority is assigned to function $F_7$, island operation, with $V_7 = 1$. Although it has already been stated in Appendix A.6 that a combined activation of another function together with $F_7$ is not allowed ($\mathcal{U} = \{A \in \mathbb{B}^{|N|} | A_7 = 1\}$), according to Equation (18) a priority has to be assigned to all functions, because $|V| = |N|$. The next higher priority is assigned to function $F_6$, dynamic voltage support, with $V_6 = 2$. When the function becomes active, it contributes to solve a local- and dynamic voltage problem. Since a long duration of such a voltage problem may lead to the trip of protection relays in the feeder the BESS is connected to, the prevention of such a situation has high priority. Since fault conditions in the grid typically only last for short time periods until the fault is cleared (e.g., several seconds), the possible limitation of other functions by $F_6$ may not be considerable, for example regarding revenues. In addition, the function only provides reactive power, and therefore does not influence the SoC. The next higher priority is assigned to function $F_5$, SI, SoC-Management, with $V_5 = 3$. Since the function ensures an appropriate energy reservoir at any time, which is necessary for a continuous provision of services, its priority is relatively high. Although functions as $F_5$, FR, and $F_4$, SI, are little energy intensive and are only active during short durations, a possible current reservation by these functions may lead to a longer lasting limitation of the function $F_5$, SI, SoC-Management, when they are assigned higher priority than $F_2$ has. In order to prioritize current requests of $F_2$ over current reservations of other functions, the priority of $F_2$ is higher than the priorities of the remaining functions. The next higher priorities are assigned to the functions $F_4$, VI, $F_5$, FR and $F_7$, FCR, with $V_4 = 4$, $V_5 = 5$ and $V_7 = 6$. Since all of these three functions are contributing to the global stabilization of the frequency in the grid, which is one of the most relevant services in the electric power system, their priorities are relatively high. The function $F_6$ has higher priority $V_6 < \{V_4, V_5, V_7\}$, because the clearance of a local dynamic voltage problem is considered to be more important than the global frequency stabilization. The assignment of priorities between the three functions is discussed in more detail in Section 3.1.2. The lowest priority is assigned to function $F_3$, static voltage support, with $V_3 = 7$. Since the contribution to static voltage support can be considered as long-term goal, a possible limitation by other functions may not be a problem as long as the function can be temporarily active between times of short-time limitations.

For all applications it is assumed that a BESS with an apparent power of $S_n = 2.5$ MVA is offering the corresponding services of the functions of Table 1 with an assignment of priorities as described above: $V = \{6, 3, 5, 4, 7, 2, 1\}$. Furthermore, a nominal frequency
of \( f_n = 50 \text{ Hz} \) and a maximum current capability of \( i_{\text{max}} = 1.1 \text{ pu} @ u_{1+} < 0.9 \text{ pu} \) and \( i_{\text{max}} = 1 \text{ pu} @ u_{1+} > 0.9 \text{ pu} \) are assumed.

### 3.1.1. Application 1: Occurrence of Grid Faults

A short-circuit event can be viewed as an abnormal grid condition that cannot be predicted in the scope of the operational planning phase. During short-circuit events in the grid, the function \( F_6 \), Dynamic Voltage Support, becomes active in order to dynamically stabilize the grid voltage. At the moment of occurrence of the short-circuit, other functions of the BESS may be active already. Due to the high priority of the function \( F_6 \), its current request is prioritized over the current requests of other functions. Figure 6a shows the normalized phase-to-phase voltages \( u \) during a two-phase short-circuit nearby the point of common coupling of the BESS, which were measured in the scope of [37]. The two-phase short-circuit leads to a drop in the positive-sequence voltage \( u \) predicted in the scope of the operational planning phase. During short-circuit events in the vector \( i \), \( F \) share the power capability between \( F \) the function \( \text{short-circuit} \). Applying the concept of dynamic prioritization, on the other hand, allows the result would be a less effective influence on the dynamic voltage stabilization during the short-circuit event. Figure 7b shows that the execution of the requested current space \( i \) currents, which result from the executable currents. The current requests of the function \( F \) in relation to \( i \) request of the function \( F \) of the BESS may be active already. Due to the high priority of the function \( F \) during the short-circuit, the current request of \( F \) rises according to Equation (A3). Figure 6c shows the corresponding phase currents, which result from the executable currents.

Figure 7 shows the corresponding vector diagrams in the \( \alpha\beta \)-plane before and during the short-circuit event. Figure 7b shows that the execution of the requested current space vector \( i^* \) would exceed the current capability of \( i_{\text{max}} \). The current limitation leads to a corresponding executable current space vector \( i_{\text{max}} \). Figures 6c and 7b both show that the maximum current capability of \( i_{\text{max}} = 1.1 \text{ pu} \) is respected by this executable current space vector \( i_{\text{max}} \).

With regard to Figures 3 and 4, a comparison of the corresponding concepts of static power band assignment and dynamic prioritization can be made. Assuming a situation as described above and applying the concept of static power band assignment according to Figure 3, this would make it necessary to predefine power bands for the function \( F_2 \) and \( F_6 \). This would lead to a different behavior in Figure 6c,d, where the output of function \( F_2 \) would remain constant and the reactive current contributions of \( F_6 \) would be lower. The result would be a less effective influence on the dynamic voltage stabilization during the short-circuit. Applying the concept of dynamic prioritization, on the other hand, allows the function \( F_6 \) to fully exploit the current capability of the BESS, without the necessity to share the power capability between \( F_2 \) and \( F_6 \).
Figure 6. Dynamic prioritization during short-circuit event.

Figure 7. Vector diagrams of the space vectors in the αβ-plane before (a) and during (b) the short-circuit event. In (a) and (b) the vectors L1, L2 and L3 all have a length of $i_{max}$. (b) shows that during the short-circuit event the projection of $i_{S,ref}$ on L3 equals the maximum current capability $i_{max}$. 
3.1.2. Application 2: Simultaneous Provision of Frequency Reserves

With SI, FFR and FCR, three frequency control services have already been discussed in this paper. These services act in different time horizons. Whereas SI acts fastest in response to a frequency deviation, it is followed by FR and FCR, the latter acting slowest among the three services. Although the three services interact during activation, they can approximately be viewed as decoupled in time. Such a view opens up the possibility of providing all services based on the same power reserves without having to allocate reservations for each service. The tendering of the same amount of power reserves for different kind of frequency control services may be forbidden due to legal requirements. However, new services as FR are still under discussion; therefore, such a possibility of concurrent provision is assumed in the following.

All three services become active during frequency deviations. A so-called “reference incident” [38] is assumed to lead to the worst-case frequency deviation curve in Continental Europe. It assumes the failure of two major power plants with a corresponding power of 3 GW, leading to a frequency deviation curve as shown in Figure 8a. This reference incident is considered to discuss the simultaneous provision of the three frequency control reserves mentioned above, while applying dynamic prioritization of functions. It is assumed that the functions $F_1$, FCR, $F_3$, FR, and $F_4$, SI, are the only activated functions with $A = \{1, 0, 1, 0, 0, 0, 0\}$ and are parametrized as follows. For the function $F_1$, FCR, the tendered FCR-power is $X_{1,1} = 2$ MW, which corresponds to $S_n \cdot 0.8$ pu. For the function $F_3$, FR, the tendered EFR-power is $X_{3,1} = 2$ MW, which corresponds to $S_n \cdot 0.8$ pu. For the function $F_4$, SI, the parameters are $X_{4,1} = 10$ s and $X_{4,2} = S_n \cdot 25$ and a static current reservation of $i''_{S, dq, 4} = (0.02, 0, 0, 0)\top$ is parametrized. The positive-sequence voltage is assumed to be constant $u_{1+} = 1$ pu.

Figure 8b shows the corresponding current requests of the functions in response to a reference incident. In order to respect the current reservation of $F_4$, SI, and the maximum current capability of $i_{\text{max}} = 1$ pu, the executable currents are calculated according to Section 2.3 and are shown in Figure 8c. The resulting reference currents are shown in Figure 8d.

![Figure 8](image-url)
With regard to Figures 3 and 4, a comparison of the corresponding concepts of static power band assignment and dynamic prioritization can be made. Assuming the static power band assignment is applied, any function has to be assigned a power band. Assuming the situation as described above, the power capability $S_n$ has to be divided between the functions, for example, $\frac{S_n}{3}$ for each function. In this case, the individual functions can only be offered with this power of $\frac{S_n}{3}$. Applying dynamic prioritization, on the other hand, theoretically allows each of the functions to offer the whole power capability of $S_n$. In the special case of Figure 8 the corresponding offerable power of $F_1$ and $F_3$ is reduced by the reservation of $F_4$. As shown in Figure 8c the executable currents of $F_1$ and $F_3$, which are identical to the corresponding normalized power outputs because $u_{1+} = 1 \text{ pu}$, no longer meet their individual requirements according to the corresponding regulations regarding full activation time. However, the total power output in Figure 8d does meet these individual requirements.

The frequency nadir is a relevant parameter during the grid stabilization after a massive power imbalance in the power system. Figure 8a shows the frequency nadir for the reference incident. The value of this frequency nadir depends on the inertia in the power system and the reaction time (or full activation time) of frequency reserves [15]. The higher the inertia in the power system and the shorter the reaction time of frequency reserves, the less pronounced is the frequency nadir. The trend towards a decreasing number of conventional power plants goes hand in hand with a lower inertia in the power system. There are several services for providing faster reserves that are suitable to compensate for the decreasing inertia in the power grid, including SI and FR. However, as shown in Figure 8b the duration during which they are provided is limited to a very short period. Since the conventional load frequency control is based on temporally overlapping frequency reserves, of which FCR is the first stage, the mere provision of faster reserves does not contribute to the actual stabilization of the grid frequency but only to intercepting the frequency nadir. At the moment the regulatory requirements on faster reserves are still under debate. However, it can be stated that BESS are required to provide both faster reserves and conventional reserves in the future.

Since conventional reserves are very energy intensive regarding the required reservation of energy resources, a BESS loses flexibility when providing such services. On the other hand, the sole provision of conventional frequency reserves lacks the fast reaction time of faster reserves. The application in Figure 8 shows a way for concurrent provision of frequency reserves by BESS, which allows a very flexible stacking of the services. Regardless of which combination of the services in Figure 8 is activated, the total power output respects the regulatory requirements of every single service. Each combination of activations leads to a corresponding “new” frequency reserve product. Referring to Figure 8 such combinations would be FCR, FCR+SI, FCR+FR, SI+FR or FCR+SI+FR. Such flexible stacking of frequency reserves allows a high flexibility during operational planning, while at the same time ensuring the highest contribution to frequency stability and probably the highest revenues for operators of BESS.

3.1.3. Application 3: Utilization of the Remaining Power Resources of FCR through Static Voltage Support During Active SoC-Management

Appendix A.1 mentions the requirements on SoC-Management during provision of FCR, which are based on the SOGL [39]. These requirements include a minimum power for the SoC-Management to be available at any time during provision of FCR in order to ensure that a compensation of the worst-case of a so-called “normal state” of the frequency is possible. This worst-case assumes a continuous frequency deviation of 50 mHz, which corresponds to a continuous provision of a quarter of the tendered FCR-power. In order to hold the SoC in such a situation, the SoC-management is required to compensate this power. This situation is used as an application to demonstrate the behavior of dynamic prioritization. It is assumed that the functions $F_1$, $F_2$ and $F_5$ are activated $A = \{1, 1, 0, 0, 1, 0, 0\}$ and are parametrized with the following parameters. The tendered
FCR-power of the function $F_1$, FCR, is $X_{1,1} = 2$ MW, which corresponds to $S_n \cdot 0.8$ pu. According to the descriptions above this requires the power for SoC-Management to be parametrized with $X_{2,1} = \frac{X_{1,1}}{5} = 0.5$ MW, which corresponds to $S_n \cdot 0.2$ pu. Besides the functions $F_1$, FCR, and $F_2$, SoC-Management, the function $F_5$, Static Voltage Support, is assumed to provide reactive power compensation with a value of $X_{3,1} = -2.5$ MVar, which corresponds to the nominal power $S_n$.

It is assumed that a continuous frequency deviation of $\Delta f = -50$ mHz and a constant positive-sequence voltage of $u_{1+} = 1$ pu are present. The function $F_2$, SoC-Management, is assumed to be inactive at the time $t = t_0$ and assumed to be active at the time $t = t_1$. Figure 9 shows the corresponding vector diagrams of the current requests, the current reservations and the executable currents for the times $t_0$ and $t_1$. Due to the frequency deviation of $\Delta f = -50$ mHz a quarter of the tendered FCR-power is requested and executed $i'_{S,d1,1} = i_{S,d1,1,ref} = 0.2$ pu, whereas the corresponding current reservation of the function $F_1$, FCR, is $i''_{S,d1,1} = 0.8$ pu. At the time $t_0$ in Figure 9a the SoC-Management is inactive, which allows the function $F_5$, Static Voltage Support, to execute a current request according to Equation (21). Since the function $F_5$ is a reactive power function, the third part of the case distinction in Equation (21) comes into force. Since function $F_1$ is the only function with higher priority and a current request different from zero, the occupied current becomes $\sigma_{s,dq} = (0.2$ pu, $-1$ pu, $0, 0)^T$. The current limitation algorithm of Section for such a simple situation leads to an executable current of $i'_{S,dq1,ref} = -\sqrt{\frac{i^2_{max} - \sigma^2_{s,dq1,5}}{5}} = -0.98$ pu, which is almost the requested current of $i_{S,dq1,5} = 1$ pu.

At the time $t_1$ in Figure 9b the function $F_2$, SoC-Management, becomes active. Due to higher priority of $F_2$ over $F_5$ ($V_2 < V_5$), the current request of $F_2$ is executed with $i'_{S,d1,2} = i_{S,d1,2,ref} = -0.2$ pu. Since function $F_1$ and $F_2$ both are active power functions the second part of the case distinction according to Equation (21) comes into force. The occupied current therefore becomes $\sigma_{s,dq2} = (-0.2$ pu $\pm 0.8$ pu, $0, 0, 0)^T$ but does not exceed the maximum current $i_{max}$. Therefore, the full amount of the requested current can be executed. For the occupied current of function $F_5$, on the other hand, the third part of the case distinction according to Equation (21) comes into force and leads to $\sigma_{s,dq5} = (-0.2$ pu $+ 0.2$ pu, $-1$ pu, $0, 0)^T$. Since the requested currents of the functions $F_1$ and $F_2$ sum up to zero, the full amount of the requested current can be executed with $i'_{S,dq1,ref} = i'_{S,dq1,5} = -1$ pu.

With regard to Figures 3 and 4, a comparison between the corresponding concepts of static power band assignment and dynamic prioritization can be made. Assuming a static power band assignment to be applied for a situation as described above, this would make it necessary to predefine power bands for each function. In Figure 9a this would prohibit function $F_5$ to execute its power, because the power capability is fully exploited by the reservations of function $F_1$ and $F_2$, including the case where no requests are present. As shown for dynamic prioritization in Figure 9a, on the other hand, the function $F_5$ is able to execute requests. Therefore, dynamic prioritization allows offering the services $F_1$ and $F_2$, besides an activated SoC-Management $F_2$, while a static power band assignment would only allow offering function $F_1$, besides an activated SoC-Management $F_2$. Therefore, applying dynamic prioritization may hold the potential of increased revenues, for example, when reactive power compensation in the scope of function $F_5$, Static Voltage Support, is being marketed. In the situation described above with the concept of static power band assignment it would be possible to offer $X_{1,1} = 2$ MW of FCR via the function $F_1$, whereas with the concept of dynamic prioritization it would be possible to additionally offer $X_{5,1} = -2.5$ MVar of reactive power compensation via the function $F_2$. The dynamic prioritization therefore makes better use of the power resources of the BESS.
Since the limitation of the function $F_5$ in Figure 9 is depending on the requested currents of the remaining functions, situations may arise when $F_5$ is limited to zero. In order to investigate the occurrence of limitations for such a case in more detail, Section 3.2 presents simulation results of a long-time simulation based on measurement data.

### 3.2. Long-Time Simulation of a Multi-Use Operation

Section 3.1 describes two types of unpredictability of functions. Three applications are discussed, which demonstrate the behavior of dynamic prioritization in order to handle the two types of unpredictability. As described in the beginning of Section 3.1, the first two applications demonstrate the behavior of dynamic prioritization to cope with functions of unpredictability type (b), when they are utilizing large amount of power resources during worst-case scenarios. The third application, on the other hand, demonstrates the potential of dynamic prioritization in order to better utilize the power reserves of functions of unpredictability type (a). Compared to the first two applications, whose goal is to show how to cope with functions of unpredictability type (b), which is only possible via worst-case scenarios, the potential of dynamic prioritization demonstrated in the third application can be investigated in more detail via long-time simulation.

This section therefore presents and discusses the results of such a long-time simulation in order to assess the feasibility of the application in Section 3.1.3. The values of $A$, $V$ and $X_k$ are identical to the description in Section 3.1.3. In addition to these values, the function $F_2$ SoC-management is parametrized with $X_2 = \{0.5 \text{ MW}, 0.5 \text{ pu}, 0.33 \text{ pu}, 0.67 \text{ pu} \}$, the value of $X_{S1}$ is varied and the energy content of the battery is assumed to be $E = 3 \text{ MWh}$. As input for the control variables of function $F_1$, historical measurement data of the frequency $f$ from January 2019 is used. The data is chosen due to several large frequency events that happened within this month [40]. A model created in MATLAB/SIMULINK allows the simulation of the behavior of the BESS, where the executed power of FCR based on the frequency influences the behavior of the functions $F_2$ SoC-management and $F_5$ static voltage support, based on the concept of dynamic prioritization. The step size for this simulation is one second.
Figure 10 shows the results of this simulation depending on different but only negative values of $X_{5,1}$. Figure 10a presents box plots that show the extent of the limitation on the left y-axis for each moment in which a limitation of the function $F_5$ occurs. Figure 10a also shows the percentage of time where limitations occur. The corresponding values can be read on the right y-axis. Figure 10b shows the uninterrupted duration of each limitation in the form of box plots. The results show function $F_5$ is able to provide a value of $X_{5,1} = -0.65 \text{ pu} \cdot S_n$ at any time. This value corresponds to a maximum limitation of function $F_5$ due to the function $F_1$ following a frequency deviation of nearly $\Delta f = 200 \text{ mHz}$. For higher values of $X_{5,1}$ the percentage of limitations decreases. However, only for values of $X_{5,1}$ higher than $-0.95 \text{ pu} \cdot S_n$ the percentage of limitations is lower than 92%. As indicated by the box plots, the majority of the extent of limitations remains at values higher than 90%, even for values of $X_{5,1} < -0.99 \text{ pu}$. In Figure 10b the results show that the uninterrupted duration of each limitation is kept below 10 min for values of up to $X_{5,1} = -0.9 \text{ pu} \cdot S_n$. Regardless of the value of $X_{5,1}$, the majority of durations lies below a value of 4 min.
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**Figure 10.** Simulation results of the limitation of the function $F_5$ static voltage support during long-time simulation in **MATLAB/SIMULINK**.
The limitation of the function $F_5$ Static Voltage support has two consequences. The description in Section 3.1.3 defines the use of the function as reactive power compensation, to compensate for reactive power loads. A reactive power compensation reduces the payment of tariffs for reactive energy, which business customers have to pay. A limitation therefore leads to an decrease of this payment. However, limitations of short duration can be neglected. The second consequence of a limitation is the influence on the local voltage. A limitation of the reactive power compensation leads to increasing voltage values. However, limitations of short duration do not have that much impact on power quality. The power quality regarding voltage values usually refers to mean values over a predefined duration. According to the standard EN 50160 [41], this predefined duration is ten minutes. The limitation of the function $F_5$ influences the local voltage values. Taking into account the requirements regarding power quality, the results in Figure 10 show that up to a value of $X_{5,1} = -0.9 \, \text{pu} \cdot S_n$ the influence of the limitation of the function $F_5$ on the power quality can be neglected.

The results prove the potential of dynamic prioritization of better utilizing the power resources. Compared to a static power band assignment, where the function $F_5$ would not be able to utilize resources at any time, the concept of dynamic prioritization allows an utilization of power resources up to a value of $0.9 \, \text{pu} \cdot S_n$ without compromising the power quality. Considering an appropriate behavior during operational planning holds the potential to increase the profitability of a BESS. Based on the services summarized in Figure 1 it is an interesting future research question which other services are suitable for taking advantage of the potential of dynamic prioritization as it has been shown for the application above.

4. Conclusions

This paper investigated the real-time multi-use operation of BESS based on the concept of “dynamic prioritization”, which was presented as a novel approach inside this paper in order to handle conflicts of services. Especially during unforeseen events such as grid faults or other abnormal grid conditions, such conflicts may arise from requests for resources from several services, the overall request of which exceeds the resources of the BESS. Compared to existing approaches in literature the presented concept is not limited to specific dimensions but is based on a multi-dimensional approach, which takes into account not only active- but also reactive power components of services and their asymmetrical behavior.

Based on priorities assigned to each service it was demonstrated that the concept of dynamic prioritization is able to resolve conflicts between services. This was demonstrated based on the investigation of the behavior of a specific BESS applying the concept of dynamic prioritization during the occurrence of a short-circuit. A suitable assignment of priorities was suggested, which allows an appropriate handling of this conflict.

Besides the benefits of handling abnormal grid conditions, the investigations in this paper also proved the beneficial use of the concept of dynamic prioritization during normal grid conditions. Compared to static approaches of allocating virtual BESS for each service, the concept of dynamic prioritization holds potential for a better utilization of resources during operation at normal grid conditions. The concept of dynamic prioritization allows several services to use shared resources instead of a predefined allocation of resources. This was demonstrated based on applications such as the simultaneous provision of frequency reserves and the utilization of remaining resources of FCR by providing voltage support. Both applications showed an improved utilization of resources when using the concept of dynamic prioritization compared to static approaches. A long-time simulation of the latter application further demonstrated the potential of dynamic prioritization in order to fully exhaust the resources at any time and validated the feasibility of the concept to be considered during an operational planning phase of a multi-use operation. Assuming each of the services assigned to the functions to generate revenues, dynamic prioritization therefore may lead to higher revenues compared to static approaches.
The concept of dynamic prioritization in this paper was investigated for selected services and applications only. Future research goals therefore include the consideration of other services, the investigation of further applications and an integration of the concept of dynamic prioritization during the operational planning phase of a multi-use operation. Furthermore, future research goals comprise the consideration of key performance indicators, such as battery aging, during long-time simulation in order to be able to compare these indicators for different combinations of services.
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Nomenclature

Uppercase and lowercase letters are used to distinguish between unit-based and normalized values. Uppercase letters are used for unit-based values, while lowercase letters are used for normalized values. The unit of the normalized values is described with “pu”. To distinguish between phasors and instantaneous values, the index “t” is used for instantaneous values. Symbols in bold indicate a vector or a set. Underlined symbols indicate complex values. Nominal values are described with the index “n”. A summarized list of all symbols used in this paper can be found in Appendix B.

Appendix A. Detailed Description of Functions

Appendix A.1. $F_2$ SoC-Management

In this paper especially for the provision of FCR the requirements regarding energy reserves to be kept available are relevant to be considered in the SoC-management. These requirements are formulated in [39] and discussed in more detail in [32]. According to Figure 2a symmetrical energy band and therefore SoC-band has to be considered for FCR.

Figure A1 shows a possible implementation of such a behavior in function $F_2$.

![Figure A1. Behavior of SoC-management.](image)
In accordance with Section 2.3 the corresponding statically- and dynamically requested powers of the function $F_2$ can be defined by

$$S_{SR,2} = P_{SR_2} = A_2 \cdot X_{2,1} \cdot \begin{cases} -1, & \text{SoC} \leq X_{2,3}, \\ 1, & \text{SoC} \geq X_{2,4}, \\ 0, & \text{else} \end{cases}$$ \hspace{1cm} (A1)

and

$$S_{DR_2}(t) = P_{DR_2}(t) = P_{DR_2}(t - \Delta t) \cdot \begin{cases} 1, & \text{SoC} \neq X_{2,2}, \\ 0, & \text{else} \end{cases} + S_{SR_2} \cdot \begin{cases} 1, & P_{DR_2}(t - \Delta t) = 0, \\ 0, & \text{else} \end{cases}.$$ \hspace{1cm} (A2)

All parameters $X_2$ of the function $F_2$ are summarized in Table A1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{2,1}$</td>
<td>power for SoC-management</td>
</tr>
<tr>
<td>$X_{2,2}$</td>
<td>target-SoC</td>
</tr>
<tr>
<td>$X_{2,3}$</td>
<td>lower limit of SoC-band</td>
</tr>
<tr>
<td>$X_{2,4}$</td>
<td>upper limit of SoC-band</td>
</tr>
</tbody>
</table>

According to Section 2.3 the corresponding current request of function $F_2$ has to be calculated based on the dynamically requested power. The current request can be calculated by

$$i'_{SR_2} = \left( \frac{S_{DR_2}}{S_n} \cdot \frac{1}{u_{1++}}, 0, 0, 0 \right)^T.$$ \hspace{1cm} (A3)

The control variables of function $F_2$, therefore, can be summarized to $C_2 = \{ \text{SoC}, u_{1++} \}$. Although SoC-management is essential for continuous operation of the BESS, a corresponding power reservation for function $F_2$ may not be necessary when assuming a suitable operation management, which handles the priorities of functions, their activations and parametrization of their parameters. Therefore, the current reservation of function $F_2$ is defined by

$$i''_{SR_2} = (0, 0, 0, 0)^T.$$ \hspace{1cm} (A4)

Appendix A.2. $F_3$ FR

The static- and dynamic behavior of FR is illustrated in Figure A2.

As shown in Figure A2a the static behavior looks identical to the static behavior of FCR, which is shown in Figure 5a. However, as already mentioned, the dynamic behavior
which is shown in Figure A2b of FR looks different compared to the dynamic behavior of FCR which is shown in Figure 5b. The full activation of FR has to be reached within 1 s (respectively the value parametrized in $X_{3,4}$) after a frequency deviation of 200 mHz (respectively the value parametrized in $X_{3,3}$). However, compared to FCR, the dynamic behavior of FR includes a “release time” $X_{3,5}$ after which the power output returns to zero, independent from the actual frequency deviation.

In accordance with Section 2.3 the corresponding statically- and dynamically requested powers of the function $F_3$ can be defined by

$$S_{SR,3} = P_{SR,3} = A_3 \cdot X_{3,3} \cdot \frac{\Delta f}{X_{3,3}} \cdot \begin{cases} 0, & |\Delta f| < X_{3,2}, \\ 1, & else \end{cases}$$

(A5)

which looks similar to $S_{SR,1}$ and

$$S_{DR,3}(t) = P_{DR,3}(t) = P_{DR,3}(t - \Delta t) + \frac{X_{3,3}}{X_{3,4}} - \frac{X_{3,3}}{X_{3,4}} \cdot \begin{cases} \Delta t, & \left[\begin{array}{l} P_{DR,3}(t - \Delta t) < S_{SR,3} \land a_3 = 1 \\ a_3 = 0 \land P_{DR,3} < 0 \end{array}\right], \\ -\Delta t, & \left[\begin{array}{l} P_{DR,3}(t - \Delta t) > S_{SR,3} \land a_3 = 1 \\ a_3 = 0 \land P_{DR,3} > 0 \end{array}\right], \\ 0, & else \end{cases}$$

(A6)

where $a_3$ is related to the release time $X_{3,5}$ according to Figure A2. The issue with the implementation of such a release time is the dealing with part activations. For example, assuming a frequency deviation which oscillates between $X_{3,2} < \Delta f < X_{3,3}$, the power gradient and the power output of the function change continuously. The determination of the release time for such a situation is a more complex issue than illustrated in Figure A2. It is even more difficult when the frequency deviation oscillates in a small range around the frequency deadband $X_{3,2}$. The “timer” for the release time has to be defined rather clearly to deal with such part activations. The start of such a timer is defined by the moment when the frequency deviation reaches the frequency deadband and when the function $F_3$ is not already active ($a_3 = 0$):

$$T_3 = \max \left[ \left| \Delta f(t) \right| \geq X_{3,2} \land \left| \Delta f(t - \Delta t) \right| < X_{3,2} \land a_3 = 0 \right].$$

(A7)

By defining a time mean value of the frequency deviation

$$\overline{\Delta f} = \frac{1}{t - T_3} \int_{T_3}^{t} \Delta f(t) \, dt$$

(A8)

the “timer” for the release time can be defined by

$$a_3 = \begin{cases} 1, & \left| \Delta f \right| \geq X_{3,2} \land (t - T_3) \leq X_{3,5}, \\ 0, & else \end{cases}$$

(A9)

which is used in Equation (A6) to consider the release time. The time mean value $\overline{\Delta f}$ ensures that in case of an oscillation around the frequency deadband the function $F_3$ becomes also inactive after a release time $X_{3,5}$. Since $a_3$ immediately switches from 1 to 0 when the release time $X_{3,5}$ is reached, Equation (A6) takes into account the terms $[a_3 = 0 \land P_{DR,3} < 0]$ and $[a_3 = 0 \land P_{DR,3} > 0]$ in order to describe the gradual decrease of $P_{DR,3}$ back to zero, as shown in Figure A2. All parameters $X_3$ of the function $F_3$ are summarized in Table A2.
According to Section 2.3 the corresponding current request of function \( F_3 \) has to be calculated based on the dynamically requested power. The current request can be calculated by

\[
i'_S, dq_{3}^{\prime} = \left( \frac{S_{DR,3}}{S_n} \frac{1}{u_{1+}}, 0, 0, 0 \right)^{\top}.
\]

The control variables of function \( F_3 \), therefore, can be summarized to \( C_3 = \{ f, u_{1+} \} \).

Section 3.1 describes how FCR and FR can be offered in combination by a single BESS. In such a combined operation a current reservation of function \( F_1 \) (FCR) can also be used by the function \( F_3 \) (FR), since \( F_3 \) acts much faster than \( F_1 \) and can be considered to be decoupled in time. A current reservation, therefore, is only useful when \( F_1 \) is deactivated or the tendered FR-power \( X_{3,1} \) is higher than the tendered FCR-power. The current reservation of function \( F_3 \), therefore, can be defined by

\[
i''_S, dq_{3} = \pm A_3 \cdot \frac{1}{u_{1+} S_n} \cdot \begin{cases} 0, & A_1 = 1 \land X_{3,1} \leq X_{1,1}, \\ (X_{3,1} - X_{1,1}), & A_1 = 1 \land X_{3,1} > X_{1,1}, 0, 0, 0, \\ X_{3,1}, & \text{else} \end{cases}^{\top}.
\]

### Appendix A.3. \( F_4 \) SI

The statically requested power of SI is defined by

\[
S_{SR,4} = P_{SR,A} = A_4 \cdot X_{4,1} X_{4,2} \frac{df}{dt} \frac{f}{\frac{df}{dt}} \cdot \begin{cases} 1, & |f| > X_{4,3} \land [\text{sgn}(f) = \text{sgn}(\Delta f)], \\ 0, & \text{else} \end{cases}
\]

where the parameter \( X_{4,1} \) represents the starting time constant and the parameter \( X_{4,2} \) represents the apparent power of a corresponding mechanical inertia, whose behavior is imitated by the function \( F_4 \). The parameter \( X_{4,3} \) defines a frequency gradient deadband. The term \( [\text{sgn}(f) = \text{sgn}(\Delta f)] \) leads to a zone-selective activation of the function, which ensures the function to request power only when it is contributory to the frequency restoration process. More details of the advantages of such a zone-selective activation are discussed in [42]. Since SI should be available instantaneously, the dynamically requested power is identical to the statically requested power:

\[
S_{DR,4} = P_{DR,A} = S_{SR,4}.
\]

All parameters \( X_4 \) of the function \( F_4 \) are summarized in Table A3.

### Table A3. Parameters \( X_4 \) of function \( F_4 \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameters Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_{4,1} )</td>
<td>starting time constant of a corresponding generator whose mechanical inertia is to be imitated</td>
</tr>
<tr>
<td>( X_{4,2} )</td>
<td>apparent power of a corresponding generator whose mechanical inertia is to be imitated</td>
</tr>
<tr>
<td>( X_{4,3} )</td>
<td>frequency gradient deadband</td>
</tr>
</tbody>
</table>
According to Section 2.3 the corresponding current request of function $F_4$ has to be calculated based on the dynamically requested power. The current request can be calculated by

$$i_{S,dr4}^q = \left( \frac{S_{DR4}}{S_n}, \frac{1}{u_{1+}}, 0, 0, 0 \right)^T.$$  \hfill (A14)

The control variables of function $F_4$, therefore, can be summarized to $C_4 = \{ f, f, u_{1+} \}$.

Similar to function $F_1$, a certain power increment requested by function $F_4$ should be possible at any time in order to ensure a certain response to occurring frequency gradients. Otherwise the function $F_4$ would not be able to provide inertial response when other active power functions already occupy resources. In order to define a reasonable value for the current reservation, the maximum value of $S_{SR4}$ has to be considered. According to Equation (A12), this maximum value is depending on the maximum value of the frequency gradient $f$ and the frequency $f$. The maximum frequency gradient in Continental Europe today is likely to be less than 1 Hz/s [43], including situations of system split. The maximum frequency can be considered with 51.5 Hz, as the protection relays of generators usually are parametrized to disconnect at frequencies above this value. The current reservation for function $F_4$ can be defined by

$$i_{S,dr4}^q = \pm A_4 \cdot \left[ \begin{array}{c} X_{4,1} X_{4,2} \frac{f_{\text{max}} f_{\text{max}}}{f_n^2} \frac{1}{S_n}  \frac{1}{u_{1+}} \end{array} \right], 0, 0, 0, 0 \right]^T = A_4 \cdot \left[ \begin{array}{c} X_{4,1} X_{4,2} \cdot 0.02 \frac{1}{S_n} \frac{1}{u_{1+}} \end{array} \right], 0, 0, 0 \right]^T$$ \hfill (A15)

in accordance with Equation (13).

Assuming the parameters $X_{4,1}$ to be $X_{4,1} = 10 \text{ s}$, which corresponds to the starting time constant of a typical gas turbine, and $X_{4,2} = S_n$, which leads to an imitation of the mechanical inertia of a gas turbine with an apparent power of $S_n$, and $u_{1+} = 1 \text{ pu}$, this would lead to a current reservation of 20%.

Appendix A.4. $F_5$ Static Voltage Support

There are several options to define the behavior of such a static voltage support:

- according to a voltage droop control [Q(U)-control],
- according to a power factor depending on the actual active power output \([\cos \varphi(P)\text{-control}]\),
- according to a fixed power factor [cos $\varphi$-control], or
- according to a parametrizeable value of reactive power (Q-control).

In this paper, the last option, Q-control, is considered and described by function $F_5$. A description of the other options within the mathematical framework of Section 2.3 is easily possible. In accordance with Section 2.3 the statically requested powers of the function $F_5$ can be defined by

$$S_{SR5} = jQ_{SR5} = A_5 \cdot jX_{5,1}.$$ \hfill (A16)

There are no special requirements on the dynamic behavior of static voltage support. Therefore, the dynamically requested power equals the statically requested power:

$$S_{DR5} = jQ_{DR5} = S_{SR5}.$$ \hfill (A17)

The current request can be calculated by

$$i_{S,dr5}^q = \left( 0, \frac{S_{DR5}}{S_n}, \frac{1}{u_{1+}}, 0, 0 \right)^T$$ \hfill (A18)

where the parameter $X_{5,1}$ is a parametrizeable value of the reactive power. The control variables of function $F_5$ can therefore be summarized to $C_5 = \{ u_{1+} \}$. As static voltage
support does not require a certain power increment but rather requires the voltage to be
influenced over longer periods, there is no need for current reservation. The corresponding
current reservation of function $F_5$ can therefore be defined by

$$i''_{S,d_{q5}} = (0,0,0,0)^T.$$  \hspace{1cm} (A19)

### Appendix A.5. $F_6$ Dynamic Voltage Support

Due to these prescriptions, the direct definition of the current request of a function $F_6$, which
describes the dynamic voltage support, is easier than defining it via the dynamically
requested power, as it was the case with foregoing functions. The Park-components of this
current request of function $F_6$ can be defined by

$$i'_{S,q_{1+,\delta}} = A_6 \cdot \begin{cases} 
X_{6,2} \cdot \Delta u_{1+}, & |\Delta u_{1+}| > X_{6,1}, \\
0, & \text{else}
\end{cases}$$  \hspace{1cm} (A20)

$$i'_{S,q_{1-,\delta}} = A_6 \cdot \begin{cases} 
X_{6,3} \cdot \Delta u_{1-}, & |\Delta u_{1-}| > X_{6,1}, \\
0, & \text{else}
\end{cases}$$  \hspace{1cm} (A21)

where the voltage deviation in the positive-sequence system $\Delta u_{1+}$ and the voltage deviation
in the negative-sequence system $\Delta u_{1-}$ are defined by

$$\Delta u_{1+} = u_{1+} - \bar{u}_{1min}$$  \hspace{1cm} (A22)

$$\Delta u_{1-} = u_{1-} - \bar{u}_{1min}$$  \hspace{1cm} (A23)

which represent the voltage deviations of the actual voltages in relation to the time mean
value $\bar{u}_{1min}$ of the voltage before the occurrence of a short-circuit:

$$\bar{u}_{1min} = \frac{1}{1 \min_{t-1min}} \int_{t-1min}^{t} \frac{\|u\|_1}{3} d\tau$$  \hspace{1cm} (A24)

where $u$ is the root-mean-square value of $u_{N+}$. This leads to a current request of the function
$F_6$ of

$$i'_{S,d_{q6}} = \left(0, i'_{S,q_{1+,\delta}}, 0, i'_{S,q_{1-,\delta}} \right)^T.$$  \hspace{1cm} (A25)

All parameters $X_6$ of the function $F_6$ are summarized in Table A4.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameters Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{6,1}$</td>
<td>voltage deadband (usually 10%·$U_n$)</td>
</tr>
<tr>
<td>$X_{6,2}$</td>
<td>linear factor of reactive current injection in the positive-sequence system (usually this value is 2)</td>
</tr>
<tr>
<td>$X_{6,3}$</td>
<td>linear factor of reactive current injection in the negative-sequence system (usually this value is 2)</td>
</tr>
</tbody>
</table>

The current request $i'_{S,d_{q6}}$ of the function $F_6$ can be calculated based on Equation (27)
with the corresponding Park-components defined above. The relation to the statically- and
dynamically requested power can be calculated by

$$S_{SR_6} = jQ_{SR_6} = S_{DR_6} = jQ_{DR_6} = jS_n \left( u_{1+} + i'_{S,q_{1+,\delta}} + u_{1-} - i'_{S,q_{1-,\delta}} \right).$$  \hspace{1cm} (A26)

The control variables of function $F_6$ can therefore be summarized to $C_6 = \{ u_{1+}, u_{1-}, u \}$. 

Although the function $F_6$ requires a certain power increment in response to a voltage drop, Section 3.1 shows that such a power increment can be achieved by assigning this function the highest priority. Therefore, the current reservation of function $F_6$ is defined by

$$i_{S,d_{\theta}}'' = (0,0,0,0)^\top.$$  \hfill (A27)

### Appendix A.6. $F_7$ Island Operation

Due to the necessary change of the control approach from a grid-following to a grid-forming control structure during island operation, the combined activation of any function in Table 1 together with function $F_7$ automatically becomes a member of the set $\mathcal{U} = \{A \in \mathbb{B}^{|\mathcal{F}|} | A_7 = 1\}$, as defined in Equation (4), and must not be activated simultaneously. A grid-forming control approach has to apply a voltage control as described in [44]. This voltage control directly controls the Park-components of the voltage $u_{S,d}$ and $u_{S,q}$ based on PI-controllers.

As the voltage control of a grid-forming control approach delivers current requests which are further processed by the inverter current control, the current request $i_{S,dq,\text{ref}}$ of the function $F_7$ can be defined directly by

$$i_{S,dq,\text{ref}} = A_7 \cdot f(u_{N,d}, \theta)$$  \hfill (A28)

which is assumed to be controlled only in the positive-sequence system by the voltage control.

The relation to the statically- and dynamically requested power can be calculated by

$$\mathbf{S}_{\mathcal{S}R_7} = \mathbf{S}_{\mathcal{D}R_7} = S_n\left(u_1 + i_{S,d_{\theta}}^\prime, j u_1 + i_{S,q_{\theta}}^\prime\right).$$  \hfill (A29)

The control variables of function $F_7$ can therefore be summarized to $C_7 = \{u_{N,d}, \theta\}$.

During island control the full current capability has to be available for function $F_7$. However, as activations $A$ with other functions activated combined with $F_7$ are a member of the set $\mathcal{U}$ a current reservation for the function $F_7$ is not necessary. Therefore, the current reservation for the function $F_7$ is defined by

$$i_{S,dq,\text{ref}}'' = (0,0,0,0)^\top.$$  \hfill (A30)

### Appendix B. List of Symbols

- $i$: normalized instantaneous current vector
- $i_{L1,t}$: instantaneous value of the current in phase L1
- $i_{L2,t}$: instantaneous value of the current in phase L2
- $i_{L3,t}$: instantaneous value of the current in phase L3
- $i_S$: current space vector in the $a\beta$-plane
- $i_{Sdq}$: current space vector in the dq-plane
- $i_{Sdq,\text{ref}}$: reference current space vector in the dq-plane
- $I_n$: nominal current
- $I_{\text{max}}$: maximum current capability
- $I_{\text{max}}'$: maximum normalized current capability
- $i_{Sdq_{\theta}}$: reference value of the direct/active, positive-sequence component of the normalized current space vector
- $i_{Sdq_{\theta}}$: reference value of the quadrature/reactive, positive-sequence component of the normalized current space vector
- $i_{Sdq_{\theta}}$: reference value of the direct/active, negative-sequence component of the normalized current space vector
- $i_{Sdq_{\theta}}$: reference value of the quadrature/reactive, negative-sequence component of the normalized current space vector
- $i_{Sdq_{\theta}}$: direct/active, positive-sequence component of the normalized current output space vector
- $i_{Sdq_{\theta}}$: quadrature/reactive, positive-sequence component of the normalized current output space vector
- $U$: phase-to-phase root-mean-square voltage vector
- $U_n$: normalized phase-to-phase root-mean-square voltage
- $u$: normalized phase-to-phase root-mean-square voltage vector
- $u_{N,d}$: normalized phase-to-neutral instantaneous voltage vector
- $u_{1+}$: magnitude of the normalized positive-sequence voltage
- $u_{1-}$: magnitude of the normalized negative-sequence voltage
θ angle of the normalized positive-sequence voltage

\( f \) frequency

\( f_n \) nominal frequency

\( S_n \) nominal apparent power of the BESS

\( F \) set of functions

\( F_k \) Function k

\( N_F \) number of functions \( |F| \)

\( A \) set of activations of functions \( F \)

\( A_k \) activation of function \( F_k \)

\( \mathcal{U} \) set of forbidden activation sets \( A \in B^{N_F} \)

\( X_k \) set of parameters of function \( F_k \)

\( N_{X_k} \) number of parameters of function \( F_k \)

\( C_i \) set of control variables of function \( F_k \)

\( N_{C_i} \) number of control variables of function \( F_k \)

\( S_{R,k} \) complex statically requested apparent power of function \( F_k \)

\( S_{DR,k} \) complex dynamically requested apparent power of function \( F_k \)

\( \mathcal{A} \) set of active power functions

\( \mathcal{R} \) set of reactive power functions

\( i_{S,dq}^f \) current request of function \( F_k \)

\( i_{S,dq}^r \) current reservation of function \( F_k \)

\( i_{S,dq,ref} \) executable currents of function \( F_k \)

\( V \) set of priorities

\( V_k \) priority of function \( F_k \)

\( H_k \) set of function indices of functions with higher priorities than function \( F_k \) has

\( o_{S,dq} \) set of vectors of possible occupied currents of function \( F_k \)

\( i_m \) maximum phase current resulting of one vector in \( o_{S,dq} \)

\( o_{S,dq} \) vector in \( o_{S,dq} \) which leads to the maximum phase current

\( L \) set of function indices of functions their current request has to be limited

\( F_L \) function, whose current request has to be limited to values greater zero

\( \varphi_{\pm} \) angle between positive-sequence voltage and negative-sequence voltage
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