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Show Me Your Face: Towards
an Automated Method to Provide Timely
Guidance in Visual Analytics
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Abstract—Providing guidance during a Visual Analytics session can support analysts in pursuing their goals more efficiently. However,
the effectiveness of guidance depends on many factors: Determining the right timing to provide it is one of them. Although in complex
analysis scenarios choosing the right timing could make the difference between a dependable and a superfluous guidance, an analysis
of the literature suggests that this problem did not receive enough attention. In this paper, we describe a methodology to determine
moments in which guidance is needed. Our assumption is that the need of guidance would influence the user state-of-mind, as in
distress situations during the analytical process, and we hypothesize that such moments could be identified by analyzing the user’s
facial expressions. We propose a framework composed by a facial recognition software and a machine learning model trained to detect
when to provide guidance according to changes of the user facial expressions. We trained the model by interviewing eight analysts
during their work and ranked multiple facial features based on their relative importance in determining the need of guidance. Finally, we
show that by applying only minor modifications to its architecture, our prototype was able to detect a need of guidance on the fly and
made our methodology well suited also for real-time analysis sessions. The results of our evaluations show that our methodology is
indeed effective in determining when a need of guidance is present, which constitutes a prerequisite to providing timely and effective

guidance in VA.

Index Terms—Guidance, visual analytics, emotions, facial analysis, machine learning

1 INTRODUCTION

Visual Analytics (VA) aims at enabling a better collab-
oration between humans and analytical systems by means
of interactive visual interfaces [1]. Despite being straightfor-
ward to understand, the VA process hides challenges at any
of its steps making it difficult to apply in practice.

For this reason, in parallel to the development of VA
methods, scientists have been studying approaches to help
analysts using them. The science of assisting analysts has
roots in interaction science and visual interface design [2],
[3]. All their nuances can be grouped together under the
term guidance [4]. As new guidance methods are being de-
veloped, new challenges arise whose solution is vital for the
instantiation of effective assistance. Among these, detecting
the most appropriate moment for providing guidance is
crucial, but mostly unaddressed [5]. However, as analytical
methods become more and more complex, timely guidance
cannot be disregarded anymore. Since different guidance is
needed at different moments of the VA process, choosing
the right timing is crucial to make the guidance effective.
Conversely, choosing a wrong timing may mislead and
sway the analyst and interfere with the analysis as a whole.

Until now, research in VA has mainly considered the
analyst’s interactions for detecting what the user may need
during the analysis. For instance, if a certain incorrect be-
havior is detected, some countermeasures — such as pro-
viding guidance — could be taken. However, when such
guidance should be provided is a problem that has not
been sufficiently addressed in VA. To determine the right
timing for providing guidance, at least two ingredients
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are needed: First, there should be a need for guidance.
Second, the user should be ready to accept it. While the sec-
ond problem entails the consideration of subjective factors
and specific nuances of the single user’s personality e.g.,
stubbornness in rejecting guidance, the first one relies on
common psychological mechanisms. Within this context, we
present a methodology to determine if and when a need for
guidance is present, thus making important steps towards
determining the correct timing for providing guidance.
Our research is grounded on the recognition of specific
facial expressions that can be seen as a doorway to the analyst’s
state of mind and hence can be directly associated to a need
for guidance [6]. Facial expressions are a direct consequence
of changes of the analyst’s state-of-mind as, for instance, in
response to distressful situations during the analysis. Thus,
in this work, we propose a framework to analyse a user’s
face and detect such changes on the fly, hence identifying
moments when guidance is potentially needed. We describe
and evaluate an implementation of our approach with three
methodologies. The results obtained show that our method
is effective in determining when the user needs guidance
and shed light on the steps needed to make guidance
accepted (and hence, effective) in VA. Our contributions are:

o We present a proof-of-concept solution for detecting
the moment when guidance is needed exploiting
facial expressions of analysts doing VA.

e We describe the training and use of a machine learn-
ing model (ML, Random Forrest) to analyze facial
expressions and automatically identify the need for
guidance in real time (Section 4).
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e We evaluate our methodology by evaluating the
trained model with both test data and in a real-
time analysis scenario (Section 5) discussing its ad-
vantages, possible limitations, and illustrating how
subjective traits, such as the willingness of a user to
accept the guidance, are factors that play a crucial
role in determination of the most appropriate timing
to initiate guidance (Section 6).

2 RELATED WORK

In this section, we describe related research in cognitive
sciences, human emotion recognition and HCL

2.1 Guidance in VA

Prior research has defined the goal of guidance as helping
the analyst to overcome a knowledge gap [4], [7], [8]. This
knowledge gap is related to the difficulties the analyst faces
when solving tasks. For instance, exploring the data, or
choosing appropriate analytical methods are common issues
that guidance aims to alleviate. One of the first approaches
providing guidance is GADGET [9]. GADGET supports ana-
lysts while creating their own visualizations. GADGET sug-
gests possible additions to the visual design by confronting
the data and a description of the tasks with a knowledge
base of previously created visualizations. On the same line
is VisComplete [10], which also aids analysts in creating
visualizations. The system is built upon a knowledge base
comprising typical visualization pipelines. Focusing on the
user’s interaction, the system is capable of suggesting viable
visualizations. Gotz et al. [11] proposed a guidance method
to suggest the most appropriate visualizations for a given
task. The system automatically extracts a descriptor of the
current task the analyst is pursuing, based on the interac-
tion, and proposes them possible additions to enhance the
current analysis process.

While we described just a few guidance approaches,
many more exist in literature [5]. Accordingly, existing ap-
proaches do not really consider what the most appropriate
moment to initiate guidance could be. Usually, such ap-
proaches are more interested in determining what type of
guidance could be appropriate and provide it right away,
which, as we will see in Section 3, may not always be a
good strategy.

2.2 Recognizing Human Affects

Affect recognition refers to the process of identifying human
emotions. Although the accuracy in discerning emotions
varies from subject to subject, the ability to roughly say what
a person is feeling is typically an innate ability that is tied to
our evolution [12].

Human emotions are complex mental states associated
with our nervous system [13]. There is not yet a commonly
accepted definition of emotion. However, there is a consen-
sus that emotions are strongly connected to experiences and
events that we live. In general, many studies showed how
emotions occur as a consequence of internal and external
stimuli, namely, emotion elicitors, causing physiological and
psychological changes in our bodies [14].

2

This very same sequence event — emotions — bodily reaction
is also at the base of the way we interpret others” emotions.
For instance, feeling anger can be deduced from how others
articulate their speech or the tone of their voice. This the-
ory has inspired many researchers to look for methods to
automatically extract emotions from visual e.g., images and
videos, and non visual stimuli, e.g., skin conductance and
hearth beat [15].

In visual data analysis, a big part of literature high-
lights the importance of maintaining an appropriate state of
mind during the analysis to foster insights [16], [17]. Data
analysis can be considered an emotion elicitor, like many
other activities we perform. Executing tasks and performing
data analysis has a direct impact on the emotions and
on analysts’ state of mind. Sensations of being lost may
arise, for instance, when facing difficulties but also feeling
frustrated or sad might also be a sign of issues during the
analysis process [18], [19]. In this paper, we make a step
forward exploiting such emotions to our advantage. We
present an automatic method that detects analysts” emotions
by analyzing their facial expressions, identifying distress
situations, and subsequently initiate guidance.

The Facial Action Coding System (FACS) [20], [21], [22]
has been for years the main method for categorizing facial
expressions. Emotions have a direct effect on facial traits
which are expressed by the simultaneous movement of mul-
tiple facial muscles. In this respect, the FACS enumerates the
so called Action Units (AUs) which represent movements
of single facial muscles. Hence, AUs are a systematic way
to study facial configurations and human affects. Emotions
can be seen, in fact, as the simultaneous presence of multiple
muscle movements (AUs).

The paper by Ekman and Friesen described sixty-four
action units (AUO1 to AU64) [20], [21]. Nowadays, frame-
works for facial analysis are able to extract most of them
in real time and also determine the intensity of the de-
tected movements [23]. For instance, AU14 (see Figure 1c)
is connected to the action of the buccinator muscle and
it is involved in the appearance of mouth dimples. If a
person when thinking or talking uses such muscles, the
corresponding presence of AU14 will be positive and its
intensity related to a numerical value, e.g., 1-5. A list of
further AUs can be found in Table 2 and Figure 1. As
we will see, different AUs have a different importance in
determining a need for guidance.

2.3 Detecting Interruptibility

Detecting a need for guidance is closely related to the re-
search area of interruptibility, which investigates how users
can be interrupted as they perform different duties [24].

In human-computer interaction (HCI), the system devel-
oped by Tsubouchi et al. [25] analyses the user’s activity
with a smartphone to detect appropriate moments to send
notifications. They further show how providing notifica-
tions on time is the key to obtain a suitable response from
users. Similarly to the previous paper, Ziiger et al. [26]
investigated when software developers could be interrupted
during their work day. Differently from the previous papers,
the authors consider a larger set of input to decide when
users can be interrupted. Specifically, biometric data (e.g.,
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(a) AUO1 Brow Raiser

(b) AUO7: Lid Tightner

%,

(c) AU14: Dimpler (d) AU26: Jaw Drop

Fig. 1: Facial expressions associated with a need for guidance. Events and experiences, like issues occurring during VA,
have a direct effect on our mental state and emotions. When emotions occur our body reacts to them and our facial traits
change. We can analyse facial traits (AUs) and use them as hints to initiate guidance. (a) AUO1 is associated with the brow
raiser muscle; (b) AUO7 is related to the lid tightener; (c) AU14 regulates the appearance of dimples; (d) AU26 regulates

the movement of the jaw.

heart beat) and interaction data are employed to obtain ac-
curate predictions. Interruptions can be counterproductive
for learners, i.e., students. Qu et al. [27] investigated when
students can be interrupted as they learn new concepts.
The authors utilize a combination of different input sources
derived from the students’ interaction with the learning
environment and eye-gaze activity to detect their focus
and attention span. Finally, also Barral et al. [28] exploited
eye-gaze data to enhance and support the exploration of
narrative visualizations in users with different levels of
visualization literacy.

Whereas these approaches show how “negative” emo-
tions and the disruption of the workflow are the result of
choosing to interrupt the user at the wrong moment, our
aim is to investigate if and when those emotions can be
instead a signal for guidance.

Interruptibility in the Visualization Field. Moving to
visualization, most of the literature is not concerned with
deciding if a user can be interrupted. Conversely, visual-
ization approaches assume that users can be indeed inter-
rupted because they are already stuck and need assistance.
In other words, the visualization literature is more focused
on detecting what guidance may be needed instead of when
this should be provided. For instance, Cook et al,, [29]
exploited task descriptors to assist the completion of mixed-
initiative VA tasks. In a study that is more closely related
to ours, Fan et al. [30] used ML techniques to analyze the
speech of users using a visual interface. Using speech anal-
ysis, the system provides feedback to interface designers.
Conversely to our purposes, this method works only with
speak aloud protocols and during the design phase, for
usability and testing purposes. Thus, it requires an active
effort of the end-user. In our work, we do not focus on
the design process but rather in analysing users’ visual
appearance during the analysis, so that no active effort is
required from them to express their need for guidance.

3 TowARDS TIMELY GUIDANCE IN VA

While the research in HCI showed us how choosing an
inappropriate moment can have dire consequences for the
user activity [31], the guidance approaches we described
in Section 2.1 are mostly concerned with deciding what
guidance the user might need to continue the analysis.

We argue that typical analysis scenarios are generally
more complex than those described in the aforementioned

studies on guidance. Typically, many events take place be-
tween the start of the analysis and moment when guidance
is needed. Hence, at a certain moment, guidance may or
may not be needed at all depending on how the analysis
developed until that point. In such complex situations, the
aforementioned guidance approaches would probably fail
in determining if the guidance is needed with the conse-
quence that their efficacy would be compromised.

An early work tackling the problem of timely guidance
has been authored by Mark Silver [2]. Silver states that
guidance should be provided when there is an opportunity.
Such an opportunity is related to the existence of a deci-
sional moment in which the analyst is required to make
a “discretionary judgement”, like deciding about the next
step to make. For instance, in VisComplete [10], the analyst
has to decide how to complete the visual design and only
then the system provides guidance. In absence of such
moments, Silver argues the benefits of providing guidance
are minimal.

However, detecting decisional moments is not always
possible. Battle et al. [32] state that performing exploratory
analysis is a clear example of such situations. Other ex-
amples of problematic situations are, for instance, stalled
analyses. In stalled analyses, it is usually not immediately
clear if analysts are simply doing something else or if they
just do not want any assistance. Finally, analyzing the inter-
action history alone, which represents the solution adopted
by many literature approaches could also not achieve a
sufficient level of accuracy.

In summary, looking for interaction patterns and
analysing task descriptors, as described in Section 2.1, may
be useful to detect what guidance the user may need
but show their limitations when applied to decide when
guidance has to be provided. Our argumentation is that
providing guidance on time is a complex decision, which
partly involves the presence of a real need for guidance and
the user’s willingness to accept it. While user’s propensity
to receive help is more strictly related to the problem of
interruptibility and tied to specific traits of the single user’s
personality, e.g., stubbornness in rejecting help, tackling the
first challenge instead has more to do with how humans
deal with data analysis and how they face problematic
situations. In this paper, we describe a novel solution to
tackle the latter problem.

Our hypothesis is that changes of facial expres-
sions could be exploited to determine if guidance
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is needed at a given moment.

Therefore, we describe how we built and evaluated
a framework to detect a need for guidance by detecting
specific facial features, thus shading light on a possible time
span to safely provide it to the user.

4 A ML APPROACH TO TIMELY GUIDANCE

Our method can provide an answer to the question — “Does
the analyst require guidance?” — by analyzing a video stream
of the analyst’s face. In the following, we describe the
procedures we set up to collect and label data for training
and testing purposes.

4.1 Overview of the Training Procedure

We provide a short overview of the training process, which
is portrayed in Figure 2. To collect training data, we set up a
set of tasks to be performed on a large dataset using Tableau
Desktop’. Using a webcam, we collected a video of the ana-
lysts’ face while performing tasks. We employed OpenFace
v2.0, a state-of-the-art tool for facial expression analysis [23]
on the recorded footage to extract the analysts’ facial fea-
tures. The participants could ask for guidance when needed
using a button. When this happened, the software stored
the corresponding time which was used to label the data.
An evaluator assisted the process and could add additional
labels. The evaluator was positioned in a deferred position
and s/he did not interact with the participants except for
moments when they explicitly requested guidance. Finally,
the labeled data was fed to a ML algorithm for discerning
moments when guidance was needed. A detailed descrip-
tion of the training process follows.

4.2 Task and Dataset

Task Requirements. When designing the task and the eval-
uation procedure, we defined three requirements we wanted
to meet: (1) The task should include open exploration and
there should be multiple alternative ways for solving it, so
that not all users would face the same problems at the same
time. (2) The task should be general enough to demonstrate
the applicability of our methodology to multiple VA sce-
narios. (3) The task should not be too simple not to require
guidance.

Given the requirements, we settled for an open-ended
exploratory data analysis scenario [33]. This allowed us to
focus on the definition of a generic analysis goal rather than
on defining a precise list of tasks. This also allowed us to test
our methodology in a situation in which other strategies
usually fail — see [32]. In summary, we let analysts free of
choosing the strategy they wanted.

Dataset. For the analysis, we chose a dataset of re-
ported wildlife incidents with aircraft?. The dataset consists
of approximately 180k rows describing wild animals, e.g.,
birds, striking aircraft. The dataset is regularly maintained
by the Federal Aviation Administration and contains many
dimensions, like the weather conditions, the type of aircraft
and animals involved, etc..

1. https:/ /www.tableau.com, accessed:05/2021
2. https:/ /wildlife.faa.gov, accessed:05/2021
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Fig. 2: The procedure we set up to train a ML model:
(1) we collected facial features of analysts performing data
analysis; (2) we labeled this data according to the reported
moments in which they needed guidance; and (3) using this
labeled data, we trained a ML model to automatically detect
a need for guidance.

Open-ended Task. We asked the analysts to solve the
following task:

You are put in charge by an institution (e.g., the government,
or an national aviation agency) to analyse the data using a VA
tool, understand the phenomenon and find a possible solution to
the problem of animal striking aircraft.

We asked them to analyze the data and produce a set of
guidelines or suggestions to possibly reduce the number of
events. For instance, participants tried to analyse if accidents
were caused by specific animals or on the time of the
day. On the base of such findings, they imagined possible
solutions, like installing birds dissuaders or make aircraft
parts undergo deeper maintenance routines.

The task we chose is open to many solutions and multi-
ple resolution strategies. The dataset allows users to explore
multiple data dimensions. Also, the topic does not require
specific domain knowledge and can be easily grasped by
non-experts. Still, to be sure everyone understood the task,
we prepared supplementary material comprising a descrip-
tion of all the data fields and three newspaper articles
describing aircraft accidents due to wildlife strikes, each one
focusing on different aspects of the problem to get them
involved in the task. We handed them this material before
the study began.

4.3 Participants and Software Environment

We asked eight visualization experts to take part in the data
collection procedure (i.e., recording their facial expressions
when trying to solve the given task). They are all part of our
research group and experts in using visualization tools.
After signing a consent form concerning the video
recording, we asked them to perform the open-ended task
using Tableau. We chose this tool because it offers a direct
way to explore data, create visualizations and it fits our
requirement for open-ended exploration. Whereas none of
the involved participants used Tableau with assiduity, many
of them were already familiar with it. However, to be sure
all participants had a similar knowledge of the environment
before starting the study, we provided all of them an in-
troductory tutorial to the tool, using a different dataset —






