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ABSTRACT

This paper presents the development of a versatile, accurate and efficient speckle simulation tool for the design of laser-based displacement sensors, capable of handling objective as well as subjective speckles. The simulation tool integrates the statistical nature of speckles with the deterministic properties of ray-tracing simulations, providing a reliable estimation of the performance of laser and/or speckle-based sensors in the design phase, even for more complex optical assemblies. It enables the calculation of several simulation outputs in order to determine the best performing system configuration for a given requirement and measurement principle. To validate the simulation results, they are compared against the experimental data of four designed laser-speckle based sensor setups for measuring in- and out-of-plane displacement of a target as well as against analytical relations for describing speckle pattern translation for simple geometries. With resulting simulation errors of less than 2 µm rms for in-plane (output: correlation peak shift) and 2.6 µm for out-of-plane displacements (output: center of gravity shift) for an integrated laser sensor geometry, the good accuracy of the speckle simulation tool is demonstrated.
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1. INTRODUCTION

Numerous applications in science and industry require accurate tracking of an object surface by a respective tool for enabling high precision measurements or manipulations on a moving target or product piece. They range from medicine and life sciences\(^1,2\) all the way to manufacturing.\(^3,4\) A particular application case, which is of highest interest for the manufacturing industry, are robot-based high resolution 3D inline measurements,\(^5\) where the systems need to actively track the motion of the target with single micrometer precision, compensating for vibrations of the production environment in all six degrees of freedom.\(^3,6\)

While there are plenty of optical principles, such as laser triangulation, available for measuring out-of-plane displacement,\(^7\) laser speckle measurement principles are one of the most promising concepts for measurements of in-plane displacement. They offer advantages such as high resolution, contact-less measurements and applicability to most technical surfaces without the need for additional markers.\(^8\) Due to the limited measurement range caused by decorrelation, they have so far been mainly used for strain measurements in the past.\(^9,10\) To overcome this drawback, advanced concepts have been introduced to make them also applicable for measuring tool speeds,\(^11\) as well as the relative\(^12\) and absolute position of a target.\(^13\) Recently, a compensation-based laser sensor has been proposed for tracking translational in- and out-of-plane displacement of a target. It integrates principles of laser triangulation and objective laser speckle measurement into a single device, providing an in-plane and out-of-plane resolution of single micrometers.\(^14\)

The design of such integrated sensors as well as the assessment of the impact of speckle effects on the uncertainty of laser based sensors is, however, challenging,\(^15\) as there are hardly any versatile simulation tools available that can be employed to estimate the performance of non-trivial sensor geometries. Existing approaches focus mostly on the statistical nature of speckle patterns by employing 2D Fast Fourier Transforms to generate...
This paper proposes a versatile, accurate and efficient speckle simulation tool for the design of laser-based displacement sensors. By integrating the statistical nature of speckles with the deterministic properties of ray-tracing simulations, the tool is capable of handling objective as well as subjective speckles. It enables the calculation of several outputs, such as sensitivity or crosstalk, for designed geometric assemblies up front, in order to determine the best performing configuration for given system requirements. The simulation tool considers the system geometry including the location, orientation and size of the laser source, the target surface, the detector (with number and size of pixels) as well as apertures, lenses, or mirrors if applicable. To validate the results, the simulation output for various system geometries is compared against analytic relations for describing speckle displacement and decorrelation, as well as against experimentally acquired data. Section 2 introduces the fundamentals of speckle formation, followed by a description of the simulation procedure in Section 3. In Section 4 the experimental setup is introduced and the simulation output is validated against experimental data and analytic calculations. Section 5 concludes the paper.

2. FORMATION OF LASER SPECKLES

With an optically rough surface being illuminated by coherent light, each illuminated spot on the micro-structured surface can be considered as individual scatterer, scattering the incoming light randomly in direction, amplitude and phase. The scattered waves propagate away from the surface while interfering with each other. Imaging this interference effect as a spatial intensity distribution with an objective or in the diffraction field, a grainy pattern of bright and dark spots, termed laser speckle pattern, is obtained. When using a focused lens system, as with a typical laser triangulation sensor, subjective laser speckles (SLSPs) can be observed, with the aperture limiting the spatial interaction of the individual waves emerging from the surface. When no imaging system is used (free space observation) objective laser speckle (OLSP) patterns are observed, with the entire illuminated area contributing to the resulting speckle pattern. The lens-less case with OLSPs enables in general more compact sensor designs and avoids lens aberrations.

Figure 1 shows the configuration of an OLSP-based sensor system for measuring in-plane displacements along the x- and y-axis without imaging optics. Integrating a lens as imaging optics between target and observation plane would on the other hand entail the formation of SLSPs. A laser in the xz-plane is used to illuminate the optically rough target surface. It is a distance $L_S$ away from the origin $O$ and tilted by an angle $\Theta$ with respect...
to the surface normal. The image detector is placed in the observation plane, which is parallel to the object plane (without loss of generality) and located at the distance $L_O$. Neglecting rotations and stress, the displacement of the speckle pattern in $\xi(x)$- and $\eta(y)$-direction can be expressed by:

$$A_\xi = -a_x \left[ \frac{L_O}{L_S} \left( \xi^2_x - 1 \right) + \xi^2_x \right] - a_y \left[ \frac{L_O}{L_S} \left( \xi^2_y + \eta^2_y \right) + \xi \eta \right] - a_z \left[ \frac{L_O}{L_S} \left( \eta^2_z + \xi \eta \right) + \xi \eta \right],$$

$$A_\eta = -a_x \left[ \frac{L_O}{L_S} \left( \xi^2_x + \eta^2_y \right) - \xi^2_y \right] - a_y \left[ \frac{L_O}{L_S} \left( \xi^2_y - 1 \right) + \xi^2_x \right] - a_z \left[ \frac{L_O}{L_S} \left( \xi \eta \right) + \xi \eta \right]$$

with $a_x, a_y, a_z$ the displacements of the target in the three translational DoFs. For the nominal case of a parallel object and observation plane the simplified unit vectors $\vec{l} = (l_x, l_y, l_z)^T = (0, 0, 1)^T$ and $\vec{s} = (s_x, s_y, s_z)^T = (\sin(\Theta), 0, \cos(\Theta))^T$ given in Fig. 1 are obtained. If the two planes are not parallel, additionally small crosstalk terms need to be considered.

For estimating the speckle pattern displacement, the two-dimensional normalized cross-correlation function (NCC) is most commonly applied to the shifted version and a reference image. A direct estimate for the spatial displacement is given by the position of the NCC peak value with a resolution of $\pm 1/2$ pixel, without additional interpolation. The use of laser speckles for displacement measurement is always limited by decorrelation effects caused by three major factors: (i) changes in the microstructure due to stress or strain, (ii) the relative overlap of the correlation windows and (iii) changes of the illumination position on the surface due to target displacement. While strain is neglected for displacement measurements and the second factor can be decreased by interpolation, the third factor can be overcome by compensation-based sensing systems.

3. SIMULATION PROCEDURE

According to the problem statement, a versatile simulation tool for speckle effects should be capable of handling arbitrary system geometries, consider various optical elements and evaluate correlation-based shifts of the speckle pattern as well as center of gravity (CoG) shifts of the ray tracing method, making it suitable for a broad range of applications including optical sensors.

The basic implementation of the simulation tool and its algorithms is done in MATLAB (MathWorks Inc., MA, USA) using the Optometrika library, which provides ray tracing functions together with a number of optical elements. The algorithm itself consists of two parts and is illustrated in the flowchart in Fig. 2. Part 1 (left column) starts with the definition of the system geometry including the location, orientation and size of the laser source, the target surface, the detector (with number and size of pixels) and apertures and/or lenses, if applicable. The laser spot on the target is approximated by $N_1$ point sources, which are equally distributed within the spot diameter in $x$- and $y$-direction and randomly distributed within the expected surface roughness of the target material in $z$-direction. The related intensities of the point sources are normally distributed in order to resemble a Gaussian beam intensity profile (see Fig. 3a). Each of the $N_1$ point sources (running index $j$ in Fig. 2) is again approximated by $N_2$ rays, which beam out equally distributed over a pre-set solid angle $\Omega$. Using the ray tracing functions of the Optometrika library, each of the emerging rays is propagated towards the detector through the previously defined optical system. All rays not intersecting with the pre-defined detector area, as they are for example blocked by an aperture as shown in Fig. 3b, are discarded for the further considerations. With the known optical path lengths and the used laser wavelength, the phase of each ray at the intersection point with the detector can be calculated. As not all detector pixels will be hit by a ray from a specific point source, grid data interpolation with a meshgrid according to the pixel size is employed to calculate possibly missing phase values. This sequence is repeated for all point sources, until the running index $j$ reaches the value of $N_1$. Using the intensity and phase image matrix of each point source on the detector, the speckle image is calculated by complex superposition of all point sources.

With the calculation of the speckle pattern according to part 1 of the algorithm, part 2 takes care of the effects of in- and out-of-plane target displacements and the computation of the simulation outputs (see Fig. 2). A target translation is simulated via manipulating the laser point source positions according to the defined 3D displacements.
Figure 2. Flowchart of the simulation procedure. Part 1 shows the generation of the laser speckle image. Part 2 calculates the effects of translational target displacements on the resulting speckle pattern and derives application specific outputs, such as the NCC peak or CoG shift. geometry. For in-plane target displacements the absolute location of the illuminated area stays constant, while the positions of the point sources are laterally shifted according to the target displacement. For out-of-plane target displacements the positions of the point sources stay constant, while the absolute position of the illuminated area shifts laterally according to the laser orientation and system geometry. In both cases some of the point sources leave the illuminated spot area, which makes them essentially invalid, and are replaced by new ones, added to the currently illuminated area. After adapting the point source positions and the illuminated area on the surface, a new speckle image on the detector is generated according to part 1 (see dotted box in Fig. 2). Based on the updated speckle pattern, the reference image and respective outputs depending on the application, such as the NCC correlation peak and CoG shift, can be calculated.

The formation of a representative speckle pattern requires a minimum number of point sources for approximating the laser spot on the target, which should, however, be kept as small as possible for the sake of computational efficiency. In Fig. 4 the speckle pattern on the detector is shown for the basic OLSP setup configuration shown in Fig. 1 with an additional 1 mm aperture between target surface and observation plane. The aperture and the detector are placed 39 mm and 78 mm away from the surface, respectively, with a detector size of 4.2 x 4.2 mm and a pixel size of 3 x 3 µm. The distance between laser (wavelength of 632.8 nm) and surface is 50 mm and the angle Θ is set to 30°. The number of point sources is varied from 1 over 4 to 100, using 1500 rays per point source for the subsequent ray tracing. Approximating the laser spot with a single point source leads to no interference effects on the detector. Increasing the number to 4 makes the effect of constructive and destructive interference...
visible but generates a non sufficiently random pattern. The fringes for example represent regions where only two point sources interfere, while in the middle region with the rectangular pattern all 4 point sources interfere. Setting the number of point sources to 100 leads to a good approximation of a fully developed speckle pattern for the given case, which is validated by correlation experiments with experimental data.

4. VERIFICATION OF SIMULATION RESULTS

In order to verify the results of the simulation tool as well as its capability to handle various system geometries, the output values for in- and out-of-plane displacements are compared against experimental measurements as well as analytic calculations.  

4.1 Experimental setups

For the experimental investigation the four setups shown in Fig. 5 are used. The three simple OLSP setups (a)-(c), with available analytic formulas for describing the speckle pattern shifts, are used to assess the capability to handle various system geometries, while the setup with additional aperture (d), resembling the assembly of an integrated in- and out-of-plane sensor, is used to test the consideration of additional optical components.

The setups are composed of a grey scale CMOS camera sensor (Type: DMK 22BUC03, Imaging Source GmbH, Germany) as detector with 744 x 480 pixels and a linear polarized HeNe laser (Model: 1108P, JDSU, CA, USA) with a wavelength of 632.8 nm, which is coupled into a single-mode fiber and directed towards the target, represented by a machined aluminium part with non-modified surface. In-plane (x-direction) and out-of-plane (z-direction) displacements of the target are realized with two stacked position controlled linear stages (Type: VT-80 62309120, Physik Instrumente (PI) GmbH, Germany) with a resolution of 500 nm. Further geometric parameters of the first three setups ((a)-(c)) include a laser distance to the target of 50 mm, a detector distance of 60 mm and an angle $\Theta$ of 35°.

The fourth setup with additional aperture (d) is designed with slightly different geometric parameters for reasons of construction. The aperture is formed by an optical alignment target (SCPA1, Thorlabs Inc., NJ, USA) with a diameter of 1 mm and is added between target and detector, entailing a not fully illuminated detector area. The geometric parameters are set to a laser distance of 50 mm, a detector distance of 75 mm, an aperture distance of 41 mm and an angle $\Theta$ of 39°. This configuration enables to distinguish between in- and out-of-plane displacements of the target within a certain range of motion, as out-of-plane target displacements transform into a CoG shift on the detector. The CoG shift due to out-of-plane displacement has a significantly higher sensitivity than the effects on the speckle pattern itself, such that the out-of-plane component can be determined by the CoG shift. The image acquisition and processing is entirely done in MATLAB (MathWorks Inc., MA, USA), which is used to implement functions that calculate the NCC peak shift for all four setups ((a)-(d)) as well as the CoG shift for the last setup (d). A correlation window size is set to 64 x 64 pixel is used together with a two-fold interpolation, which leads to an experimental resolution of $\pm 1/4$ pixel (i.e. 3 $\mu$m).

4.2 Results

Performing subsequent quasi-static in- (x) and out-of-plane (z) target displacements and comparing simulation, measurement and analytic results, enables an evaluation of the simulation accuracy. For approximation of the laser spot 100 point sources and 1500 rays per point source are used (see Section 3). For reasons of efficiency, the simulation is done for 10 displacements over an entire range of 200 $\mu$m and is linearly interpolated in-between, with the speckle pattern at 0 $\mu$m serving as reference. With the used MATLAB implementation on a conventional personal computer, the simulation of a single displacement location takes about 90 s.

![Figure 5. Configurations of experimental OLSP setups for verification of the simulation results. (a)-(c) are basic OLSP setup geometries for measuring in-plane displacement composed of a laser, a detector and the target itself. (d) is the configuration of an integrated laser sensor with additional aperture for measuring in- and out-of-plane displacement.](http://www.acin.tuwien.ac.at/publikationen/ams/)

Considering the first setup with the tilted laser (a) as well as (1) and (2), the pattern displacement component in $\eta$-direction reduces to $A_\eta = a_y(L_0/L_S + 1) = k_y \cdot a_y$, so that there is no crosstalk from out-of-plane...
displacements and the sensitivity $k_y$ is independent of $\Theta$. For practical applications with large values of $L_S$ the sensitivity $k_x$ will always reside around 1.\textsuperscript{24} The pattern displacement component in $\zeta$-direction reduces to $A_\zeta = a_\zeta [1 - L_O/L_S \cdot \cos^2(\Theta)] - a_x \cdot L_O/2L_S \cdot \sin(2\Theta)$, showing a $\Theta$-dependent sensitivity $k_x$ as well as a crosstalk component from out-of-plane motions, which gets diminished for decreasing values of $\Theta$. In Fig. 6 the resulting simulated, measured and analytically calculated NCC peak shifts are depicted as well as the simulation and measurement errors with respect to the analytically calculated, theoretical value. As expected the sensitivity, given by the ratio of the OLSP pattern shift to the target shift, of the assembly for in-plane displacements (see Fig. 6a) is about 1, while the crosstalk from out-of-plane target displacements on the speckle shift is as small as 5% for this setup (see Fig. 6b). The error of the measurement shows steps with heights of less than 3 $\mu$m, which equals the resolution of the experimental setup (see section 4.1). Due to slightly diverging slopes the error increases towards larger displacements but stays well below one pixel size. The error of the in-plane simulation result shows a peak-to-valley (ptv) error of 5.2 $\mu$m and a root-mean-square (rms) deviation of 1.9 $\mu$m, giving a result even closer to the theoretical value than the measurement (error of 11.1 $\mu$m ptv and 2.5 $\mu$m rms). For out-of-plane displacement the obtained simulation result also matches the analytic result with an rms error of 0.9 $\mu$m well.

![Simulation output (blue), experimentally measured (red) and analytic results (yellow) of the speckle pattern shift on the detector for the tilted laser setup. (a) shows the results for in-plane displacements of the target and the related errors with respect to the analytic result. (b) depicts the results for out-of-plane displacements.](image)

The simulation results for the second setup with tilted detector (b) and the third setup with laser and detector tilted (c) are in the same range of accuracy as for the first setup (data not shown). The peak-to-valley and the rms errors for all setups are listed in Table 1. As predicted by theory, the sensitivity of the second setup for in-plane displacements is only about 60% of the first setup, while the crosstalk from out-of-plane displacement additionally increases by a factor of 10. The third setup shows a sensitivity which is about 80% of the first setup but also shows a crosstalk a factor 6 larger than the first setup. From this perspective the first setup is best suited for the design of sensors measuring the in-plane displacement of a target.

<table>
<thead>
<tr>
<th>Tilted laser</th>
<th>Tilted detector</th>
<th>Both tilted</th>
</tr>
</thead>
<tbody>
<tr>
<td>IP</td>
<td>OOP</td>
<td>IP</td>
</tr>
<tr>
<td>ptv error [$\mu$m]</td>
<td>5.2</td>
<td>2.6</td>
</tr>
<tr>
<td>rms error [$\mu$m]</td>
<td>1.9</td>
<td>0.9</td>
</tr>
</tbody>
</table>

For the fourth setup (see Fig. 5d) with additional aperture, the NCC peak shift is again evaluated as measure

In this paper a versatile, accurate and efficient speckle simulation tool integrating the statistical nature of speckles with the deterministic properties of ray-tracing simulations is developed for the design of laser-based sensors. It enables the calculation of several simulation outputs, such as correlation peak shift, center of gravity shift or crosstalk, in order to determine the best performing sensor system configuration for a given requirement and measurement principle. The simulation tool is capable of considering the entire system geometry including the locations, orientation and size of the laser source, the target surface, the detector (with number and size of pixels) and apertures, mirrors or lenses, if applicable. The laser spot on the target is approximated by a sufficiently large number of individual point sources with random height distribution in the range of the surface roughness, where each point source is then simulated by N point sources to 160, the accuracy is significantly increased and the error decreases to 8.1 µm peak-to-valley and 20.9 µm. Overall the simulation shows a peak-to-valley error of 20.9 µm and an rms error of 6.6 µm for out-of-plane displacements. Increasing the number of point sources to 160, the accuracy is significantly increased and the error decreases to 8.1 µm peak-to-valley and 2.6 µm rms, which again even lies below the resolution of the experimental setup. The accuracy improvement, however, comes at the cost of a doubled computation time.

In summary it is shown that the developed simulation tool is capable of accurately simulating speckle effects for various geometries of in-plane as well as integrated in- and out-of-plane sensors assemblies with resulting simulation errors of less than 2 µm rms for NCC peak and 2.6 µm rms for CoG shifts, respectively.

5. CONCLUSION

In this paper a versatile, accurate and efficient speckle simulation tool integrating the statistical nature of speckles with the deterministic properties of ray-tracing simulations is developed for the design of laser-based sensors.
calculated by complex summation of the intensity and phase image matrix of all point sources on the detector. To validate the simulation results for various system geometries, they are compared against the experimental data and analytical results of four designed laser-speckle based sensor setups for measuring in- and out-of-plane displacements of a target. The resulting simulation errors for in-plane (output: correlation peak shift) and out-of-plane displacements (output: center of gravity shift) are in the range of 2 µm rms and 2.6 µm rms, respectively, demonstrating the good accuracy of the simulation tool already for a fair amount of point sources. Increasing the number of point sources is shown to reduce the error of the CoG shift output, while not affecting the NCC peak shift output, such that an individual tradeoff between computation time and accuracy is required for each sensor system design. Future work includes the advancement of the simulation tool in terms of computational efficiency and the application for uncertainty estimations of laser based sensor systems.
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