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Abstract—We consider discrete message passing (MP) decoding of low-density parity check (LDPC) codes based on information-optimal symmetric look-up table (LUT). A link between discrete message labels and the associated log-likelihood ratio values (defined in terms of density evolution distributions) is established. This link gives rise to an algebraic structure on the message labels and leads to an interpretation of LUT decoding as a form of quantized belief propagation. We then exploit the algebraic structure for low-complexity LUT decoder designs. Our LUT decoding framework is the first to also apply to irregular LDPC code designs optimized for LUT decoding. The resulting decoders outperform floating-point precision min-sum decoders at LUT resolutions as low as 3 bits for regular codes and 4 bits for irregular codes.
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I. INTRODUCTION

A. Background

Low-density parity check (LDPC) codes, originally introduced in [3], are a powerful class of error-correcting codes. Irregular LDPC codes [4], [5] outperform the best known turbo codes and can approach channel capacity using iterative message passing (MP) decoding. Due to their excellent error rate performance LDPC codes are widely used, e.g., in flash storage [6], [7] and in communication systems such as DVB-S2 [8], WiMAX [9], and 10GBASE-T [10].

In view of the vast range of applications, recent research aims at devising LDPC decoders that are well suited for practical digital hardware implementations [11], [12]. Most of these schemes are variants or approximations of belief propagation (BP) and rely on fixed-point representations of log-likelihood ratios (LLRs) with a resolution of 5 to 7 bits. Low resolution reduces decoder complexity but usually deteriorates error rate performance [12]–[15]. An alternative approach is finite alphabet LDPC decoding [16]–[22], often also referred to as look-up table (LUT) decoding. Rather than performing conventional BP or min-sum (MS) decoding with quantized message representations, the message updates are performed via dedicated LUTs (discrete finite mappings). In LUT decoding, algebraic structure and the probabilistic message interpretation is sacrificed in exchange for a drastic reduction in message bit-width and an improved error rate performance. The LUT design has been based on deterministic information-optimal quantizers [16], [21], on the information bottleneck [23] (e.g., [17]–[19]), and on error pattern correction [20]. However, the applicability of existing work is restricted to regular LDPC codes and codes with low node degrees. Further related work [24], applicable to irregular LDPC codes, has appeared after the initial submission of this manuscript. Our previous work [1], [2] focused on simplifying LUT decoders and making them more suitable for practical implementations, giving rise to the decoder architectures in [25], [26].

B. Contributions and Paper Outline

In this paper, we provide a systematic, coherent, and general framework for LUT decoding of regular and irregular LDPC codes. Such a framework has been lacking in the existing literature. Using a dedicated code design, irregular LDPC codes are shown to perform close to capacity even with low-resolution LUT decoding.

After reviewing basic concepts in Section II, we begin our development in Section III by introducing a novel symmetry concept for discrete message passing (MP) using arbitrary message alphabets. Exploiting this symmetry, we use density evolution (DE) arguments (see [27]) to derive a relation between the discrete messages in LUT decoders and the (real-valued) LLRs in BP. We then use this relation to establish an algebraic structure on the discrete messages and we show how LUT decoding corresponds to BP augmented with a projection of outgoing messages onto finite sets. In Section IV we use the symmetries and the algebraic structure from Section III to derive low-complexity LUT decoders based on imposing symmetry in the information-maximizing quantizer design from [28]. Furthermore, we propose a hybrid min-LUT decoding algorithm that uses LUT updates and the algebraic structure of the message labels.

In Section V, we extend LUT decoding to irregular LDPC codes. Exploiting the analogy to BP, we derive an asymptotic
stability condition for LUT decoding in the spirit of [5]. The stability condition explains why existing LDPC degree distributions that are optimized for BP perform poorly with LUT decoding. This motivates us to propose degree distributions optimized for LUT decoding. We demonstrate numerically that irregular LDPC codes generated from these degree distributions perform better than existing LDPC codes under LUT decoding.

In Section VI, we present extensive numerical results and compare different LUT-based decoders in terms of error rate and DE thresholds. A performance-complexity tradeoff is established that can be used to design a decoder tailored to specific error rate requirements and implementation constraints.

We note that we also have developed a comprehensive C++/Matlab software framework for the design, implementation, and evaluation of our LUT decoders for LDPC codes. The software is publicly available and can be accessed via the link http://www.nt.tuwien.ac.at/UNFOLD.

II. LDPC BASICS

A. Message Passing

We consider ensembles of binary LDPC codes defined on the finite field \{-1, 1\} of size two, with 1 representing the neutral element (see [29, Section 4.1.1]). A particular code is represented by a factor graph [30] consisting of \( N \) variable nodes (VNs) and \( M \) check nodes (CNs). The edges between VNs and CNs are characterized by the degree distributions [29, p. 79]

\[
\lambda(\xi) = \sum_{i \in D_v} \lambda_i \xi^{i-1}, \quad \rho(\xi) = \sum_{j \in D_c} \rho_j \xi^{j-1}.
\]

Here \( \lambda_i, i \in D_v \), is the probability that an edge is incident to a VN of degree \( i \), and \( \rho_j, j \in D_c \), is the probability that an edge is incident to a CN of degree \( j \), with \( D_v \) and \( D_c \) denoting the VN and CN degree sets, respectively. In a regular \((d_v, d_c)\) LDPC code, all VNs have degree \( d_v \) and all CNs have degree \( d_c \) (i.e., \( \lambda(\xi) = \xi^{d_v-1} \) and \( \rho(\xi) = \xi^{d_c-1} \)). LDPC codes are typically decoded using MP algorithms, where messages are exchanged between VNs and CNs over the course of several decoding iterations [27]. Figure 1 illustrates the message updates in the factor graph. In iteration \( \ell \), the message from VN \( n \) (with degree \( i \)) to an adjacent CN \( m \) is computed via a mapping \( \Phi_i^{(\ell)} : \mathcal{L} \times \mathcal{M}_{\ell-1} \rightarrow \mathcal{M}_\ell \) (\( \mathcal{M}_\ell \) and \( \mathcal{L} \) are the message and LLR alphabets; bars designate messages, updates, and sets at the CNs) as

\[
\mu_{n \rightarrow m} = \Phi_i^{(\ell)}(L_n, \bar{\mu}_{n\setminus m}).
\]

Here, \( L_n \in \mathcal{L} \) denotes the channel LLR at VN \( n \) and \( \bar{\mu}_{n\setminus m} \in \mathcal{M}_{\ell-1} \) is the vector of incoming messages from all adjacent CNs except \( m \). Similarly, the message in iteration \( \ell \) from CN \( m \) (with degree \( j \)) to an adjacent VN \( n \) is obtained via the mapping \( \Phi_j^{(\ell)} : \mathcal{M}_\ell \rightarrow \mathcal{M}_{\ell+1} \),

\[
\bar{\mu}_{m \rightarrow n} = \bar{\Phi}_j^{(\ell)}(\mu_{m\setminus n}),
\]

where \( \mu_{m\setminus n} \in \mathcal{M}_{\ell+1} \) is the vector of incoming messages from all adjacent VNs except \( n \).

Fig. 1. Illustration of (a) VN update and (b) CN update in an LDPC factor graph.

After a total of \( \mathcal{L} \) iterations, a mapping \( \Psi_i : \mathcal{L} \times \mathcal{M}_{\ell} \rightarrow \{ -1, 1 \} \) is used to compute the final estimate for a code bit \( x_n \) at the associated VN of degree \( i \) using the incoming CN messages and the channel LLR as

\[
\hat{x}_n = \Psi_i(L_n, \bar{\mu}_n).
\]

Designing a decoder for a given LDPC code amounts to determining the VN updates \( \Phi_i^{(\ell)} \), the CN updates \( \bar{\Phi}_j^{(\ell)} \), and the bit decisions \( \Psi_i \) for all VN degrees \( i \in D_v \), CN degrees \( j \in D_c \), and iterations \( \ell \in \{1, \ldots, \mathcal{L}\} \).

For BP, all message alphabets equal the set of reals and the message updates (which are identical for all iterations) read

\[
\Phi_i^{\text{BP}}(L, \bar{\mu}) = L + \sum_{m=1}^{i-1} \mu_m, \quad \bar{\Phi}_j^{\text{BP}}(\mu) = 2\tanh\left( \prod_{n=1}^{j-1} \tanh\left( \frac{\mu_m}{2} \right) \right).
\]

The expression on the right-hand side of (4) is known as the box-plus operation [31]. For the MS algorithm, (4) is approximated by

\[
\bar{\Phi}_j^{\text{MS}}(\mu) = \min \{ \mu \cdot \text{par}(\bar{x}) \},
\]

where \( \text{par}(\bar{x}) = \prod_i \text{sgn}(x_i) \) and \( |\bar{x}| \) respectively denote the parity and the element-wise magnitude of the vector \( \bar{x} \). The bit decision \( \Psi_i \) is based on the sign of the a posteriori LLRs,

\[
\Psi_i^{\text{MS/BP}}(L, \bar{\mu}) = \text{sgn}(L + \sum_{m=1}^{i} \bar{\mu}_m).
\]

B. Density Evolution and Symmetry Conditions

In what follows, we use sans serif letters for random variables and denote their (conditional) distribution generically as \( p(\cdot) \). In particular, \( p_k(x) \) denotes the binary input channel, which we assume to be symmetric (here, \( L \) is the LLR for input bit \( x \)). Furthermore, \( x \odot y \) denotes the element-wise product of two vectors.
Density evolution (DE) was established as a method of investigating the asymptotic performance of LDPC codes [27] and (in its initial form) relies on MP schemes that are symmetric in the sense
\[
\begin{align*}
\Phi_j^{(t)}(L, \mu) &= -\Phi_j^{(t)}(L, \mu), \\
\Phi_j^{(t)}(b \odot \mu) &= \Phi_j^{(t)}(\mu) \text{par } b,
\end{align*}
\]
for all vectors \( b \in \{-1, 1\}^{D_c-1} \), iterations \( t \), and degrees \( i \in D_c \).

Using these symmetry conditions and restricting to codes with cycle-free graphs, the VN-CN and the CN-VN messages are conditionally independent and identically distributed (iid) random variables. With \( n(e) \) denoting the VN incident to a particular edge \( e \in E \), we specifically have
\[
p_{\mu|x}^{(t)}(\mu|x) = \prod_{e \in E} p_{\mu|x}^{(t)}(\mu_e|x_{\Lambda(e)}),
\]
with symmetric distributions
\[
p_{\mu|x}^{(t)}(\mu_e|x_{\Lambda(e)}) = p_{\mu|x}^{(t)}(-\mu_e|x_{\Lambda(e)}).
\]

DE then tracks the evolution of the message densities (9) for \( \ell \to \infty \) to determine whether the error probability tends to zero for a given code degree distribution (1) and channel (6). For channels characterized by a single parameter (e.g., the noise variance in AWGN channels), the decoding threshold is defined as the worst channel parameter such that DE converges to zero error probability.

Another condition (cf. [5, Definition 1]) requires that the symmetric conditional message distributions satisfy
\[
\mu = \log \frac{p(\mu|x=+1)}{p(\mu|x=-1)} \iff p(\mu|x=+1) = e^\mu p(\mu|x=-1).
\]
This connection between the conditional message distributions is referred to as LLR consistency since it implies that the LLR associated with a conditional message distribution equals the LLR value itself.

### III. Symmetric Discrete MP

Even though vital to MP and DE, symmetry concepts have not been studied in a systematic manner in prior work on LUT decoding (though particular symmetry conditions have been adopted in an ad hoc manner [17], [20]). We next derive a novel general framework for discrete DE that links LUT decoding to BP. We first extend the symmetry conditions from Section II-B to discrete message labels and then associate the labels to LLR values using the message probability mass functions (pmfs) from DE. We use this connection in several ways:

i) We establish an algebraic structure on the message label set, which we exploit in Section IV for reduced-complexity LUT design as well as for the derivation of the min-LUT algorithm.

ii) We show that symmetric discrete MP can be interpreted as quantized BP, where LLRs are projected onto a finite set after each message update.

iii) We extend the asymptotic stability analysis for BP decoding [5] to LUT decoding (see Section V). We exploit the stability result to design irregular LDPC codes optimized for LUT decoding.

### A. Message Labels, LLRs, and Symmetry

Let \( y \) denote a generic message label from a finite message set \( \mathcal{Y} = \{y_0, y_1, \ldots, y_{M-1}\} \) with conditional probability mass function (pmf) \( p_{y|x}(y|x) \). The set \( \mathcal{Y} \) is a generic placeholder for \( \mathcal{L} \) and \( \mathcal{M}_L \), and for the product sets \( \mathcal{L} \times \mathcal{M}_L \) and \( \mathcal{L} \times \mathcal{M}_L^- \). Note that the elements of \( \mathcal{Y} \) are totally arbitrary and could be integers or (in hardware implementations practically more important) bit labels. Henceforth, we assume that all message sets have even cardinality. We define the LLR value associated to label \( y \) in terms of its conditional label pmf as
\[
v \triangleq \Lambda(y) = \log \frac{p_{y|x}(y + 1)}{p_{y|x}(y - 1)}.
\]
Without loss of generality, we restrict ourselves to the case where (11) is bijective. If multiple labels were associated to the same non-zero LLR, the labels can be merged without information loss [28]; since we enforce symmetry in our design, the cardinality of the message set remains even after label merging. The exception is multiple labels with LLR equal to 0: we merge half of these labels into a symbol \( y_k \) and the other half into a symbol \( y_l \) (symmetry is maintained by ensuring that no label \( y \) is merged with its inverse \( -y \) defined below). We then use the convention \( \Lambda(y_k) = 0^- \), \( \Lambda(y_l) = 0^+ \), with sign change and order relation for \( 0^- \) and \( 0^+ \) defined by \( -0^+ = 0^- \) and \( 0^- < 0^+ \). Since \( \Lambda(\cdot) \) is bijective with inverse \( \Lambda^{-1}(\cdot) \), we have
\[
p_{\Lambda(y)|x}(v|x) = p_{y|x}(\Lambda^{-1}(v)|x),
\]
which together with (11) implies that the distribution of \( v = \Lambda(y) \) is LLR consistent (see (10)).

We next introduce a general definition of symmetry for discrete conditional pmfs. To this end, we generalize algebraic sign changes via involutions (i.e., self-inverse permutations) \( \gamma \) on \( \mathcal{Y} \):
\[
\gamma(\gamma(y)) = y, \quad y \in \mathcal{Y}.
\]
A conditional pmf \( p_{y|x}(y|x) \), \( y \in \mathcal{Y}, x \in \{-1, 1\} \), is said to be symmetric if there exists an involution \( \gamma : \mathcal{Y} \to \mathcal{Y} \) such that for any \( y \in \mathcal{Y} \)
\[
p_{y|x}(y + 1) = p_{y|x}(\gamma(y) - 1).
\]
For symmetric label pmfs, label inversion amounts to sign inversion of the LLR,
\[
\Lambda(\gamma(y)) = -\Lambda(y).
\]
The conventional ordering \( < \) of the LLRs defines an ordering \( < \) of the labels,
\[
\Lambda(y_k) < \Lambda(y_l) \iff y_k < y_l.
\]
Without loss of generality, we assume that the labels are sorted according to increasing LLRs,
\begin{equation}
    y_0 < y_1 < \cdots < y_{M-1},
\end{equation}
\[ \Lambda(y_0) < \Lambda(y_1) < \cdots < \Lambda(y_{M-1}). \]
Using this ordering, a suitable involution is given by
\[ -y_k = y_{M-1-k}. \]

With these definitions, all statements from Section II-B carry over to the discrete labels with message sign change ('\( \cdot \)) replaced by label involution ('\( \sim \)). Let \( -\mu \) denote the element-wise involution of a discrete message \( \mu \), i.e. \( (-\mu)_i = -\mu_i \) if \( b_i = -1 \) and \( (-\mu)_i = \mu_i \) if \( b_i = +1 \). Then, the symmetries (6) to (8) generalize to LUT-based (discrete) MP as
\[ p_{\mu|x}^L(L|x) = p_{\mu|x}^-(-L|x), \] \[ \Phi_j^L(-\mu) = -\Phi_j^L(\mu), \] \[ \Phi_j^L(-L, -\mu) = -\Phi_j^L(L, \mu). \]

These conditions imply that throughout the decoding iterations the VN→CN and CN→VN messages are iid with symmetric pmfs \( p_{\mu|x}^L(\mu|x) \) and \( p_{\bar{\mu}|x}^L(\bar{\mu}|x) \), e.g.,
\[ p_{\mu|x}^L(\mu|x - \par(x)) = p_{\bar{\mu}|x}^L(\bar{\mu}|x - \par(x)), \] (this relation replaces (9)). The LLRs \( \Lambda(\mu), \Lambda(\bar{\mu}) \), and \( \Lambda(L) \) for the message labels are defined according to (11) using the corresponding message pmfs from DE. We denote the associated LLR sets by \( \mathcal{M}_L^\prime, \mathcal{M}_\bar{\mu}^\prime \) and \( \mathcal{L}^\prime \), respectively, e.g., \( \mathcal{M}_\bar{\mu}^\prime = \Lambda(\mathcal{M}_\bar{\mu}) = \{ \Lambda(\mu) : \mu \in \mathcal{M}_\bar{\mu} \} \) (the superscript ' indicates that a set consists of LRRs). Note that even when the label sets \( \mathcal{M}_\bar{\mu}^\prime \) and \( \mathcal{M}_\bar{\mu}^\prime \) remain constant, the label distributions and hence the associated LLR changes over the course of the iterations. While LUT decoder implementations only deal with the labels, the pmf evolution is accounted for by using different LUTs over the iterations.

B. Sign-Magnitude Interpretation of Labels

According to (13), label inversion corresponds to a sign inversion of the respective LLR. Using the label ordering (15) and (16) allows us to infer information about the LRR value from the message label. We can further define the sign and magnitude of a label \( y \in \mathcal{Y} \) as
\[ \text{sign}(y) = \begin{cases} -1, & -y > y, \\ 1, & -y < y. \end{cases} \] \[ \text{abs}(y) = \begin{cases} y, & -y < y, \\ -y, & -y > y. \end{cases} \]

With these definitions, the LLR sign \( \text{sgn}(\Lambda(y)) \) equals the label sign \( \text{sign}(y) \). By slight abuse of notation, we denote the parity of a label vector \( y \) also by \( \par(y) = \prod_i \text{sign}(y_i) \).

1Note that the \( \text{sign}(\cdot) \) function differs from the usual signum function \( \text{sgn}(\cdot) \) in that its domain is a message alphabet.

C. Product Distributions

For the case of discrete message alphabets, the update rules (2) and (3) respectively entail the following discrete DE (actually, probability mass evolution) equations:
\[ p_{\mu|x}^L(L|x) = \sum_{\mu: \Phi_j^L(\mu) = \mu} p_{\bar{\mu}|x}^L(L, \bar{\mu}|x), \] \[ p_{\bar{\mu}|x}^{(\ell+1)}(\bar{\mu}|x) = \sum_{\mu: \Phi_j^L(\mu) = \bar{\mu}} p_{\mu|x}^{(\ell)}(\mu|x). \]

For iid incoming messages, the pmfs \( p_{\mu|x}^L(L, \bar{\mu}|x) \) and \( p_{\mu|x}^{(\ell)}(\mu|x) \) have been derived in [16] as
\[ p_{\mu|x}^L(L, \bar{\mu}|x) = p_{\mu|x}^L(L|x) \prod_{n=1}^{i-1} p_{\mu|x}^{(\ell)}(\mu_n|x_n), \] \[ p_{\mu|x}^{(\ell)}(\mu|x) = 2^{-j} \sum_{x: \par = x} \prod_{n=1}^{i-1} p_{\mu|x}^{(\ell)}(\mu_n|x_n), \]
(a sum-product interpretation of these product distributions has been given in [18]). The product pmfs (25) and (26) exhibit a symmetry which will turn out to be useful for LUT design in Section IV.

Lemma 1: For any \( b \in \{-1, 1\}^{J-1} \) and iid input messages with symmetric pmfs (see (20)), the product distributions (25) and (26) are symmetric in the sense that
\[ p_{\mu|x}^L(-L, \bar{\mu}|x) = p_{\mu|x}^L(L, \bar{\mu}|x), \] \[ p_{\mu|x}^{(\ell)}(-\bar{\mu}|x) = p_{\mu|x}^{(\ell)}(\mu|x \par b). \]

Proof: The identity (27) follows directly from (25) using the symmetry (20) of the individual pmfs. To show (28), we use (20) in (26) and the fact that \( \par(x \odot b) = \par x \par b \) such that
\[ p_{\mu|x}^{(\ell)}(-\bar{\mu}|x) = 2^{-j} \sum_{x: \par =x} \prod_{n=1}^{i-1} p_{\mu|x}^{(\ell)}(\mu_n|x_n), \]
\[ = 2^{-j} \sum_{x: \par =x \odot b} \prod_{n=1}^{i-1} p_{\mu|x}^{(\ell)}(\mu_n|x_n'), \]
\[ = 2^{-j} \sum_{x: \par =x \odot b} \prod_{n=1}^{i-1} p_{\mu|x}^{(\ell)}(\mu_n|x_n'), \]
\[ = p_{\mu|x}^{(\ell)}(\mu|x \par b). \]

D. Relating LUT Decoding and BP

The next result (see Appendix for the proof) establishes an interpretation of LUT decoding as quantized BP. This is accomplished by quantifying the LLRs associated with the message tuples whose pmfs are given by (25) and (26) and linking them to LUT updates with contiguous quantization regions (see Section IV). Note that \( \Lambda(L, \bar{\mu}) \) and \( \Lambda(\mu) \) are defined by (11) with \( y = (L, \bar{\mu}) \) and \( y = \mu \), respectively.

Theorem 1: Consider a VN LUT update \( \bar{\mu} = \Phi_j(L, \bar{\mu}) \in \mathcal{M}_\bar{\mu} \) with inputs \( L \in \mathcal{L} \) and \( \bar{\mu} = (\mu_1, \ldots, \mu_{i-1}) \in \mathcal{M}_\mu^\prime \) and a CN LUT update \( \bar{\mu} = \Phi_j(\mu) \in \mathcal{M}_\bar{\mu} \) with inputs
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A quantization of the LLRs (and hence of the BP message \( \Phi(\bar{L}, \bar{\mu}) \)) entails the LLRs \( \Lambda(\mu) \) being associated with a tabulated mapping \( \Phi(\bar{L}, \bar{\mu}) \). Thus, LUT decoding essentially reduces to a form of quantized BP. A simple illustrative example with binary message labels is provided in Table I for a VN LUT that is symmetric (e.g., \( \Phi(-00, 10) = \Phi(11, 01) = 01 \)) and exploits the algebraic structure from Section III-B to simplify the LUT design, to reduce LUT complexity, and to replace the CN LUTs by an algebraic update rule. We further discuss LUT trees as a means to control LUT size specifically for high-degree nodes.

TABLE I

<table>
<thead>
<tr>
<th>LUT input</th>
<th>LUT output</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {L, \vec{\mu}} \times {\pm } \times {\pm } \times {\pm } )</td>
<td>( \mu \times {\pm } \times {\pm } \times {\pm } )</td>
</tr>
<tr>
<td>( (00, 00) \times {-1} \times {1} \times {1} )</td>
<td>( 00 \times {-1} \times {1} \times {1} )</td>
</tr>
<tr>
<td>( (00, 01) \times {-1} \times {1} \times {1} )</td>
<td>( (00, 01) \times {-1} \times {1} \times {1} )</td>
</tr>
<tr>
<td>( (01, 00) \times {-1} \times {1} \times {1} )</td>
<td>( (01, 00) \times {-1} \times {1} \times {1} )</td>
</tr>
<tr>
<td>( (01, 01) \times {-1} \times {1} \times {1} )</td>
<td>( (01, 01) \times {-1} \times {1} \times {1} )</td>
</tr>
<tr>
<td>( (10, 00) \times {-1} \times {1} \times {1} )</td>
<td>( (10, 00) \times {-1} \times {1} \times {1} )</td>
</tr>
<tr>
<td>( (10, 01) \times {-1} \times {1} \times {1} )</td>
<td>( (10, 01) \times {-1} \times {1} \times {1} )</td>
</tr>
<tr>
<td>( (11, 00) \times {-1} \times {1} \times {1} )</td>
<td>( (11, 00) \times {-1} \times {1} \times {1} )</td>
</tr>
<tr>
<td>( (11, 10) \times {-1} \times {1} \times {1} )</td>
<td>( (11, 10) \times {-1} \times {1} \times {1} )</td>
</tr>
<tr>
<td>( (11, 11) \times {-1} \times {1} \times {1} )</td>
<td>( (11, 11) \times {-1} \times {1} \times {1} )</td>
</tr>
</tbody>
</table>

For a VN LUT that maps contiguous input messages \( \{L, \vec{\mu}\} \in \mathcal{V}_n \) to the output message \( \mu \), the LRR of \( \mu \) represents a quantization of the LLRs (and hence of the BP message \( \Phi(\bar{L}, \bar{\mu}) \)) of all \( \{L, \vec{\mu}\} \in \mathcal{V}_n \). Similarly, for a contiguous CN LUT the LRR of the output \( \bar{\mu} \) associated to the input messages \( \mu \in \mathcal{C}_n \) is a quantized version of the LLRs (and hence of the BP message \( \Phi(\bar{L}, \bar{\mu}) \)) of all \( \mu \in \mathcal{C}_n \). Thus, LUT decoding essentially amounts to a form of quantized BP. A simple illustrative example with binary message labels is provided in Table I for a VN LUT that is symmetric (e.g., \( \Phi(−00, 10) = \Phi(11, 01) = 01 \)) and exploits the algebraic structure from Section III-B to simplify the LUT design, to reduce LUT complexity, and to replace the CN LUTs by an algebraic update rule. We further discuss LUT trees as a means to control LUT size specifically for high-degree nodes.

IV. LUT DECODERS

We next consider the LUT design problem, following the approach of [16], [28] to construct LUTs that maximize the local information flow through the code’s factor graph with the code bits serving as relevance variables (see [34]). Throughout the rest of the paper, we enforce the VN and CN LUT symmetries (18) and (19) and exploit the algebraic structure from Section III-B to simplify the LUT design, to reduce LUT complexity, and to replace the CN LUTs by an algebraic update rule. We further discuss LUT trees as a means to control LUT size specifically for high-degree nodes.

A. Information-Optimal LUT Design

Consider a joint distribution \( p_{X,Y}(x, y) \) on a finite set \( \mathcal{X} \times \mathcal{Y} \) with \( \mathcal{X} = \{-1, 1\} \) and \( \mathcal{Y} = \{y_0, \ldots, y_{M-1}\} \). Here, \( \mathcal{Y} \) denotes a generic set representing tuples of VN→CN messages,
Note that there may be non-symmetric quantizers that achieve a larger mutual information than the best symmetric quantizer at the cost of increased complexity. The restriction to symmetric quantizers ensures that we obtain a symmetric MP scheme (cf. (17), (18), (19)). Indeed, for the VN updates we have \( \mathcal{Y} = \mathcal{L} \times \overline{\mathcal{M}}^{-1} \) and according to (27) the inverse element of \( y = (L, \overline{\mu}) \) is \( \overline{y} = (-L, \overline{\mu}) \). The relation (19) then follows directly from (36). For the CN LUTs, we have \( \mathcal{Y} = \mathcal{M}^{-1} \) and define the “non-negative” label set \( \mathcal{M}_+^{-1} \). The relation \( p(\mu\mu') = p(-\mu\overline{\mu}) \) implies that all tuples within \( \mathcal{M}_+ \) have identical LLR and can thus be merged into a single LUT input \( y \) and similarly all elements of \( \mathcal{M}_- \) can be merged into an inverse LUT input \( \overline{y} \). Since any \( \mu' \in \mathcal{M}_- \) is related to an element \( \mu \in \mathcal{M}_+ \) via \( \mu' = -\overline{\mu} \) with \( \mu \in \mathcal{M}_+ \), it follows from (28) that \( p(\mu\mu') = p(\overline{\mu}\mu) = p(-\mu\overline{\mu}) = p(-\overline{\mu}\mu) \).

The relation (18) is thus guaranteed by applying symmetric quantizers (36) to the merged input labels \( \mathcal{M}_+ \) and \( \mathcal{M}_- \). In terms of implementation this corresponds to separating sign and magnitude of the input message tuple according to (21) and (22) prior to the CN LUT updates. For both VN and CN product pmfs, label inversion corresponds to LRL value sign inversion, cf. (13), (31) and (33).

We further assume \( p_{y|x}(y|x) = p_{y|x}(y|x') = \) to ensure symmetry of the product pmfs (25).

Using the pre-image \( \mathcal{Y}(z) \subset \mathcal{Y} \) of \( z \in \mathcal{Z} \), the quantizer output distributions read

\[
p_{z|x}(z|x) = \sum_{y \in \mathcal{Y}(z)} p_{y|x}(y|x) = \sum_{y \in \mathcal{Y}(z)} p_y(y).
\]

The (conditional) label distributions \( p_{y|x}(y|x) \) and \( p_y(y) \) in practice have to be determined via DE. Using the symmetry constraints and the partial mutual information (28)

\[
i(z) \triangleq p_{z|x}(z|1) \log_2 \frac{p_{z|x}(z|1)}{p_z(z)} + p_{z|x}(\neg z|1) \log_2 \frac{p_{z|x}(\neg z|1)}{p_z(z)},
\]

we can develop the mutual information as

\[
I(x; z) \triangleq \sum_{x \in \{-1, 1\}} p_x(x) \sum_{z \in \mathcal{Z}} p_{z|x}(z|x) \log_2 \frac{p_{z|x}(z|x)}{p_x(x)} = \sum_{z \in \mathcal{Z}_+} i(z),
\]

where \( \mathcal{Z}_+ = \{ z \in \mathcal{Z} : \text{sign}(z) = 1 \} \). The symmetry constraints thus allow us to restrict the quantizer design to the domain \( \mathcal{Z}_+ \), thereby effectively halving the number of quantizer labels. Rather than applying the algorithm from (28) to the complete set of input labels, we run the algorithm only for the “positive” input and output labels to obtain a mapping...
the 10GBaseT regular LDPC code [10] has which is particularly advantageous for high-rate codes that considered in our previous work [1], [25] for regular LDPC. The resulting hybrid min-LUT decoding algorithm was first introduced in Section III can be exploited to replace the CN messages \( \Phi(\mu) \) of the arguments in the nested LUT is immaterial. In view of the LLR quantization interpretation of LUTs, intermediate CN LUT updates can be thought of as a sum-and-quantize operation. Likewise, intermediate CN LUT updates correspond to a box-plus-and-quantize operation. Furthermore, the symmetry of the overall LUT can be ensured by designing symmetric intermediate LUTs. In what follows, we provide guidelines on how to choose the LUT tree structure based on information-theoretic arguments and a heuristic tree metric. The placement of the channel input \( L \) in the LUT tree is discussed at the end of this subsection.

1) Partial Tree Ordering: Let \( Q(T) \) denote the set of all LUTs that are realizable with the nesting induced by a tree \( T \). We call a tree \( T_2 \) a refinement of \( T_1 \) (equivalently, \( T_1 \) a coarsening of \( T_2 \)) if \( Q(T_2) \subseteq Q(T_1) \) (note that the input and output message alphabets are the same). Intuitively, a refined tree \( T_2 \) is obtained by placing new inner nodes between certain parent and child nodes in the tree \( T_1 \). Equivalently, a coarser tree \( T_1 \) is obtained by removing inner nodes in \( T_2 \) (neither leaves nor roots) and connecting the children of these nodes to the respective parent node. If a tree \( T_2 \) is a refinement of \( T_1 \), it admits for fewer realizable LUTs and hence

\[
\max_{\Phi \in Q(T_1)} I(\Phi(L, \mathcal{p}); x) \geq \max_{\Phi \in Q(T_2)} I(\Phi(L, \mathcal{p}); x).
\]

Thus, tree refinement defines a partial tree ordering \( \succeq \) that induces a hierarchy in terms of maximum information flow. The ordering \( \succeq \) is partial because there are pairs of trees where none is a refinement of the other.

2) Tree Depth: Since data processing can only reduce mutual information [35, Section 2.8], it is reasonable to require that the distance between leaf nodes (inputs) and root node (output) in a LUT tree should be small. We define the average depth \( \delta \) of a LUT tree \( T \) as the arithmetic mean of these distances. DE simulations confirmed that the average depth is indeed a useful metric for ranking tree structures. Table II shows the average depth \( \delta \) and the DE thresholds (for a \( (6, 32) \) regular LDPC code) obtained with the VN trees depicted

\[\Phi^+(y) = \begin{cases} \Phi^+(y), & \text{sign}(y) \geq 0, \\ -\Phi^+(y), & \text{sign}(y) < 0. \end{cases}\]

Note that \( \Phi^+ \) has only half the complexity of a non-symmetric LUT. For CN LUTs the savings are even larger since the inputs are preprocessed by merging the VN→CN messages \( \mu \) into \( \mathcal{M}_{\mu} \) and \( \neg \mathcal{M}_{\mu} \).

B. Min-LUT Decoder

We next explain how the algebraic structure and symmetry introduced in Section III can be exploited to replace the CN LUTs with a simpler min update (while retaining the VN LUTs). Specifically, we use (14), (21) and (22) to adapt the MS update rule (5) for discrete input labels \( \mu \in \mathcal{M}^{d-1} \) as

\[\Phi(\mu) = \begin{cases} \min(\{\mu\}), & \text{par} \mu = 1, \\ -\min(\{\mu\}), & \text{par} \mu = -1. \end{cases}\]

Note that by definition the output label alphabet equals \( \mathcal{M} \). The resulting hybrid min-LUT decoding algorithm was first considered in our previous work [1], [25] for regular LDPC codes. The min-update (37) is more efficient than a LUT, which is particularly advantageous for high-rate codes that have CN degrees substantially larger than the VN degrees (e.g., the 10GBaseT regular LDPC code [10] has \( d_v = 6 \) and \( d_e = 32 \)). The performance loss of the min-LUT approach (relative to pure LUT decoding) will be investigated in Section VI.

C. LUT Trees

Since the size of a LUT grows exponentially with the degree of the associated node, its design and implementation complexity may be prohibitive in practice. As a remedy, we propose to construct the LUT by nesting multiple lower-dimensional LUTs, each of which is designed using the approach from Section IV-A with the required pmfs obtained by applying (23) and (24) recursively. As an example, consider a VN of degree \( i = 6 \) with 4-bit messages. A general LUT \( \Phi(L, \bar{\mu}_1, \ldots, \bar{\mu}_5) \) for such a VN has size \( 2^4 \cdot 6 = 16777216 \). If we restrict to the nesting

\[\Phi(L, \bar{\mu}_1, \ldots, \bar{\mu}_5) = \Phi_0(\Phi_1(\bar{\mu}_1, \bar{\mu}_2, \bar{\mu}_3), \Phi_2(\bar{\mu}_4, \bar{\mu}_5), L),\]

we only need two LUTs of size \( 2^4 \cdot 3 = 4096 \) (\( \Phi_0 \) and \( \Phi_1 \)) and one LUT of size \( 2^4 \cdot 2 = 256 \) (\( \Phi_2 \)), thereby in total achieving a complexity-reduction by a factor of almost 2000.

Any LUT nesting can be identified with a directed tree whose leaf nodes correspond to the LUT inputs, whose root node constitutes the LUT output, and whose inner nodes represent intermediate LUTs. An incoming edge represents an input and an outgoing edge corresponds to an output.

For example, the general LUT \( \Phi(L, \bar{\mu}_1, \ldots, \bar{\mu}_5) \) corresponds to tree \( T_1 \) in Figure 3 whereas the example nesting (38) corresponds to tree \( T_2 \). Since the input labels are iid, the order of the arguments in the nested LUT is immaterial. In view of the LLR quantization interpretation of LUTs, intermediate VN LUT updates can be thought of as a sum-and-quantize operation. Likewise, intermediate CN LUT updates correspond to a box-plus-and-quantize operation. Furthermore, the symmetry of the overall LUT can be ensured by designing symmetric intermediate LUTs. In what follows, we provide guidelines on how to choose the LUT tree structure based on information-theoretic arguments and a heuristic tree metric. The placement of the channel input \( L \) in the LUT tree is discussed at the end of this subsection.

1) Partial Tree Ordering: Let \( Q(T) \) denote the set of all LUTs that are realizable with the nesting induced by a tree \( T \). We call a tree \( T_2 \) a refinement of \( T_1 \) (equivalently, \( T_1 \) a coarsening of \( T_2 \)) if \( Q(T_2) \subseteq Q(T_1) \) (note that the input and output message alphabets are the same). Intuitively, a refined tree \( T_2 \) is obtained by placing new inner nodes between certain parent and child nodes in the tree \( T_1 \). Equivalently, a coarser tree \( T_1 \) is obtained by removing inner nodes in \( T_2 \) (neither leaves nor roots) and connecting the children of these nodes to the respective parent node. If a tree \( T_2 \) is a refinement of \( T_1 \), it admits for fewer realizable LUTs and hence

\[\max_{\Phi \in Q(T_1)} I(\Phi(L, \mathcal{p}); x) \geq \max_{\Phi \in Q(T_2)} I(\Phi(L, \mathcal{p}); x).\]

Thus, tree refinement defines a partial tree ordering \( \succeq \) that induces a hierarchy in terms of maximum information flow. The ordering \( \succeq \) is partial because there are pairs of trees where none is a refinement of the other.

2) Tree Depth: Since data processing can only reduce mutual information [35, Section 2.8], it is reasonable to require that the distance between leaf nodes (inputs) and root node (output) in a LUT tree should be small. We define the average depth \( \delta \) of a LUT tree \( T \) as the arithmetic mean of these distances. DE simulations confirmed that the average depth is indeed a useful metric for ranking tree structures. Table II shows the average depth \( \delta \) and the DE thresholds (for a \( (6, 32) \) regular LDPC code) obtained with the VN trees depicted
TABLE II
COMPARISON OF CUMULATIVE DEPTH AND DE THRESHOLD FOR VN LUT TREES FROM FIGURE 3 (ALL LUTS HAD 3 BIT MESSAGE RESOLUTION AND THE MIN-LUT ALGORITHM WAS USED)

<table>
<thead>
<tr>
<th></th>
<th>T_1</th>
<th>T_2</th>
<th>T_3</th>
<th>T_4</th>
<th>T_5</th>
</tr>
</thead>
<tbody>
<tr>
<td>δ</td>
<td>1</td>
<td>1.83</td>
<td>2.35</td>
<td>2.67</td>
<td>3.17</td>
</tr>
<tr>
<td>σ^*</td>
<td>0.5338</td>
<td>0.5328</td>
<td>0.5309</td>
<td>0.5313</td>
<td>0.5305</td>
</tr>
</tbody>
</table>

Fig. 4. Binary CN LUT trees with four inputs: (a) maximum-depth tree (δ = 2.25); (b) minimum-depth tree (δ = 2).

in Figure 3. Clearly, a larger δ implies a lower DE threshold (however, the differences in error rate performance are small).

Binary trees are practically attractive because the nested LUTs have only two inputs and hence minimal complexity. Previous work [16], [17], [21] was limited to maximum-depth binary trees (cf. Figure 4(a)) since the software implementation of such LUT trees only requires a single loop. While all binary LUT trees with m inputs require m − 1 nested LUTs, there are two reasons why we advocate minimum-depth binary trees (cf. Figure 4(b)). First, by definition these binary trees have the smallest average tree depth δ, which—according to our simulations—leads to higher DE thresholds and lower error rates. Second, minimum-depth trees allow for parallel implementation of the intermediate LUTs and hence lead to faster decoders [26]. Thus, all numerical simulations in this paper use minimum-depth binary LUT trees.

3) Placement of Channel LLR: During the initial decoder iterations, the channel LLRs carry much more information about the code bits than the CN→VN messages. Hence, for small ℓ, the channel LLR should be placed close to the root node in the binary LUT tree. As the decoding progresses, the CN→VN messages become more informative and hence for larger ℓ the channel LLR should be moved to the bottom of the LUT tree. Our simulations showed that this strategy indeed provides the best FER; however, if the total number of iterations is small (L' ≤ 20), we observed that the loss induced by keeping the channel LLR next to the root of the LUT tree is negligible.

V. LUTS FOR IRREGULAR LDPC CODES

We next analyze and design LUT decoders for irregular LDPC codes. Here, distinct LUTs Φ_i^{(ℓ)} : L × M_{ℓ+1} → M_ℓ and Φ_j : M_{ℓ+1} → M_ℓ need to be designed for all VN degrees i ∈ D_v, CN degrees j ∈ D_c, and iterations ℓ = 1, . . . , L'. We incorporate the code’s degree distributions Λ(ξ) and ρ(ξ) (see (1)) into the information-optimal LUT design and rephrase the problem as an instance of the symmetric quantizer optimization problem discussed in Section IV-A. Based on the observation that degree distributions designed for conventional BP decoding [5], [39] are not well suited for LUT decoding, we further show how to optimize degree distributions for LUT decoding.

A. Joint LUT Design

To simplify the discussion, we do not distinguish between VN and CN updates and use a generic notation with node update Φ, degree index d ∈ D, and degree distribution p_d(d).

Consider a LUT/quantizer Φ(y) whose input y consists of the pairs (y_d, d), with y_d denoting the quantizer input label for a node with degree d. With the definition Φ_d(y_d) := Φ(y_d, d), the quantizer/LUT Φ : Y → Z can be interpreted as a collection of |D| individual LUTs/quantizers {Φ_d}d∈D, where Φ_d : Y_d → Z is the LUT for nodes of degree d. Rather than optimizing the quantizers {Φ_d}d∈D individually, we propose a joint design that maximizes the mutual information between code bit x and LUT (quantizer) output z = Φ(y_d, d),

\[ \Phi^* = \arg \max_{\Phi : Y_d \rightarrow Z} I(\Phi(y), x), \] (39)

This has the advantage of taking into account the degree distribution p_d(d). More specifically, the distribution p_{z|x}(z, x) required to compute I(z, x) is given by

\[ p_{z|x}(z, x) = p_x(x)p_{z|x|d}(z|x, d)p_d(d) = p_x(x) \sum_{d \in D} p_{z|x|d}(z|x, d)p_d(d). \] (40)

Here, p_{y_d|x|d}(y_d|x, d) denotes the conditional label distribution for different degrees d and Φ_d^(-1)(z) is the pre-image of z = Φ_d(y_d). The conditional message distributions p_{y_d|x|d}(y_d|x, d) again are determined via DE. The expression (40) explicitly involves an average with respect to the degree distribution p_d(d). The joint design (39) is superior to the following individual LUT designs

\[ \max_{d \in D} \max_{\Phi_d : Y_d \rightarrow Z} I(\Phi_d(y_d), x), \] (41)

since the latter does not take into account the degree distribution.

Applying the symmetric quantizer design algorithm from Section IV to (39) yields a symmetric quantizer Φ^* with contiguous quantization regions on the LLRs of (y_d, d) ∈ Y. Since

\[ \Lambda(y_d, d) = \log \frac{p_{y_d|x|d}(y_d, d) + 1}{p_{y_d|x|d}(y_d, d) - 1} = \log \frac{p_{y_d|x|d}(y_d) + 1, d}{p_{y_d|x|d}(y_d) - 1, d} = \Lambda(y_d) \] (42)

(due to the independence of the node degree d and code bit x), Φ^* can be decomposed into |D| quantizers {Φ_d^*}d∈D, each of which has contiguous quantization regions and is symmetric. The quantizer input LLLRs in (42) depend on the conditional message distribution for a given degree p_{y_d|x|d}(y_d|x, d) but not on the degree distribution p_d(d). However, the probability of the joint event (y_d, d) depends on the degree distribution...
and thus different LUTs are optimal for different degree distributions. Specific attention must be paid to the design of LUT trees, as illustrated in the following example.

**Example:** Consider a code with VN degree distribution \( p_d(d) \), \( d \in \{2, 3, 4\} \), and LUT tree structures shown in Figure 5. The intermediate LUTs \( \Phi_{3,1}, \Phi_{4,1} \), and \( \Phi_{4,2} \) are designed independently using the CN → VN message pmf \( p_{\text{ msg}}i \). However, the root node LUTs \( \Phi_{d,0} \), \( d = 2, 3, 4 \), are designed jointly by taking into account the degree distribution and the pmf of the intermediate message \( z_d \) (the output of the quantizer \( \Phi_{d,1} \)). More specifically, we design the LUT \( \Phi = \{ \Phi_{2,0}, \Phi_{3,0}, \Phi_{4,0} \} \) according to (39) using the input triple \((L, z_d, d)\) with joint distribution

\[
p_{L, z_d, d}(L, z_d, d|x) = p_{z_d|x}(z_d|x)p_{L|z_d}(L|z_d)p_{d}(d).
\]

The performance difference between the joint design (39) and the individual design (41) can be significant. Figure 6 shows the binary input additive white Gaussian noise (BI-AWGN) DE thresholds [29] versus message bit resolution for two irregular LDPC codes with degree distributions specified in Table III when the decoder uses LUT trees designed with (39) (‘joint’) or (41) (‘individual’). Clearly, the DE thresholds of both codes are larger when using the joint LUT design rather than the individual design, specifically with larger message resolution.

### 5. Degree Distributions for LUT Decoding

The code \( C_{BP} \) in Table III and Figure 6 was taken from [5] and has been designed for BP decoding. Even with the joint design and at higher message resolutions, the DE threshold under LUT decoding for this code falls substantially short of the BP threshold. This suggests that this code ensemble is ill-suited for LUT decoding. Similar observations have inspired the design of irregular LDPC codes that mitigate the effects of quantization in MS decoding [40].

In what follows, we design LDPC codes with degree distributions optimized for LUT decoding. Special attention is paid to VNs with degree \( i = 2 \), which receive minimal extrinsic information (especially for quantized messages) and hence are most difficult to decode. For BP decoding, the asymptotic stability analysis in [5] provides an upper bound on the fraction of degree-2 edges. It seems intuitive that the fraction of degree-2 edges should be lower for LUT decoding, which can be viewed as a degraded form of BP. To verify this conjecture, we provide an extension of [5, Theorem 5] to LUT decoding that states that the error probability is necessarily bounded away from 0 when the fraction of degree-2 edges is too large.

**Lemma 2:** Consider an LDPC code ensemble with degree distribution \((\lambda, \rho)\) and symmetric channel pmf \( p_0 \). Let \( p_{\ell} = \Phi_{\ell}(p_{\ell-1} \otimes p_0) \) for some sequence of quantizers \( \Phi_{\ell}, \ell \in \mathbb{Z} \), and define

\[
r \triangleq - \lim_{\ell \to \infty} \frac{1}{\ell} \log P_e(p_{\ell}).
\]

If \( \lambda'(0) > e^r \), there exists a \( \nu > 0 \) such that \( P_e \geq \nu \) for any erasure-type message pmf.

**Proof:** The proof of this result can be found in [33]. It parallels that of [5, Theorem 5] and relies on Theorem 1 and on the duality between LUTs and LLR quantizers.

Unlike for BP decoding, Lemma 2 cannot be extended to arbitrary message pmfs due to the lack of optimality of LUT decoding. However, we found that the decoding bound \( \lambda'(0) = \lambda_2 \leq \lambda_4 \triangleq e^r/\rho'(1) \) is still useful for searching LUT-optimized degree distributions. While for (unquantized) BP decoding there is the explicit expression \( r = -\log \int p_0(z)e^{-z^2/2}dz \) [5], for LUT decoding we have to resort to numerical approximations. Figure 7 shows the convergence behavior of the decoding bound for both decoder types and the code ensemble \( C_{LUT} \) from Table III. As expected, LUT decoding tolerates fewer degree-2 nodes. Furthermore, the decoding bound has converged after about \( 10^4 \) iterations.

### C. Numerical Optimization of Degree Distribution

Our aim is to find degree distributions \((\lambda, \rho)\) with maximum DE threshold under LUT decoding for a prescribed target rate \( R_t \). We follow the hill climbing approach of [39], taking into account the decoding bound \( \lambda_4^2 \) from the previous subsection (see [2] for details). We start with an initial degree distribution with rate \( R < R_t \) and solve linear programs that maximize the code rate \( R = 1 - \sum_{i} \frac{\lambda_i}{\rho_i} \) by alternating minimization of \( \sum_{i} \frac{\rho_i}{\lambda_i^2} \) and maximization of \( \sum_{i} \frac{\lambda_i}{\rho_i} \). Additional (linear) constraints limit the search space to the space of pmfs, restrict the step size to ensure linearity, and ensure that the degree
TABLE III

DEGREE DISTRIBUTIONS OF TWO RATE 1/2 CODES $C_{BP}$ (FROM [5]) AND $C_{LUT}$, OPTIMIZED FOR BP DECODING AND FOR MIN-LUT DECODING (SEE SECTION V-C), RESPECTIVELY. THE LAST TWO COLUMNS SHOW THE CORRESPONDING BI-AWGN DE THRESHOLDS FOR 4-bit MIN-LUT DECODING AND FOR FLOATING-POINT BP DECODING.

<table>
<thead>
<tr>
<th>$\lambda(\xi)$</th>
<th>$\rho(\xi)$</th>
<th>$\sigma_{LUT}$</th>
<th>$\sigma_{BP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{BP}$</td>
<td>$0.23802\xi + 0.20997\xi^2 + 0.03492\xi^3 + 0.12015\xi^4 + 0.01587\xi^6 + 0.00480\xi^{13} + 0.37627\xi^{14}$</td>
<td>$0.98013\xi^7 + 0.01987\xi^8$</td>
<td>$0.6036$</td>
</tr>
<tr>
<td>$C_{LUT}$</td>
<td>$0.13805\xi + 0.40104\xi^2 + 0.02659\xi^3 + 0.43333\xi^6$</td>
<td>$0.32338\xi^7 + 0.67662\xi^8$</td>
<td>$0.9292$</td>
</tr>
</tbody>
</table>

distribution update improves error probability [2], [39]. We further imposed the constraint $\lambda_2 \leq \lambda_2^*$, which was found to be necessary to achieve high DE thresholds.

VI. DESIGN ASPECTS OF LUT DECODERS

In this section, we discuss practical aspects of LUT decoder design like choosing the operating point, reusing LUTs over multiple iterations, and successive downsizing of the message alphabet.

A. Operating Point

The sequence $\Phi_{l}^{(f)}$, $\bar{\Phi}_{l}^{(f)}$ of information-optimal symmetric LUTs depends on the initial distribution $p_{L|x}(L|x)$ of the channel messages L and hence on the amount of channel noise.

For (quantized) BI-AWGN channels, our simulations indicated that a LUT decoder designed for noise level $\sigma_0$ works well at lower noise levels $\sigma < \sigma_0$, too. Indeed, the corresponding quantizer sequence is a bit too conservative but still achieves convergence (however, more iterations may be required). This observation is consistent with DE results and can be explained by the fact that LUTs act like quantized BP updates.

Let us define the BI-AWGN threshold

$$\sigma^*(L, P_t, \lambda, \rho) = \sup\{\sigma : P_e(L) \leq P_t\},$$

i.e., the highest noise level such that the error probability $P_e(L)$ after $\ell$ iterations is less than some target $P_t$ (asymptotic thresholds such as those in Table III are obtained with $\ell \to \infty$ and $P_t \to 0$). For a practical LUT decoder design flow, $P_t$ and a maximum number of iterations $L$ are specified by the system requirements; The operating point (noise level) for the decoder is then chosen equal to the threshold $\sigma^*(L, P_t, \lambda, \rho)$, which is computed via a DE bisection search. The operating point can equivalently be quantified by the corresponding design SNR $\gamma \triangleq -20 \log_{10}(\sigma^*(\sqrt{2R})) [\text{dB}]$.

A difficulty with LUT decoders is the possibility that distinct LUTs are required in different iteration steps $\ell$, i.e., in general $\Phi_{l}^{(f)} \neq \Phi_{l'}^{(f')}$ for $\ell \neq \ell'$. This increases implementation complexity (as compared to BP and MS decoding) unless unrolled [25], [26] or serial [41] decoder architectures are used.

B. LUT Reuse

A difficulty with LUT decoders is the possibility that distinct LUTs are required in different iteration steps $\ell$, i.e., in general $\Phi_{l}^{(f)} \neq \Phi_{l'}^{(f')}$ for $\ell \neq \ell'$. This increases implementation complexity (as compared to BP and MS decoding) unless unrolled [25], [26] or serial [41] decoder architectures are used.

The problem with distinct LUTs is diminished by the fact that the number of necessary iterations with LUT decoding is actually smaller than with BP decoding. Figure 9 shows the BI-AWGN threshold (43) versus the number of iterations $L$ for the code ensembles from Table III and a regular (3,6) code under BP and LUT decoding. It is seen that the regular code has a smaller asymptotic threshold, which is achieved with around 40 iterations only. The irregular code ensemble $C_{BP}$

![Fig. 7. Convergence behavior of decoding bound for BP and LUT decoding (with $\rho'(1) = 7.67662$, 4 bit messages, BI-AWGN channel with $\sigma = 0.929$).](image)

![Fig. 8. FER versus $E_b/N_0$ for four different design SNRs $\gamma$ (10GBASE-T Ethernet LDPC code with blocklength $N = 2048$ and rate $R = 0.84$ [10], min-LUT decoders with 3 bit channel LLRs, message alphabets downsized from 3 to 1 bit over $L = 8$ decoding iterations, $\alpha = 50\%$ LUT reuse).](image)
LUT reuse cannot be performed in the same iteration. Error downsizing can be combined, but a downsizing step and a of decoder performance. Note that LUT reuse and alphabet highly concentrated distributions without sacrificing much and smaller LUT quantizer resolutions can be used for these the decoding iterations progress. As a consequence, smaller of the message labels becomes increasingly deterministic as 1

Threshold of the irregular code ensemble threshold but requires about 1000 iterations. The asymptotic versus number of iterations $\ell$ for different code ensembles and decoders.

with floating-point BP decoding has the largest asymptotic threshold but requires about 1000 iterations. The asymptotic threshold of the irregular code ensemble $C_{\text{LUT}}$ is slightly smaller but already achieved with about 100 iterations; it is outperformed by the BP scheme only when more than 400 iterations are used.

To further reduce the number of distinct LUTs, we propose to reuse the LUTs designed for iteration $\ell$ in subsequent iterations $\ell' > \ell$. While this is not optimal, if the LUT reuse is designed appropriately, it can reduce decoder complexity substantially while only slightly deteriorating performance. We characterize the reuse pattern via a vector $r \in \{0, 1\}^\mathcal{L}$ such that $r_\ell = 1$ indicates that $\Phi^{(\ell)}$ is reused in iteration $\ell + 1$ and $r_\ell = 0$ implies a distinct LUT stage $\Phi^{(\ell+1)}$. The reuse pattern and the LUT design depend on each other and must be carefully designed. Simple heuristics such as reusing LUTs for a fixed number of iterations do not yield satisfactory results.

We propose a greedy algorithm to find a reuse pattern with $\mathcal{L}_u$ distinct LUT stages (the reuse factor then equals $\alpha = 1 - \mathcal{L}_u/\mathcal{L}$): we start with $r = 0$ and while $r$ has more than $\mathcal{L}_u$ zeros we continue to set $r_\ell = 1$ for the iteration index $\ell$ for which a LUT reuse incurs the smallest performance penalty with regard to the current decoding threshold. The complexity of this algorithm scales cubically with $\mathcal{L}$ (more details and the actual algorithm can be found in [33, Section 4.4.2]).

C. Alphabet Downsizing

Another way to reduce implementation complexity is downsizing the message resolution, i.e., reducing the cardinality of the message alphabet over the decoder iterations, $|M_{\ell+1}| < |M_{\ell}|$. This concept is inspired by the fact that the distribution of the message labels becomes increasingly deterministic as the decoding iterations progress. As a consequence, smaller and smaller LUT quantizer resolutions can be used for these highly concentrated distributions without sacrificing much of decoder performance. Note that LUT reuse and alphabet downsizing can be combined, but a downsizing step and a LUT reuse cannot be performed in the same iteration. Error floors can be avoided even for short codes and combined LUT reuse and alphabet downsizing (cf. Figure 8).

VII. LUT Decoder Performance

We next compare different LUT decoder variants with conventional BP and MS decoders. In all figures, the labels LUT($b_1$, $b_2$) and min-LUT($b_1$, $b_2$) refer to decoders using $b_1$ bits for the channel LLR and $b_2$ bits for the messages. All LUT decoders were based on symmetric information-optimal minimum-depth binary LUT trees (see Subsection IV-C).

Throughout this section, we use message resolution (number of bits per message) as a surrogate metric for hardware implementation complexity. The results shown in this section have been obtained using the UNFOLD software framework available at http://www.nt.tuwien.ac.at/UNFOLD.

A. LUT Decoder Variants

Figure 10 shows the frame error rate (FER) performance of several variants of (min-)LUT decoders (i.e., different message resolutions, LUT reuse, and alphabet downsizing) with $\mathcal{L} = 20$ iterations for a rate 1/2, regular (3, 6) LDPC code of length $N = 5000$ (designed using progressive edge growth). The min-LUT decoders perform only slightly worse than pure LUT decoders with the same resolution, with the gap vanishing as the message resolution decreases. Furthermore, reducing the message resolution from 4 bits to 3 bits deteriorates the FER performance for both decoder types by about 0.3 dB. The reuse-based decoder had reuse factor $\alpha = 0.8$ (i.e., only 4 distinct LUT stages) and performs about the same as the decoder that downsizes from 3-bit to 2-bit messages for the last 10 iterations. Both of these reduced-complexity decoders lose only about 0.1 dB compared to the LUT decoder with fixed 3-bit messages and no reuse. These FER results are in agreement with the DE threshold results (not shown). Indeed, we observed the SNR gaps between different decoders to match the gap between the corresponding DE decoding thresholds. Our FER simulations also confirmed that minimum-depth LUT trees are superior to maximum-depth trees.
TABLE IV

DEGREE DISTRIBUTION OF A RATE 1/2 DVB-S2-LIKE CODE $\bar{C}_{BP}$ AND A LUT-OPTIMIZED RATE 1/2 CODE $\bar{C}_{LUT}$ (SEE SECTION V-C). THE LAST TWO COLUMNS SHOW THE BI-AWGN DE THRESHOLDS FOR 4-BIT MIN-LUT DECODING AND FOR FLOATING-POINT BP DECODING.

<table>
<thead>
<tr>
<th>$\lambda(\xi)$</th>
<th>$\rho(\xi)$</th>
<th>$\sigma^*_{LUT}$</th>
<th>$\sigma^*_{BP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{C}_{BP}$</td>
<td>$0.30013\xi + 0.28395\xi^2 + 0.41592\xi^7$</td>
<td>0.22919\xi^4 + 0.77081\xi^6</td>
<td>0.5832 0.9497</td>
</tr>
<tr>
<td>$\bar{C}_{LUT}$</td>
<td>$0.16385\xi + 0.40637\xi^2 + 0.42978\xi^7$</td>
<td>0.59105\xi^6 + 0.40876\xi^7 + 0.00019\xi^8</td>
<td>0.8966 0.9178</td>
</tr>
</tbody>
</table>

B. LUT Versus MS/BP Decoders

We next compare min-LUT decoders to conventional BP and MS decoders (see Figure 11) for a regular (3, 6) LDPC code of length $N = 5000$ with $L = 20$ iterations. The min-LUT decoder with 4-bit channel LLR and 4-bit message labels is only 0.2 dB worse than the BP decoder with floating-point precision and substantially better than the 4-bit fixed-point BP decoder. Decreasing the message resolution in the min-LUT decoder from 4 bit to 3 bit yields a performance on par with a conventional MS decoder at floating-point precision. Even with 3 bit channel LLRs and $\alpha = 80\%$ LUT reuse, the min-LUT decoder performs better than a fixed-point MS decoder using 4 bit messages.

Similar results were obtained for an irregular rate 1/2 LDPC code $C_i$ of length $N = 10000$ using $L = 100$ decoding iterations, cf. Figure 12. The code $C_i$ was obtained via progressive edge growth from the $C_{LUT}$ ensemble in Table III. For reference, we also show a rate 1/2 regular code $C_r$ of length $N = 10000$, designed in a similar manner from the regular (3, 6) ensemble, and decoded using 100 floating-point BP iterations. It is seen that the irregular code outperforms the regular code not only with BP decoding but also when decoded with 4 bit versions of the LUT decoder, the min-LUT decoder, and the min-LUT decoder with $\alpha = 80\%$ LUT reuse (the latter has a gap of 0.3 dB to floating-point BP). The performance advantage of $C_i$ over $C_r$ is lost only when the message resolution in the min-LUT decoder is decreased to 3 bit. This behaviour has also been observed in [40] and is consistent with our DE results, cf. Figure 6.

C. Application to DVB-S2

Our last simulation illustrates the potential of LUT-optimized codes and LUT decoders in a real-world DVB-S2-like scenario. More specifically, we compare a code $\bar{C}_{BP}$ whose degree distribution matches the DVB-S2 LDPC code [8] and a LUT-optimized code $\bar{C}_{LUT}$ (cf. Table IV). Both codes have rate 1/2 and length $N = 64800$. The FER results are shown in Figure 13. While $\bar{C}_{BP}$ with floating-point BP decoding performs best, using practically feasible 5-bit and
4-bit fixed-point MS decoders incurs an SNR penalty of about 1 dB and substantial error floors (higher resolutions offer negligible improvements as far as the waterfall region is concerned). These MS-decoded $C_{\text{BP}}$ configurations are clearly outperformed (0.5 dB performance advantage) by the $C_{\text{LUT}}$ ensemble with 4-bit min-LUT decoding, which offers excellent performance at very low complexity.

VIII. CONCLUSION

We presented a general framework for devising LUT (or, finite-alphabet, quantized BP) decoders for both regular and irregular LDPC codes. We developed a joint information-optimal symmetric LUT design to deal with distinct node degrees. To enable this design, we established a symmetry concept and an algebraic structure for discrete message labels. We further showed that a LUT decoder can be interpreted as a sequence of quantizers applied to BP updates. We proposed several means to further reduce LUT decoder complexity such as the use of hierarchical LUT trees, the min-LUT approximation, LUT reuse, and message alphabet downsizing.

Since codes with degree distributions optimized for BP decoding deteriorate with LUT decoding, we derived a stability bound for LUT decoding and we formulated an algorithm for designing irregular LDPC codes with degree distributions optimized for LUT decoding. The resulting codes also perform well under BP decoding and when the number of decoding iterations is limited.

Error rate simulations indicate that 4-bit min-LUT decoding of LUT-optimized irregular codes outperforms floating-point MS decoding of conventional codes. For regular LDPC codes, LUT decoders with message resolutions as low as 3 bit match the performance of floating-point MS decoders. The application of our framework for a full-fledged VLSI implementation of a 588 Gbps LDPC decoder for 10GBASE-T Ethernet is described in [26], confirming that our LUT decoders outperform MS decoding in terms of area and energy efficiency. Future work on similar hardware implementations of LUT decoders for other standards like DVB-S2 or 802.11n/ac is of great practical interest.

APPENDIX

Proof of Theorem 1

Let us consider the VN LUT update $\mu = \Phi_{i}(L, \bar{\mu})$. Denote by $V_{\mu} = \{(L, \bar{\mu}) : \Phi_{i}(L, \bar{\mu}) = \mu \} \subseteq \mathcal{L} \times \mathcal{M}_{\max}^{-1}$ the pre-image of $\mu$, i.e., all input message tuples that are mapped to $\mu$. The LLR value for the label $\mu$ is given by

$$\Lambda(\mu) = \Lambda(\Phi(L, \bar{\mu})) = \log \frac{\sum_{(L, \bar{\mu}) \in V_{\mu}} p_{L, \bar{\mu}} | x, \bar{\mu} + 1 |}{\sum_{(L, \bar{\mu}) \in V_{\mu}} p_{L, \bar{\mu}} | x, \bar{\mu} | - 1}.$$  

Using the log-sum inequality [35] and the fact that a weighted average of a set of numbers is upper bounded by the largest element we have

$$\Lambda(\mu) = \log \frac{\sum_{(L, \bar{\mu}) \in V_{\mu}} p_{L, \bar{\mu}} | x, \bar{\mu} + 1 |}{\sum_{(L, \bar{\mu}) \in V_{\mu}} p_{L, \bar{\mu}} | x, \bar{\mu} | - 1} \leq \max_{(L, \bar{\mu}) \in V_{\mu}} \log \frac{p_{L, \bar{\mu}} | x, \bar{\mu} + 1 |}{p_{L, \bar{\mu}} | x, \bar{\mu} | - 1} = \max_{(L, \bar{\mu}) \in V_{\mu}} \Lambda(L, \bar{\mu}).$$  

Similarly,

$$-\Lambda(\mu) = \log \frac{\sum_{(L, \bar{\mu}) \in V_{\mu}} p_{L, \bar{\mu}} | x, \bar{\mu} | - 1}{\sum_{(L, \bar{\mu}) \in V_{\mu}} p_{L, \bar{\mu}} | x, \bar{\mu} + 1 |} \leq \sum_{(L, \bar{\mu}) \in V_{\mu}} \log \frac{p_{L, \bar{\mu}} | x, \bar{\mu} | - 1}{p_{L, \bar{\mu}} | x, \bar{\mu} + 1 |} \leq \max_{(L, \bar{\mu}) \in V_{\mu}} \log \frac{p_{L, \bar{\mu}} | x, \bar{\mu} | - 1}{p_{L, \bar{\mu}} | x, \bar{\mu} + 1 |} = \max_{(L, \bar{\mu}) \in V_{\mu}} -\Lambda(L, \bar{\mu}) = -\min_{(L, \bar{\mu}) \in V_{\mu}} \Lambda(L, \bar{\mu}),$$

which together with (45) establishes (29). The proof of (30) is analogous, with $\Lambda(\mu)$ replaced by $\Lambda(\bar{\mu})$ and $V_{\mu}$ replaced by $C_{\mu} = \{ \mu : \Phi_{j}(\mu) = \bar{\mu} \} \subseteq \mathcal{M}_{\max}^{-1}$.

The identities in (31) follow trivially from (25) and (11). To prove (33), let $x = (x_{1}, \ldots, x_{j-1}) \in \{-1, 1\}^{j-1}$ and define the index set $\mathcal{J}(x, \mu) = \{ n : \text{sign}(\mu_{n}) = x_{n} \}$. Without loss of generality assume $p_{\mu_{n} | x} | \text{sign}(\mu) \geq p_{\mu_{n} | x} | \text{sign}(\mu) \). Then, (11) implies

$$|\Lambda(\mu)| = \log \frac{p_{\mu | x} | \text{sign}(\mu) |}{p_{\mu | x} | \text{sign}(\mu) |}$$

and hence, with $v_{n} = \Lambda(\mu_{n})$,

$$\prod_{n=1}^{j-1} p_{\Lambda(\mu_{n})} | x_{n} | x_{n} = \exp \left( \sum_{n \in \mathcal{J}(x, \mu)} v_{n} \right) \times \prod_{n=1}^{j-1} p_{\Lambda(\mu_{n})} | x_{n} | - \text{sign}(v_{n}).$$

Due to (12), we can further rewrite (26) as

$$p_{\mu | x} = C(\mu) \sum_{x : \text{par} x = x} \exp \left( \sum_{n \in \mathcal{J}(x, \mu)} |\Lambda(\mu_{n})| \right)$$

where $C(\mu)$ is independent of $x$. Thus, the LLR of $\mu$ can be computed as

$$\Lambda(\mu) = \log \frac{\sum_{x : \text{par} x = +1} \exp \left( \sum_{n \in \mathcal{J}(x, \mu)} |v_{n}| \right)}{\sum_{x : \text{par} x = -1} \exp \left( \sum_{n \in \mathcal{J}(x, \mu)} |v_{n}| \right)}.$$  

(46)

From (46), we see that the magnitude and the sign of $\Lambda(\mu)$ are determined, respectively, by the magnitude and the parity of $\psi = (v_{1}, \ldots, v_{j-1})$. Thus, it is sufficient to consider the case where $\psi$ has positive parity. For $k \in \{1, \ldots, j-1\}$, let us define

$$\Xi_{k} \triangleq \sum_{B \in \mathcal{B}_{k}^{-1}} \exp \left( \sum_{j \in B} v_{j} \right),$$
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where $\mathcal{B}_{k-1}^{j}$ denotes the set of all $(j-1)$ combinations of $k$ distinct message labels. Using this definition, (46) becomes

$$
\Lambda(\mu) = \begin{cases} 
\log \frac{\sum_{j=1}^{\mu} \sigma^{|\nu_n|} \mu + 1}{\sum_{j=1}^{\mu} \sigma^{|\nu_n|} \mu + 1}, & j \text{ odd}, \\
\log \frac{\sum_{j=1}^{\mu} \sigma^{|\nu_n|} \mu + 1}{\sum_{j=1}^{\mu} \sigma^{|\nu_n|} \mu + 1}, & j \text{ even}.
\end{cases}
$$

We can combine these intermediate results into

$$
\Lambda(\mu) = \log \frac{\prod_{n=1}^{\mu} (\theta^{|\nu_n|} + 1) \prod_{n=1}^{\mu} (\theta^{|\nu_n|} - 1)}{2 \tanh \left( \frac{1}{2} \sum_{n=1}^{\mu} \tanh \left( \frac{\Lambda(\mu_n)}{2} \right) \right)}.
$$

Together with the sign inversion property of (46), this proves (33).
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