SEMI-SUPERVISED CLUSTERING BASED ON SIGNED TOTAL VARIATION

Peter Berger, Thomas Dittrich, and Gerald Matz

Institute of Telecommunications, TU Wien (Vienna, Austria)
Email: firstname.lastname@nt.tuwien.ac.at

ABSTRACT

We consider the problem of semi-supervised clustering on signed graphs that model similarity and dissimilarity relations between nodes. We introduce a signed version of total variation and use it to formulate a convex optimization problem for the cluster labels. This optimization problem includes a 1-norm regularization to cover cases where only few cluster labels are known. We propose an ADMM-based algorithm to solve the optimization problem. The complexity of this algorithm scales linearly with the number of edges of the graph. Our scheme is suitable for distributed implementation and can therefore efficiently handle large-dimensional applications. Numerical experiments confirm that our clustering scheme is superior to existing methods.

1. INTRODUCTION

We address the problem of graph-based semi-supervised clustering, i.e., splitting a dataset characterized by a graph into disjoint classes (“clusters”) under the assumption that the cluster affiliation is known for certain data points. Classical semi-supervised learning algorithms (e.g., [1–4]) use unsigned graphs in which edges connect similar data points. However, there are numerous problems, where dissimilarity information is available and helpful. Examples include constrained image segmentation [5] or the prediction of political positions [6]. In the latter example, in a social network similarity links can be extracted from follower/friendship relations and dissimilarity edges can be derived from blocking or quoting behavior [6]. Dissimilarity information can be modeled using signed graphs [7] and has led to clustering algorithms based on signed Laplacians [6, 7]. By contrast, we use total variation (TV) instead of the Laplacian quadratic form, which has the advantage of favoring locally constant functions and being connected to a minimum cut.

The following list summarizes our contributions:

- We introduce a suitable 1-norm regularization to ensure reliable clustering even when only few labels are known;
- a low-complexity ADMM-based algorithm is developed for constrained signed total variation minimization;
- we illustrate accurate clustering performance of our scheme via numerical experiments with synthetic data.

2. BACKGROUND

Consider a graph \( G = (V, E, W) \) with vertex set \( V = \{1, \ldots, N\} \), edge set \( E \subseteq V \times V \), and edge weight matrix \( W \in \mathbb{R}^{N \times N} \). We first consider unsigned graphs with non-negative weights \( W_{ij} \geq 0 \) that quantify the similarity between nodes \( i \) and \( j \). Our goal is to identify clusters of similar nodes when the cluster labels of some nodes are known. We restrict ourselves to two clusters, leaving the case of multiple clusters to future work. We denote the two clusters by \( V^+ \subset V \) and \( V^- \subset V \). The clusters must be nontrivial and every node has to belong to exactly one cluster; thus, \( V^+ \cup V^- = V \) and \( V^+ \cap V^- = \emptyset \) (equivalently, \( V^- = V \setminus V^+ \)).

The clusters can equivalently be described by a label vector \( x \in \mathbb{R}^N \) with \( x_i = 1 \) for \( i \in V^+ \) and \( x_i = -1 \) for \( i \in V^- \). We assume that for a given set \( \mathcal{L} \subseteq V \) the cluster labels \( x_i \), \( i \in \mathcal{L} \), are known. We define \( \mathcal{L}^+ = \{ i \in \mathcal{L} : x_i = 1 \} \) and \( \mathcal{L}^- = \{ i \in \mathcal{L} : x_i = -1 \} \) such that \( \mathcal{L}^+ \cup \mathcal{L}^- = \mathcal{L} \). With the min-cut approach from [2], the clusters \( V^+ \) and \( V^- = V \setminus V^+ \) are obtained via

\[
\min_{V^+} \gamma(V^+, V^+) \quad \text{s.t.} \quad \mathcal{L}^+ \subseteq V^+, \mathcal{L}^- \subseteq V \setminus V^+, \quad (1)
\]

where the graph cut is defined as

\[
\gamma(V^+, V^-) \triangleq \sum_{i \in V^+} \sum_{j \in V^+} W_{ij}.
\]

The min-cut problem is related to the TV minimization

\[
\min_{x} \sum_{i \in V} \sum_{j \in V} |x_i - x_j| W_{ij} \quad \text{s.t.} \quad x \in \mathcal{Q}, \quad (2)
\]

with the constraint set

\[\mathcal{Q} \triangleq \{ x \in \mathbb{R}^N : x_i = -1 \text{ for } i \in \mathcal{L}^-, \ x_i = 1 \text{ for } i \in \mathcal{L}^+ \}.\]

Indeed, we have the following important equivalence (stated without proof due to lack of space, see also [1]).
Theorem 1. If the min-cut problem (1) has a unique solution \( \{V^-, V^+\} \), then (2) yields the equivalent solution

\[
x_i = \begin{cases} -1, & i \in V^-, \\ 1, & i \in V^+. \end{cases}
\]

A problem with (1) is its potential tendency to declare the known label sets as clusters (i.e., \( V^+ = L^+, V^- = V \setminus L^+ \) or \( V^- = L^-, V^+ = V \setminus L^- \)). This problem can be mitigated by favoring clusters \( V^- \) and \( V^+ \) that have similar size. For example, clusters of similar size can be achieved through the use of the balanced cut (Cheeger cut) [8] or the ratio cut in spectral clustering [9].

The Laplacian form on the graph \( G \) is given by \( x^T L x = - \frac{1}{2} \sum_{i,j} (x_i - x_j)^2 W_{ij} \), where \( L = D - W \) is the Laplacian matrix formed with the diagonal degree matrix \( D = \text{diag}\{d_1, \ldots, d_N\} \), \( d_i = \sum_j W_{ij} \). Numerous clustering and learning schemes use the Laplacian form instead of the TV [1, 3, 9–11]. One of the main reasons for this is that the latter is not differentiable. However, there has been enormous recent progress in developing efficient algorithms for non-differentiable optimization problems, cf. [12–15].

3. SIGNED TV MINIMIZATION

A core idea in [6, 7] is to model dissimilarity between two nodes \( i \) and \( j \) via a graph edge with negative weight \( W_{ij} < 0 \). The resulting signed graph can be characterized by its signed Laplacian \( \mathbf{L} = \mathbf{D} - \mathbf{W} \) with \( \mathbf{D} = \text{diag}\{d_1, \ldots, d_N\} \), \( d_i = \sum_j W_{ij} \). The induced Laplacian form reads

\[
x^T \mathbf{L} x = \frac{1}{2} \sum_{i,j} (x_i - S_{ij} x_j)^2 W_{ij},
\]

where we used the shorthand notation \( S_{ij} = \text{sign}(W_{ij}) \). Note that for edges connected via negative edge weights, \( (x_i - S_{ij} x_j)^2 W_{ij} = (x_i + x_j)^2 |W_{ij}| \) will be small if \( x_i \approx - x_j \). This motivates us to introduce the new concept of the signed TV, given by

\[
\|x\|_{TV} = \sum_{i,j} |x_i - S_{ij} x_j| |W_{ij}|. \tag{3}
\]

Note that for unsigned graphs, \( \|x\|_{TV} \) simplifies to ordinary TV. Furthermore, the signed TV is a convex function. This is a consequence of the following result.

Theorem 2. The signed total variation \( \|x\|_{TV} \) in (3) is a semi-norm; for unbalanced graphs it is even a norm.

Proof. The fact that the signed TV is a semi-norm follows from the easily verified properties \( \|x\|_{TV} \geq 0 \), \( \|cx\|_{TV} = |c| \|x\|_{TV} \), and \( \|x + y\|_{TV} \leq \|x\|_{TV} + \|y\|_{TV} \).

A connected graph is called unbalanced if it contains a cycle with an odd number of edges with negative weight; otherwise the graph is balanced. In [7, Thm. 4.2] it was shown that a graph is balanced if and only if there exists an \( x \neq 0 \) such that \( x^T L x = 0 \). Furthermore, we have that \( x^T L x = 0 \) if and only if \( \|x\|_{TV} = 0 \). Hence, for unbalanced graphs \( x^T L x = \|x\|_{TV} \) implies \( x = 0 \), thus confirming that for such graphs \( \|x\|_{TV} \) is a norm. □

Minimizing the signed TV \( \|x\|_{TV} \) subject to the constraint \( x \in Q \) suffers from two difficulties, specifically when only few labels are known. First, TV minimization tends to declare (one of) the label sets \( L^+ \), \( L^- \) as clusters. Second, for unlabeled nodes the TV terms \( |x_i - S_{ij} x_j| |W_{ij}| \) can be made zero by setting \( x_i = x_j = 0 \), no matter whether the edge weight has positive or negative sign; in this case, deciding on the cluster label would reduce to a coin flip.

Both of these difficulties can be resolved by introducing an \( \ell_1 \) regularization term that exploits the fact that for any given node, the majority of neighbor nodes connected via positive edge weights will have the same cluster label. The unlabeled similar neighbors of a node \( i \in V \) are defined by

\[
\mathcal{N}(i) = \{ j \in \mathcal{V} \setminus \mathcal{L} : \mathcal{W}_{ij} > 0 \}.
\]

Furthermore, for any set \( A \subset V \) we define \( \mathcal{N}(A) = \bigcup_{i \in A} \mathcal{N}(i) \). We next define the sets of unlabeled nodes that are in the similarity neighborhood of either \( L^- \) or \( L^+ \) but not both, i.e.,

\[
\mathcal{N}^- = \mathcal{N}(L^-) \setminus \mathcal{N}(L^+), \quad \mathcal{N}^+ = \mathcal{N}(L^+) \setminus \mathcal{N}(L^-). \tag{4}
\]

It is reasonable to impose that the number of nodes in \( \mathcal{N}^- \) with positive label and the number of nodes in \( \mathcal{N}^+ \) with negative label should be small. Since these cardinality constraints are difficult for optimization, we use a convex \( \ell_1 \) relaxation, leading to the convex signed TV clustering problem

\[
\min_{x} \|x\|_{TV} + \lambda^- \sum_{i \in \mathcal{N}^-} |1 + x_i| + \lambda^+ \sum_{i \in \mathcal{N}^+} |1 - x_i|, \quad \text{s.t. } x \in Q. \tag{5}
\]

Note that our \( \ell_1 \) relaxation is simpler and more elegant than the TV renormalization in [8]. The fewer positive or negative cluster labels are known, the more we can enforce label similarity by increasing the respective regularization parameter \( \lambda^- \) and \( \lambda^+ \).

4. ADMM FOR TV CLUSTERING

We next show how to solve (5) in an efficient manner via augmented ADMM [13]. Potential alternative non-smooth optimization algorithms for TV minimization are coordinate descent [15] and (preconditioned) primal-dual methods (e.g., [12, 14]). However, augmented ADMM combines the advantages of being amenable to distributed implementation, having a well-tested stopping criterion, and featuring a varying penalty strategy [16]. We next develop the update steps of augmented ADMM for (5). To this end, we note that the
signed TV can be written as $\|x\|_{TV} = \|\nabla_G x\|_1$ where $\nabla_G : \mathbb{R}^N \rightarrow \mathbb{R}^{N \times N}$ is the signed gradient operator defined by

$$(\nabla_G x)_{ij} = (S_{ij}x_j - x_i) |W_{ij}|.$$  \hspace{1cm} (6)

Furthermore, we use the signed divergence operator $\text{div}_G : \mathbb{R}^{N \times N} \rightarrow \mathbb{R}^N$ that can be derived (cf. [17]) as the negative adjoint of the signed gradient operator ($\text{div}_G = -\nabla_G^*$):

$$(\text{div}_G Z)_i \triangleq \sum_{j \in V} |W_{ij}|Z_{ij} - |W_{ji}|Z_{ji}s_{ji}. \hspace{1cm} (7)$$

Using the characteristic function

$$\chi_Q(x) \triangleq \begin{cases} 0, & x \in Q, \\ \infty, & \text{else,} \end{cases}$$

given $\lambda > 0$, we can rewrite (5) in the form

$$\min_{x,Z} \|Z\|_1 + \lambda \sum_{i \in N^-} |1 + x_i| + \lambda \sum_{i \in N^+} |1 - x_i| + \chi_Q(x),$$

s.t. $\nabla_G x = Z.$

This is exactly the form suitable for augmented ADMM (cf. [13, eq. (3)]). The detailed derivation of the ADMM updates for (8) are omitted due to lack of space (see, e.g., [12]). The resulting scheme is summarized in Algorithm 1 (with $\sigma(x) = \text{sign}(x) \max(0, |x| - \tau)$ denoting the soft-thresholding function). According to [13, Theorem 1], Algorithm 1 is guaranteed to converge to an optimal point of (5) for any penalty parameter $\rho > 0$. The cluster labels are then obtained by taking the signs of a minimizing vector $x$.

Stopping Criterion and Varying Penalty Strategy. We use the stopping criterion from [16] which is based on the primal and dual residuals [13, 16]

$$r^{(k+1)} = \frac{1}{\rho} (Z^{(k+1)} - Z^{(k)}),$$

$$R^{(k+1)} = -\rho \text{div}_G \nabla_G (x^{(k+1)} - x^{(k)}) - \text{div}_G (2Z^{(k)} - Z^{(k-1)} - Z^{(k+1)}).$$  \hspace{1cm} (9)

Algorithm 1 will be stopped whenever the following two conditions are both satisfied:

$$\|r^{(k)}\|_2 \leq \epsilon_{\text{abs}} \sqrt{|E|} + \epsilon_{\text{rel}} \|\nabla_G x^{(k)}\|_F,$$

$$\|R^{(k)}\|_F \leq \epsilon_{\text{abs}} \sqrt{N} + \epsilon_{\text{rel}} \|\text{div}_G Z^{(k)}\|_2.$$  \hspace{1cm} (10)

Here $\epsilon_{\text{abs}}$ and $\epsilon_{\text{rel}}$ are the absolute and relative tolerance, respectively [16]. The choice of the penalty parameter $\rho$ can heavily influence the convergence speed of the Algorithm. We used the varying penalty strategy described in [16], which automatically adjusts the parameter $\rho$ to keep the primal and dual residual norms roughly at the same size.

Complexity. The signed graph gradient (6) (step 10 of Algorithm 1) and the signed divergence (7) (step 7) can be determined using the local neighborhood of a node (where $W_{ij} \neq 0$); their overall computation thus requires a number of operations that scales linearly with the number of edges of the graph. Furthermore, the matrices $Z^{(k)}$ and $\tilde{Z}^{(k)}$ are sparse, i.e., their elements in row $i$ and column $j$ is nonzero only if $W_{ij} \neq 0$. Since steps 8 and 9 of Algorithm 1 amount to per-node processing, the total number of operations in one iteration of Algorithm 1 scales linearly with the number of edges of the graph. The same observation imply that the algorithm can be implemented in a distributed manner (cf. [12]). Therefore, our signed TV clustering method is able to handle large-dimensional datasets in an efficient manner.

Relaxation Parameter Adaptation. It remains to choose $\lambda^-$ and $\lambda^+$ appropriately. Recall that the regularization terms with $\lambda^-$ and $\lambda^+$ were introduced in order to assign a cluster label of $x_i = 1$ ($x_i = -1$) to the majority of nodes in $N^+$ ($N^-$). Furthermore, the cluster labels within $N^-$ and $N^+$ should be close to 1 in magnitude. These observations inspire a tuning of the relaxation parameters according to Algorithm 2, which uses prescribed parameter sets $\lambda^+$ and $\lambda^-$ whose elements are assumed to be sorted in increasing order.

---

**Algorithm 1** signed TV clustering

**Input:** $W$, $L^-$, $L^+$, $\lambda^-$, $\lambda^+$

**Initialization**

1. $k = 0, \quad Z^{(0)} = Z^{(-1)} = 0, \quad \rho = 5$
2. $v_i = 2 \sum_{j \in V} (W_{ij}^2 + W_{ji}^2)$
3. $c_i^+ = \lambda^+ / (\rho v_i)$, $c_i^- = \lambda^- / (\rho v_i)$
4. $x_i^{(0)} = \begin{cases} 1, & i \in L^+ \\ -1, & i \in L^- \\ 0, & \text{else} \end{cases}$
5. determine $N^+$ and $N^-$ via (4)

**Iterations**

6. repeat
7. $z^{(k)} = \text{div}_G (2Z^{(k)} - Z^{(k-1)})$
8. $\tilde{x}_i^{(k)} = \begin{cases} x_i^{(k)}, & i \in L \\ x_i^{(k)} + \frac{1}{\rho v_i} z_i^{(k)}, & \text{else} \end{cases}$
9. $x_i^{(k+1)} = \begin{cases} 1 + \sigma_{c_i^+} (\tilde{x}_i^{(k)} - 1), & i \in N^+ \\ -1 + \sigma_{c_i^-} (\tilde{x}_i^{(k)} + 1), & i \in N^- \end{cases}$
10. $\tilde{Z}^{(k)} = Z^{(k)} + \rho \text{div}_G x^{(k+1)}$
11. $Z_{ij}^{(k+1)} = \min \{1, \max \{-1, \tilde{Z}_{ij}^{(k)}\} \}$
12. $k = k + 1$
13. until stopping criterion is satisfied

**Output:** $\hat{x} = x^{(k)}$
Initialization:

\[ W \text{ Input: numbers of dissimilarity edges (} L \text{) and known labels (} M \text{).} \]

Table 1: Error rates in percent (mean and standard deviation) achieved by our scheme and two other methods for various numbers of dissimilarity edges (\( L \)) and known labels (\( M \)).

<table>
<thead>
<tr>
<th></th>
<th>( M = 2 )</th>
<th>( M = 5 )</th>
<th>( M = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L = 0 )</td>
<td>7.3 ± 12.5</td>
<td>4.0 ± 9.0</td>
<td>1.8 ± 5.1</td>
</tr>
<tr>
<td>( L = 5 )</td>
<td>3.0 ± 9.1</td>
<td>1.2 ± 3.5</td>
<td>1.0 ± 2.4</td>
</tr>
<tr>
<td>( L = 10 )</td>
<td>1.4 ± 6.0</td>
<td>0.9 ± 1.9</td>
<td>0.7 ± 0.7</td>
</tr>
</tbody>
</table>

Output:

\[ \hat{x} \]

Algorithm 2 signed TV clustering with parameter tuning

\[ \text{Input: } W, L^-, L^+, x_{\text{min}}, \lambda^-, \lambda^+ \]

\[ \text{Initialization: } m = 0, n = 0 \]

1: \( \text{repeat} \)
2: \( \hat{x}^0 = \lambda^-(m), \lambda^+ = \lambda^+(n) \)
3: \( \hat{x} \leftarrow \text{Algorithm 1}(W, L^-, L^+, \lambda^-, \lambda^+) \)
4: \( M^- = \{ i \in N^- : \hat{x}_i < 0 \} \)
5: \( M^+ = \{ i \in N^+ : \hat{x}_i > 0 \} \)
6: \( \hat{x}^- = \min_{i \in M^-} |\hat{x}_i| \)
7: \( \hat{x}^+ = \min_{i \in M^+} |\hat{x}_i| \)
8: \( a = 0 \)
9: \( \text{if } M^- = \emptyset \text{ or } \hat{x}^- < x_{\text{min}} \text{ then} \)
10: \( m \leftarrow m + 1, a = 1 \)
11: \( \text{end if} \)
12: \( \text{if } M^+ = \emptyset \text{ or } \hat{x}^+ < x_{\text{min}} \text{ then} \)
13: \( n \leftarrow n + 1, a = 1 \)
14: \( \text{end if} \)
15: \( \text{until } a = 0 \)

Output: \( \hat{x} \)

5. NUMERICAL EXPERIMENTS

We created a dataset \( \{ u_1, \ldots, u_N \} \) consisting of \( N = 500 \) random vectors from the two moon model (cf. \[18\])

\[ u_i = \left( \frac{x_i}{2}, 0 + \left( \cos(\varphi_i) \right) x_i \sin(\varphi_i) + n_i \right) \]

where \( x_i \in \{-1, 1\} \) are randomly drawn cluster labels, \( \varphi_i \sim U(0, \pi) \) is a random angle, and \( n_i \sim N(0, \sigma^2 I) \) is Gaussian noise with \( \sigma = 0.3 \).

A graph was created using the \( k \)-nearest-neighbor method [19] with \( k = 10 \) and the edge weights chosen as \( W_{ij} = \exp \left( -||u_i - u_j||^2 / \kappa^2 \right) \) with \( \kappa^2 = 0.72 \). We then added dissimilarity edges with weight \( W_{ij} = -5 \) between \( L \) randomly chosen pairs of nodes from different clusters and picked a set \( L = L^- \cup L^+ \) of \( M = |L| \) known cluster labels (chosen randomly while ensuring at least one known label from each cluster).

We then clustered the graph using our scheme (Algorithm 2) and the algorithms from [6], i.e., Laplacian Regularized Least Squares with dissimilarity (LapRLSd) and Laplacian Support Vector Machines with dissimilarity (LapSVMd). We chose the algorithms from [6] since they incorporate both, labeled data and dissimilarity information. The relaxation vectors in Algorithm 2 were chosen as \( \lambda^- = \lambda / |N^-|, \lambda^+ = \lambda / |N^+| \), with

\[ \lambda = [0, 1, 2, 3, 4, 5, 7, 10, 20, 50, 100, 500]. \]

Furthermore, we used \( x_{\text{min}} = 0.9 \). The relative and absolute tolerances were set to \( \epsilon_{rel} = 10^{-3} \) and \( \epsilon_{abs} = 10^{-7} \) (cf. (10)). For LapRLSd and LapSVMd we used the Gaussian (RBF) kernel \( k(u_i, u_j) = \exp \left( -||u_i - u_j||^2 / \kappa^2 \right) \) and we used the optimal regularization parameters \( \gamma_A \) and \( \gamma_l \) determined by searching the set \( 10^j, l = -3, \ldots, 4 \).

The clustering performance is quantified by an error rate defined as the percentage of mislabeled nodes among the set of nodes without prior known label, i.e.,

\[ r(\hat{x}) = \frac{|\{ i \in V \setminus L : \hat{x}_i \neq x_i \}|}{|V \setminus L|}. \]

The resulting error rates (mean and standard deviation) obtained over 500 Monte-Carlo runs and different values of \( L \) and \( M \) are shown in Table 1. It is seen that Algorithm 2 clearly outperforms LapSVMd and LapRLSd for all parameter configurations. Our scheme achieves 3 to 4 times smaller error rates, particularly when there are fewer a priori known cluster labels and more dissimilarity edges. As expected, the performance of all schemes improves with increasing \( M \) and increasing \( L \). However, only our method achieves an error rate below 1% for the least difficult setup with \( L = M = 10 \).

6. CONCLUSIONS

In this paper, we considered the problem of semi-supervised clustering on signed graphs that incorporate information about the similarity and dissimilarity of data points. We introduced the concept of signed total variation and used it to formulate a suitably regularized convex cluster label optimization problem. A fast ADMM-based algorithm was proposed to solve this problem. Our numerical experiments demonstrated that our approach is superior to existing schemes and accurately recovers the cluster labels even in difficult conditions (few known labels and dissimilarity edges).
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