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Abstract—We develop a low complexity channel estimation algorithm for millimeter wave massive MIMO systems deploying a hybrid architecture. Motivated by the sparsity of the millimeter wave massive MIMO channel in the angular domain, many compressed sensing-based channel estimation algorithms have been developed. As the number of antennas grows, the size of the sensing matrix becomes very large, leading to high complexity and large storage requirements. In this paper, we develop a low complexity Bayesian approximate message passing based channel estimation scheme. The complexity and the storage requirements will be reduced by designing analog and digital precoders that result in a sparse sensing matrix, which achieves a recovery performance close to a full-size random Gaussian sensing matrix.

Index Terms—Channel estimation, millimeter wave communication, hybrid precoding, massive MIMO, approximate message passing.

I. INTRODUCTION

The deployment of large antenna arrays is critical to overcome the high path losses at the millimeter wave (mmWave) frequencies and to maintain sufficient link quality. To achieve the high beamforming gains, promised by massive multiple input multiple output (MIMO), channel state information (CSI) based directional beamforming is required. Due to the high cost and power consumption, the dedication of a separate radio frequency (RF) chain for each antenna is not suitable for massive MIMO. To reduce power consumption and costs, the separation of the precoding into an analog and digital precoder (hybrid precoding) [1], [2] and the use of low-resolution analog to digital converters [3] have attracted a lot of interest.

A common assumption for achieving the gains promised by mmWave massive MIMO systems is that CSI is available at the transmitter and/or receiver. Hybrid architecture based mmWave massive MIMO channel estimation algorithms do not directly observe the channel and operate at a low signal-to-noise ratio. Therefore, the conventional per-antenna channel estimation is not applicable. One way to reduce the training overhead is by exploiting the sparse scattering nature of the mmWave channel [4]. Several compressed sensing based channel estimation algorithms were proposed to strike a balance between training overhead and estimation accuracy [5]–[14]. However, most of these compressed sensing based solutions use large sensing matrices, resulting in high storage requirements and high complexity.

In this paper, we propose a low complexity Bayesian approximate message passing (BAMP) based channel estimation scheme. We reduce the size of the sensing matrix by first formulating a per user equipment (UE) antenna compressed sensing problem. The resulting sensing matrix is independent of the antenna index, resulting in a reduction of the required storage proportional to the squared number of UE antennas. Then, we will present a digital and analog precoders designing strategy that results in a sparse sensing matrix. The sparse design reduces the required storage and the complexity associated with the matrix-vector multiplication related to the sensing matrix, thus resulting in a reduction of the complexity of the BAMP algorithm. Since the full-size random Gaussian matrix achieves close to optimal performance [15], we will compare the recovery performance and complexity of the sparse matrix to the recovery performance and complexity of a full-size Gaussian sensing matrix.

The following notation is used throughout this paper: A is a matrix, a is a vector, a is a scalar and the t-th column of A is denoted by at. The all-ones vector is denoted by 1. The transpose of a matrix is A T, the conjugate-transpose is A H and the Frobenius norm is ∥A∥ F.

II. SYSTEM MODEL

We consider a massive MIMO mmWave communication system in which the base station (BS) is equipped with N BS antennas and the UE is equipped with N UE antennas. The BS is equipped with M BS RF chains and a fully connected phase shifters based hybrid precoding architecture. For the UE we assume a fully digital architecture. On the downlink, the BS first precodes the pilot symbol p, using the baseband precoder F BB ∈ C M BS ×1, followed by the RF precoder F RF ∈ C N BS × M BS. Since the RF precoder is implemented using analog phase shifters and combiners, each element of F RF is normalized to satisfy ∥F RF,i,j∥ = 1. The total transmit power constraint is enforced by normalizing F BB to satisfy ∥F RF F BB∥ F 2 = P T. Assuming block fading, the received signal at time instance k
can be modeled as

$$\mathbf{y}_k = \mathbf{W}_k \mathbf{H}_k \mathbf{f}_{BB,k} \mathbf{p}_k + \mathbf{W}_k \mathbf{n}_k,$$

where $\mathbf{H} \in \mathbb{C}^{N_{UE} \times N_{BS}}$ denotes the channel, $\mathbf{W}_k \in \mathbb{C}^{N_{UE} \times N_{UE}}$ is the digital combiner applied at the UE, and $\mathbf{n}_k \in \mathbb{C}^{N_{UE} \times 1}$ is the noise vector. The components of $\mathbf{n}_k$ are assumed to be independent and identically distributed (i.i.d.) circularly symmetric Gaussian $\mathcal{CN}(0, \sigma_n^2)$. Under the assumption that $\|\mathbf{p}_k\|^2 = 1$, the received signal can be rewritten as

$$\tilde{\mathbf{y}}_k = \mathbf{y}_k \mathbf{p}_k^* = \mathbf{W}_k \mathbf{H}_k \mathbf{f}_{BB,k} \mathbf{p}_k + \mathbf{W}_k \tilde{\mathbf{n}}_k,$$

where $\tilde{\mathbf{n}}_k = \mathbf{n}_k \mathbf{p}_k^*$ has the same statistics as $\mathbf{n}_k$.

For the channel, we adopt a geometric channel with $N_c$ clusters to model the sparse scattering nature of the mmWave channels [4]. Furthermore, we assume that each scatterer contributes a single propagation path between the BS and the UE [16]. The channel $\mathbf{H}$ can be expressed by

$$\mathbf{H} = \sum_{c=1}^{N_c} \beta_c \mathbf{a}_c \left( \theta_c^{(r)}, \phi_c^{(r)} \right) \mathbf{a}_c^H \left( \theta_c^{(t)}, \phi_c^{(t)} \right),$$

where $\beta_c$ is the complex gain of the $c$-th cluster, $\theta_c^{(r)}$ and $\phi_c^{(r)}$ are the elevation and azimuth angles of arrival (AoA), and $\theta_c^{(t)}$ and $\phi_c^{(t)}$ are the elevation and azimuth angles of departure (AoD). Finally, $\mathbf{a}_c \left( \theta_c^{(r)}, \phi_c^{(r)} \right)$ and $\mathbf{a}_t \left( \theta_c^{(t)}, \phi_c^{(t)} \right)$ are the array steering vectors at the receiver and transmitter side. For a uniform planar array (UPA), the array steering vector can be expressed as

$$\mathbf{a}(\theta) = \mathbf{a}_c(\theta) \otimes \mathbf{a}_h(\theta, \phi)$$

with

$$\mathbf{a}_c(\theta) = \frac{1}{\sqrt{N_c}} [1, e^{-j \Psi_u}, ..., e^{-j \Psi_u(N_c - 1)}]$$

and

$$\mathbf{a}_h(\theta, \phi) = \frac{1}{\sqrt{N_h}} [1, e^{-j \Psi_h}, ..., e^{-j \Psi_h(N_h - 1)}],$$

where $N_c$ and $N_h$ are the number of rows and columns of the UPA, $\Psi_u = \frac{2\pi}{d} \cos(\theta)$, $\Psi_h = \frac{2\pi}{\lambda} \sin(\theta) \cos(\phi)$, $d$ denotes the inter-antenna spacing, and $\lambda$ is the wavelength.

The angular domain representation of the channel in (3) is given by

$$\mathbf{H}_a = \mathbf{U}_r \mathbf{H} \mathbf{U}_t,$$

where $\mathbf{U}_r$ and $\mathbf{U}_t$ are the $N_{UE} \times N_{UE}$ and $N_{BS} \times N_{BS}$ discrete Fourier transform (DFT) matrices and their $(m, n)$-th element is given by

$$u_{r,m,n} = \frac{1}{\sqrt{N_{BS}}} e^{j \frac{2\pi}{N_{BS}} (m-1)(n-1)}$$

and

$$u_{t,m,n} = \frac{1}{\sqrt{N_{UE}}} e^{j \frac{2\pi}{N_{UE}} (m-1)(n-1)},$$

Fig. 1 shows the angular domain representation of the channel matrix for $N_{BS} = 128$, $N_{UE} = 1$, $N_c = 4$. Further, we have assumed that the AoAs and AoDs are generated independently from $\mathcal{U}(0, \pi)$. To evaluate the angular domain representation, we show in Fig. 2 the total power of the strongest $i$ components of $\mathbf{H}_a$. It reveals that about 10% of the components of $\mathbf{H}_a$ capture 90% of the power of the channel. Therefore, for large antenna arrays and at low signal to noise ratio (SNR), the angular domain representation can be modeled as approximately sparse.

By plugging in (6) in (2) and vectorizing the right hand side, the received signal can be rewritten as

$$\tilde{\mathbf{y}}_k = (\mathbf{U}_r^H \mathbf{F}_{RF,k} \mathbf{f}_{BB,k})^T \otimes (\mathbf{W}_k \mathbf{U}_t^H) \mathbf{vec}(\mathbf{H}_a) + \mathbf{W}_k \tilde{\mathbf{n}}_k = \Phi_k \mathbf{h}_a + \tilde{\mathbf{n}}_k,$$

where $\mathbf{h}_a = \mathbf{vec}(\mathbf{H}_a)$ and $\Phi_k = (\mathbf{U}_r^H \mathbf{F}_{RF,k} \mathbf{f}_{BB,k})^T \otimes (\mathbf{W}_k \mathbf{U}_t^H)$. Stacking the measurements obtained from sending $K$ pilot vectors using different precoders and combiners, we get

$$\mathbf{y} = \Phi \mathbf{h}_a + \tilde{\mathbf{n}},$$

where $\mathbf{y} = [y_1^T, y_2^T, ..., y_K^T]^T$ is the total received vector, $\Phi = [\Phi_1^T, \Phi_2^T, ..., \Phi_K^T]^T$ is the sensing matrix and $\tilde{\mathbf{n}} = [\mathbf{W}_1 \tilde{\mathbf{n}}_1^T, \mathbf{W}_2 \tilde{\mathbf{n}}_2^T, ..., \mathbf{W}_K \tilde{\mathbf{n}}_K^T]^T$ is the total noise vector. Estimating the channel simplifies now to estimating the approximately sparse vector $\mathbf{h}_a$ from the received signal vector $\mathbf{y}$.

Given the sparse representation of the channel, compressed sensing theory allows a stable recovery of the channel matrix with much fewer measurements than the total number of coefficients. In what follows, we will present the BAMP algorithm for recovering sparse signals from few measurements.

III. BAMP

Bayesian estimation is a method in which both, the unknown signal vector $\mathbf{x}$ and the additive noise vector are modeled as random, and it is assumed that prior information about the
The estimator function is designed for the signal prior $f(x_n)$ and additive Gaussian noise and is given by
\begin{align}
F(u_n; c) &= \mathbb{E}_{x_n} \{ x_n | u_n \} \\
F'(u_n; c) &= \frac{d}{du_n} F(u_n; c).
\end{align}

The estimator function is designed for the signal prior $f(x_n)$ and additive Gaussian noise and is given by
\begin{align}
F(u_n; c) &= \mathbb{E}_{x_n} \{ x_n | u_n \} \\
F'(u_n; c) &= \frac{d}{du_n} F(u_n; c).
\end{align}

IV. REDUCED COMPLEXITY BAMP

Since the UE is equipped with $M_{\text{UE}} = N_{\text{UE}}$ RF chains, we can perform a per antenna channel estimation. The received signal at antenna $i$ can be written as
\begin{equation}
\tilde{y}_{k,i} = h_i^T F_{\text{RF},k} \mathbf{f}_{\text{BB},k} + \tilde{n}_{k,i}.
\end{equation}

Following the same steps as in (9)
\begin{equation}
\tilde{y}_{k,i} = (U^H \mathbf{f}_{\text{RF},k} \mathbf{f}_{\text{BB},k})^T h_{a,i} + \tilde{n}_{k,i},
\end{equation}

and by stacking the $K$ measurements for the $i$-th received antenna we get the following measurement model
\begin{equation}
\tilde{y}_i = \mathbf{F} h_{a,i} + \tilde{n}_i,
\end{equation}

where the sensing matrix $\mathbf{F} = [\phi_1, \phi_2, ..., \phi_K]^T$ is of dimension $K \times N_{\text{BS}}$ and is independent of the index of receive antenna. Performing a per receive antenna channel estimate has two advantages: first, it reduces the training overhead as it does not require applying different combiners at the receiver. And second, the size of the sensing matrix is reduced by a factor of $N_{\text{UE}}^2$. Compared to the example mentioned above, the memory required for saving the sensing matrix will be reduced from 1 GB to approximately 4 MB.

The matrix-vector multiplication for a sensing matrix of size $K \times N$ requires $KN$ multiplications and $(K-1)N$ additions, resulting in approximately $2KN$ operations. In what follows, we will design the analog precoders $\mathbf{F}_{\text{RF},k}$ and the digital precoders $\mathbf{f}_{\text{BB},k}$ such that the resulting sensing matrix is sparse but still achieves recovery performance close to a full-size random Gaussian sensing matrix. The sparse sensing matrix has two advantages: first, it further reduces the required storage, and second, it reduces the complexity of the BAMP algorithm by reducing the complexity related to the matrix-vector multiplication.

In [19], the authors proposed a graph lifting based strategy for designing sparse sensing matrices. The sensing matrix has few randomly selected non-zero elements that take values from the set $\{-1, +1\}$. The authors start with a small $K_1 \times N_1$ prototype matrix of full-rank and with elements that randomly take the values +1 or −1. The sensing matrix is formed by repeating the prototype matrix according to the lifting factor $L$ and randomly permuting the edges across the copies. The resulting sensing matrix is of size $LK_1 \times LN_1$ with only 1 in $L$ matrix elements being non-zero. Further, they show that the recovery performance of the proposed sparse matrices is close to the recovery performance of the full-size Gaussian random sensing matrix. In Table I, we summarizes the commonly employed parameters.

From the measurement model (16), we know that for a sparse sensing matrix, each measurement corresponds to a linear combination of a small number of different elements of $h_{a,i}$. To receive a linear combination of a small number of elements of $h_{a,i}$, the analog and digital precoder have to be chosen such that the transmitted signal consists of a small number of beams that are steered into the direction of the
TABLE I: Frequently used parameters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Annotation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{BS}}, N_{\text{UE}}$</td>
<td>Number of BS and UE antennas</td>
</tr>
<tr>
<td>$M_{\text{BS}}, M_{\text{UE}}$</td>
<td>Number of BS and UE RF chains</td>
</tr>
<tr>
<td>$N$</td>
<td>Length of the unknown signal</td>
</tr>
<tr>
<td>$K$</td>
<td>Number of measurements</td>
</tr>
<tr>
<td>$K_1 \times N_1$</td>
<td>Size of the prototype matrix</td>
</tr>
<tr>
<td>$L$</td>
<td>Lifting factor</td>
</tr>
</tbody>
</table>

selected elements. The DFT-based codebook is well suited for steering beams [20]. Each column of the DFT matrix corresponds to a precoder that steers the beam into a different direction. Since the elements of the DFT matrix satisfy the constant modulus constraint, precoders from the DFT-based codebook can be realized by simple phase shifters. Therefore, the DFT-based codebook is well suited as a codebook for the analog precoders.

Given that the analog precoders for each RF chain are taken from a DFT-based codebook, the product $F_{BB,k}^H U_t^H$ in (15) results in a sparse matrix which has in each row only one non-zero element. The position of the non-zero element in the $i$-th row is determined by the index of the $i$-th analog precoder, i.e., the index of the analog precoder which is used as the $i$-th column for $F_{BB,k}$. Further, left-multiplying the sparse matrix with the row vector $f_{BB,k}^T$ results in a sparse row vector for which the analog precoder determines the number of the non-zero elements and their position, and the digital precoder determines the weight of the non-zero elements. Consider, for example, a set-up with $N_{\text{BS}} = 8$, $M_{\text{BS}} = 3$ and a sensing matrix for which the $k$-th row is given by

$$\phi_k = [0, 1, 0, 0, 1, -1, 0, 0],$$

(17)

the corresponding analog and digital precoders for the $k$-th transmission are given by

$$F_{RF,k} = [u_{t,2}, u_{t,5}, u_{t,6}]$$

(18)

$$f_{BB,k} = [1, 1, -1]^T,$$

(19)

were $u_{t,i}$ corresponds to the $i$-th column of the DFT matrix $U_t$. In summary, the process of designing the analog and digital precoders consists of three steps: (1) a sparse matrix is constructed based on [19]. The matrix is of dimension $K \times N_{\text{BS}}$ and each row corresponds to a transmission and has $M_{\text{BS}}$ non-zero elements. (2) The analog precoder is constructed from the DFT-based codebook. The indices of the columns of $U_t$, which are used for constructing the analog precoder for the $k$-th transmission, are given by the indices of the non-zero elements in the $k$-th row of the sensing matrix. (3) The digital precoder for the $k$-th transmission is constructed based on the sign of the non-zero elements of the $k$-th row of the sensing matrix.

V. NUMERICAL RESULTS

In this section, we evaluate the performance of the proposed channel estimation scheme by running Monte-Carlo simulations. We set the number of clusters to $N_c = 4$, and for each cluster in (3), the corresponding gain is drawn independently from a zero-mean complex Gaussian distribution of variance $\sigma^2_{\beta_c}$. The channel power is normalized by enforcing $\sum_{c=1}^{N_c} \sigma^2_{\beta_c} = 1$. For the normalized channel, the SNR is given by

$$\text{SNR} = \frac{P_t}{\sigma_n^2}.$$  (20)

The AoA and AoD are generated independently from $\mathcal{U}(0, \pi)$. We assume that the BS is equipped with a uniform linear array (ULA) of isotropic radiating antennas and half-wavelength spacing. Further, we assume that the UE is equipped with one antenna. We design the sparse sensing matrix with $M_{\text{BS}}$ non-zero elements in each row according to [19] by using the following parameters: $N_1 = M_{\text{BS}}$, $L = N/M_{\text{BS}}$, and $K_1 = K/L$. As a prior distribution for the channel we use

$$f(x) = \gamma \delta(x) + (1 - \gamma)\mathcal{N}(x; 0, \sigma_x^2),$$

(21)

where $\gamma$ is the zero probability which models the sparsity in the angular domain, and the non-zero elements are modelled by a zero mean complex Gaussian distribution with variance $\sigma_x^2$. A derivation of the estimator function in (12) can be found in [21]. Further, we assumed the following parameters for the BAMP algorithm: $t_{\text{max}} = 100$, $\epsilon = 10^{-4}$, and $\gamma = 0.8$.

We compare the recovery performance of the full-size matrix and the sparse sensing matrix in terms of normalized mean-square error (NMSE). The NMSE is defined as

$$\text{NMSE} = \mathbb{E} \left\{ \frac{\|\hat{H} - H\|_F^2}{\|H\|_F^2} \right\},$$

(22)

where $\hat{H}$ denotes the estimated channel.

We evaluate the algorithm’s computational complexity in terms of the required floating-point operations (FLOPs), where each operation is weighted according to its execution cost. The cost of each operation is given in terms of how much more expensive an operation is compared to the simplest operation, i.e., an addition. We summarize the weighting factors for the different operations in Table II [22].

In Table III, we summarize the total number of operations required per BAMP iteration for a full-size sensing matrix and a sparse sensing matrix. We have assumed that the total number of measurements is $K = rN_{\text{BS}}$. Weighting the operations according to Table II, we get a total of $O_f = 2rN_{\text{BS}}^2 + (102 + 5r)N_{\text{BS}} + 85$ FLOPs per iteration for the full-size matrix, and for the sparse matrix, we get $O_s = 10rN_{\text{BS}}M_{\text{BS}} + (102 + 5r)N_{\text{BS}} + 85$ FLOPs per iteration. We evaluate the complexity reduction by comparing the total number of FLOPs for the sparse matrix to the total number of FLOPs for the full-size matrix, i.e.,

$$\eta = \frac{t_s O_s}{t_f O_f},$$

(23)
where $t_s$ and $t_f$ denote the total number of iterations for the sparse sensing matrix and the full-size sensing matrix.

In Fig. 3, we compare the performance and complexity of the BAMP algorithm for a full-size and the sparse sensing matrix for $N_{BS} = 512$, $M_{BS} = 32$, and different sampling rates. We can see that the sparse matrix reduces the complexity by more than 50% for sufficiently high sampling rates while still achieving almost the same recovery performance as the full-size matrix. For low sampling rates, on the other hand, the sparse sensing matrix results in a higher error floor, and it requires more iteration resulting in a smaller overall complexity reduction.

In Fig. 4, we compare the performance for different degrees of sparsity for $N_{BS} = 512$ and $r = 0.2$. We can see that for low rates and a high degree of sparsity, the BAMP algorithm fails to recover the channel. As we decrease the sparsity of the sensing matrix, the difference in performance compared to the full-size sensing matrix decreases. For a lifting factor of $L = 8$, which is equivalent to a sparsity degree of 87.5%, the performance is already very close to that of the full-size sensing matrix. Thus, a high degree of sparsity comes at the cost of either a decreased performance or an increased overhead.

In our simulations, we have assumed that the angular domain representation is sparse, and we modeled it using a Bernoulli-Gaussian distribution. So far, we have drawn the AoAs and AoDs from a continuous uniform distribution, resulting in an approximate sparse angular presentation. To evaluate the effect of the sparse model assumption, we compare in Fig. 5 the recovery performance of the BAMP algorithm for an approximate sparse channel and a sparse channel. For the sparse channel, the angles are drawn from a discrete distribution. The discrete distribution is chosen such that the angles align with the beams from the codebook; therefore, resulting in a sparse angular domain representation. Fig. 5 shows that for low SNR, the sparse approximation models our channel quite well. At high SNR the NMSE starts saturating, whereas for the discrete angles the NMSE continues decreasing linearly with increasing SNR. The sparsity assumption does not hold for high SNR but the BAMP algorithm still tries to recover a sparse vector; therefore, only the strongest components are detected. Since the algorithm does not detect the weaker components, its performance saturates, and a further increase in SNR does not yield any significant improvement.

In Fig. 6, we compare the achievable rate for $N_{BS} = 512$, $M_{BS} = 32$, $r = 0.5$, and $U = 8$ users. We calculate the achievable rate as

$$R = \frac{1}{U} \sum_{u=1}^{U} \log_2 \left( 1 + \frac{|\mathbf{h}_u^H \mathbf{C}_u \mathbf{f}_{\mathbf{BB},u}|^2}{\sum_{i \neq u} |\mathbf{h}_u^H \mathbf{C}_u \mathbf{f}_{\mathbf{BB},i}|^2 + \sigma_n^2} \right).$$  \hspace{1cm} (24)

Further, we assumed a phased zero forcing hybrid precoder [23] which is calculated based on the estimated channel. We observe that neglecting the weak components for low SNR
TABLE III: Required number of operations for a full-size matrix and a sparse matrix.

<table>
<thead>
<tr>
<th></th>
<th>Addition</th>
<th>Multiplication</th>
<th>Division</th>
<th>Square-root</th>
<th>Exponential</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-size</td>
<td>$2rN_{BS}^2 + (6 + r)N_{BS} - 1$</td>
<td>$3rN_{BS}^2 + (9 + r)N_{BS} + 4$</td>
<td>$N_{BS} + 4$</td>
<td>1</td>
<td>$N_{BS}$</td>
</tr>
<tr>
<td>Sparse</td>
<td>$2rN_{BS}M_{BS} + (6 + r)N_{BS} - 1$</td>
<td>$2rN_{BS}M_{BS} + (9 + r)N_{BS} + 4$</td>
<td>$N_{BS} + 4$</td>
<td>1</td>
<td>$N_{BS}$</td>
</tr>
</tbody>
</table>

Fig. 6: Comparison of the achievable rate of the BAMP algorithm for a sparse signal and an approximately sparse signal.

does not have a big impact on the achievable rate. At high SNR, i.e., when the weak components exceed the noise level, we observe an increased degradation in the performance. Thus, the sparse assumption is a good approximation for low SNR and large antenna arrays and yields good results.

VI. CONCLUSION

In this paper, we have presented a low complexity BAMP algorithm for hybrid architecture based massive MIMO channel estimation. We reduce the overall complexity of the algorithm by applying a designing strategy for the precoders that result in a sparse sensing matrix. We have shown that with the sparse design, the estimation performance is close to the estimation performance of the full-size matrix while substantially reducing the storage requirements and the computational complexity.

ACKNOWLEDGEMENTS

The financial support by the Austrian Federal Ministry for Digital and Economic Affairs, the National Foundation for Research, Technology and development and the Christian Doppler Research Association is gratefully acknowledged.

REFERENCES