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Abstract—The cell-free network architecture suppresses inter-cell interference by eliminating cell boundaries through the joint operation of distributed access points (APs). While a dense deployment of these APs may lead to performance gains, the corresponding increase in energy consumption poses environmental and economic issues. One way to improve energy efficiency is to turn off underutilized APs. In this work, we present a deep reinforcement learning-based framework that derives the set of active APs given the spatial user information. The flexible design of the reward function for AP selection allows easy adjustment of performance targets in terms of quality of service and power consumption, as well as studying their trade-off. We also demonstrate how the proposed framework intelligently selects and activates only a subset of APs that contributes significantly to user performance, thereby enabling the cell-free network to provide good service while achieving power savings.
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I. INTRODUCTION

A key enabler for 6G [1] is cell-free massive multiple-input multiple-output (MIMO) introduced in [2]. It consists of a large number of distributed cooperating access points (APs) simultaneously serving a much smaller number of users using the same time-frequency resources. Each AP is connected to a centralized processing unit (CPU) via the fronthaul link. The joint operation of APs eliminates cell boundaries to suppress inter-cell interference, which degrades performance in conventional cellular networks. The coherent joint transmission and reception of multiple distributed antennas/APs enable uniformly good service throughout the coverage area [2], [3].

The global mobile data traffic is projected to continuously grow with the increased usage of data-intensive applications and advancement of device capabilities [4]. A dense deployment of APs becomes crucial to support such traffic demand. This, however, also triggers a substantial increase in energy consumption, which is neither sustainable in the environmental sense nor in the perspective of networks operators who are burdened with high operational costs.

In order to reap the benefits of cell-free MIMO, its energy efficiency was investigated in [5], [6]. In our previous work [7], we focused on the AP selection and the optimal user-centric cluster size for a given scenario. However, these prior studies assumed that all APs are always activated. In reality, load traffic conditions vary over space and time. Thus, some APs may be underutilized at certain time periods (off-peak hours) and only contribute to the increased overall energy consumption of the network. Recently, the deactivation of a subset of APs in the context of cell-free MIMO has been studied to improve energy efficiency. In [8], an optimization problem was formulated to minimize the total power consumption over the transmit powers and the number of active APs, while in [9], a joint power allocation and AP selection approach was proposed to minimize the total energy consumption. Different AP switch on/off strategies were presented in [10], where the focus was on suboptimal heuristic algorithms to reduce the complexity when solving the NP-hard AP selection problem. However, all these previous works still relied either on heuristics or conventional optimization methods.

One technique that we can leverage to design network optimization algorithms is (deep) reinforcement learning (DRL) [11], [12]. It is a subfield of machine learning, where an agent autonomously learns to make a sequence of decisions through continuous interaction with its surroundings without the need for training data. This then serves as a powerful tool to enable self-optimization in dynamic networks. It is for this reason that we see a recent trend of adopting DRL to tackle different challenges in telecommunications, such as solving resource allocation problems [13], [14].

In this paper, we present an intelligent approach for realizing energy-efficient cell-free MIMO networks. The main aspects of our proposed framework are summarized as follows:

1) We utilize DRL to select the best APs to activate given the spatial information of users. In particular, the framework jointly considers the position of all users when deriving the set of active APs. This prevents having an AP turned on even if only one user is connected to it, which is rather inefficient.

2) Central to the decision-making of DRL is the reward function. We designed the reward to allow for a straightforward configuration of performance targets in terms of quality of service (QoS) and power savings, followed by an automatic reconfiguration of the network. We consider the guaranteed QoS to all users (instead of sum rate) to ensure uniform performance regardless of user location.

3) The DRL-based scheme has its advantages over using conventional optimization techniques for AP selection. For one, DRL does not strictly require the full channel state information (CSI) to be gathered at the CPU to
achieve our objective. The framework can alternatively let the users report their experience (for instance, actual SINR). Based on that and the resulting reward, it can dynamically activate the best APs. Another advantage is that the DRL agent stores its past experiences/interaction with the environment. Although this is not the main focus of our paper, it is worth highlighting that the framework can, therefore, retain (statistical) information about the spatiotemporal user demand and use that to adapt the network in advance. In contrast, real-time implementation of conventional optimization techniques can be computationally intensive and time consuming, making it difficult to deploy them in practice.

II. CELL-FREE MIMO SYSTEM MODEL

We consider a downlink cell-free MIMO network with \( M \) APs having \( N_t \) antennas each and \( K \) single-antenna UEs. We assume an independent and identically distributed (iid) Rayleigh fading channel between AP \( m \) and UE \( k \) expressed as:

\[
h_{k,m} = \sqrt{g_{k,m}} h_{k,m} \in \mathbb{C}^{N_t \times 1},
\]

with \( h_{k,m} \sim \mathcal{C}\mathcal{N}(0, I_{N_t}) \) denoting the small-scale fading. The macroscopic channel gain \( g_{k,m} \) follows a distance-dependent path loss model with shadow fading:

\[
g_{k,m} = \left( \frac{\lambda_c}{4\pi} \right)^2 \left( \frac{1}{d_{k,m}} \right)^{n_c} s_{k,m},
\]

where \( \lambda_c \) is the wavelength of the carrier frequency, \( d_{k,m} \) is the distance between UE \( k \) and AP \( m \), \( n_c \) is the path loss exponent and \( s_{k,m} \sim \mathcal{C}\mathcal{N}(0, \sigma_s^2) \) is the random lognormally distributed shadow fading.

Each AP performs Maximum Ratio Transmission (MRT) for the downlink data transmissions. The precoder matrix of the distributed shadow fading.

\[
\{ f_{k,m} \}_{m=1}^{M} \in \mathbb{C}^{K \times 1}
\]

is represented by

\[
h_{k,m} = \sqrt{P_{k,m}} f_{k,m} \in \mathbb{C}^{K \times 1}
\]

where \( P_{k,m} \) is a binary variable indicating whether an AP is turned on and \( b_m = 0 \) otherwise). \( P_{k,m} \) denotes the power allocated to UE \( k \) by AP \( m \), \( s_m \in \mathbb{C}^{K \times 1} \) includes the data symbols for the users such that \( \mathbb{E}(s_m s_m^H) = I_K \) and \( z_k \) is the receiver noise with variance \( \sigma_z^2 \).

The instantaneous signal to interference and noise ratio (SINR) of UE \( k \) is given by:

\[
\text{Inst. SINR}_k = \frac{\left( \sum_{m=1}^{M} g_{k,m} P_{k,m} f_{k,m} \right)^2}{\sum_{j=1}^{K} \sum_{m=1}^{M} b_m \sqrt{P_{j,m}} h_{j,m}^H f_{j,m}^H + \sigma_z^2}.
\]

We coherently add the contributions of active APs only in both the signal power and inter-user interference calculation. In this work, we use the average SINR expressed as:

\[
\text{SINR}_k = \frac{P_{\text{sig},k}}{\sum_{j=1}^{K} P_{\text{int},jk} + \sigma_z^2},
\]

where

\[
P_{\text{sig},k} = \mathbb{E}\left\{ \sum_{m=1}^{M} b_m \sqrt{P_{k,m}} h_{k,m}^H f_{k,m} \right\}
\]

and

\[
P_{\text{int},jk} = \mathbb{E}\left\{ \sum_{m=1}^{M} b_m \sqrt{P_{j,m}} h_{j,m}^H f_{j,m} \right\}
\]

Note that we simplify the first term in (7) using the following:

\[
\mathbb{E}\{ \text{tr}(f_{m,j} f_{m,j}^H) \} = \text{tr}\{ \mathbb{E}(f_{m,j} f_{m,j}^H) \} = \text{tr}\left\{ \frac{1}{N_t} I_{N_t} \right\} = 1,
\]

while the second term vanishes since the inner product of \( h_{k,m} \) and \( f_{j,m} \) is 0 (independent channels). As we will see in the next section, the SINR directly affects the AP selection process. In the case of instantaneous SINR, considering the microscopic CSI implies that the AP activation becomes sensitive even to small user movements, which then leads to undesirable effects such as turning on/off APs too often. This is, however, not a problem for the average SINR that is based on the macroscopic gain only. The average SINR ensures that the AP activation is more stable for a longer period of time, and thus, it is well suited for both static and mobile scenarios.
III. A DEEP REINFORCEMENT LEARNING APPROACH TO ENERGY EFFICIENCY

A. Preliminaries

In reinforcement learning [11], the environment is described by its state $s_t$ at time step $t$. The agent makes an observation and decides which action $a_t$ to perform. This triggers a change in the state of the environment to $s_{t+1}$, as well as the agent receiving a corresponding reward $r_{t+1}$. The goal of the agent is to maximize (or minimize) the cumulative reward received over time or the expected discounted return:

$$E[G_t] = E\left[r_{t+1} + \gamma r_{t+2} + \gamma^2 r_{t+3} + \cdots \right],$$

(9)

where $\gamma \in [0, 1]$ is the discount factor that dictates the present value of future rewards [11].

We define policy $\pi$ as a function that takes in a state as input and then outputs an action. The action-value function ($Q$-function) for policy $\pi$ is:

$$Q_\pi(s_t, a_t) = E_{\pi}[G_t|s_t, a_t].$$

(10)

This attaches a value for selecting action $a_t$ at state $s_t$ following policy $\pi$. The agent estimates the $Q$-values as it interacts with the environment, which introduces the trade-off between exploration and exploitation. It exploits its current knowledge of estimates by selecting the action with the highest $Q$-value, while it explores by settling for a lower-valued action to improve its estimates [11]. While classical algorithms utilize a lookup table to store the state-action pairs with their corresponding $Q$-values, deep reinforcement learning [12] uses a deep neural network (DNN) to estimate the $Q$-values.

B. Deep Reinforcement Learning-based Framework

In this section, we present our proposed DRL-based framework for enabling energy-efficient cell-free MIMO. We first go through the individual components of the framework, then we later discuss how they fit together.

1) State: The state space $S$ includes all possible states describing the environment. In general, the state vector is represented by:

$$s_t = [b_1, \cdots, b_M, p_1, \cdots, p_K].$$

(11)

The first $M$ elements correspond to the on/off state of the $M$ APs. The remaining elements are used to describe the position of users. For example, these can hold the path loss values of users with respect to APs. However, in this work, we only consider instantaneous network load conditions and static users in the coverage area. Thus, the spatial user information remains constant throughout the learning process, and only the first $M$ elements change at each time step (after performing an action). Following these assumptions, we can simplify the state vector representation as:

$$s_t = [b_1, \cdots, b_M].$$

(12)

Note that such simplification is not valid when considering user mobility. In that case, we need to keep track of the changing user locations by including them in the state as in (11). However, even with the simplified state representation in (12), the impact of (static) user positions on AP activation (decision-making) is still taken into account by incorporating it in the reward calculation as explained later.

2) Action: The action space $A$ contains all possible actions, with the action vector given by:

$$a_t = [c_1, \cdots, c_M].$$

(13)

Each action signals which APs to (de-)activate. That is, the agent configures $c_m$ to 1 in order to turn on AP $m$ at time step $t$, or 0 to switch it off. Alternatively, we can (de-)activate only a subset of APs or a single AP at a time to reduce the complexity at the expense of slower convergence.

3) Action Selection: The agent considers the $Q$-value estimates when deciding which action to perform. To strike a balance between exploration and exploitation, we use the decaying $\epsilon$-greedy algorithm with $\epsilon \in [0, 1]$:

$$a_t = \begin{cases} \arg \max_a Q(s,a) & \text{with probability } 1 - \epsilon \\ \text{any action} & \text{with probability } \epsilon. \end{cases}$$

(14)

The agent chooses the greedy action that maximizes the $Q$-function with probability $1 - \epsilon$, while it selects a random action with uniform distribution from the set of all possible actions with probability $\epsilon$. Instead of having a fixed $\epsilon$ value, we decrease it over time at a rate $\epsilon_{\text{decay}} \in [0, 1]$ as:

$$\epsilon_{t+1} = \max\{\epsilon_t(1 - \epsilon_{\text{decay}}), \epsilon_{\text{min}}\}. $$

(15)

We start with $\epsilon_0 = \epsilon_{\text{max}}$, where we set $\epsilon_{\text{max}}$ to a large value to initially promote exploration. We gradually decrease $\epsilon$ until it reaches $\epsilon_{\text{min}}$ to exploit the improved $Q$-value estimates.

4) Max-min SINR Optimization: After deriving the set of active APs, we still need to allocate power among the users by solving the following max-min SINR optimization problem:

$$\begin{array}{ll}
\text{maximize} & \beta \\
\text{w.r.t.} & 0 \leq P_{k,m} \leq P_T \\
\text{subject to} & \text{SINR}_k \geq \beta, \forall k \in \{1, \ldots, K\} \\
& \sum_{k=1}^{K} P_{k,m} \leq P_T, \forall m \in \{1, \ldots, M\}.
\end{array}$$

(16)

The objective in (16) is to maximize QoS (minimum SINR). The per-user SINR constraint guarantees a certain performance level to all users as defined by $\beta$. The per-AP power constraint ensures that the total power allocated by an AP does not exceed the maximum transmit power $P_T$, which for simplicity, we assume to be the same for all APs. We obtain $\beta$ using the bisection method [15], while we get $P_{k,m} \forall k, m$ by solving a feasibility problem for a given $\beta$. The resulting values are then used in the reward calculation.

In principle, we can opt for other (suboptimal) power allocation schemes to reduce complexity. However, in this paper, we solve the above optimization problem for optimal power allocation.
5) Reward: The scalar reward is designed to represent the goal of the framework such that maximizing the reward leads to achieving that goal. Our objective is to maximize the guaranteed QoS to all users while minimizing power consumption. We, therefore, define the reward as:

\[ r_t = \alpha \beta_{\text{norm}} - (1 - \alpha) P_{\text{norm}}, \]  

(17)

where

\[ \beta_{\text{norm}} = \frac{\beta}{\beta_{\text{max}}}, \]  

(18)

and

\[ P_{\text{norm}} = \frac{\sum_{m=1}^{M} b_m \left( P_{\text{circuit}} + \sum_{k=1}^{K} P_{k,m} \right)}{M(P_{\text{circuit}} + P_{\text{r}})}. \]  

(19)

The first term corresponds to QoS, where \( \beta \) denotes the max-min SINR in (16) and \( \beta_{\text{max}} \) is the highest possible QoS such as when all APs are turned on. The second term captures the total power consumption, where \( P_{\text{circuit}} \) is the power consumed when an AP is activated. To study the trade-off between QoS and power savings, the two terms are normalized and a weighting factor \( \alpha \in [0, 1] \) can be configured. This allows us to easily set performance targets by adjusting \( \alpha \) accordingly.

We also note that the reward is user location-dependent, irrespective of state vector representation. Specifically, \( \beta \) is determined by solving the max-min SINR optimization problem in (16), which uses the average SINR that is based on the path loss between each user and AP.

6) Deep Neural Network Policy Representation: We utilize a DNN as a Q-function approximator for realizing the agent’s policy. The DNN takes in a state-action pair as input and then outputs a scalar number corresponding to the Q-function estimate. We employ a feedforward, fully-connected DNN with 2 hidden layers having 16 neurons each and a scaling layer before the output. We use the rectified linear unit (ReLU) as the activation function [16].

7) Double Deep Q-network: The goal of reinforcement learning is to find the optimal policy that maximizes the cumulative reward. This is achieved by continuously evaluating and updating the agent’s policy. Since the policy is represented by a DNN, the Q-function is now given by \( Q(s_t, a_t|\theta_t) \), where \( \theta_t \) denotes the DNN parameters (i.e., weights) to be updated.

In this work, we use the double deep Q-network (double DQN) algorithm [17] to update the policy, specifically the Q-value estimates. Here, we define 2 DNNs with the same architecture: DQN\(_{\text{train}}\) parameterized by \( \theta_{\text{train}} \) and DQN\(_{\text{target}}\) parameterized by \( \theta_{\text{target}} \). The update rule is:

\[ Q(s_t, a_t|\theta_{\text{train}}) \leftarrow Q(s_t, a_t|\theta_{\text{train}}) + \lambda (\Delta Q). \]  

(20)

The learning rate is denoted by \( \lambda \in (0, 1] \), and the error \( \Delta Q \) is expressed as:

\[ \Delta Q = \text{Target} - Q(s_t, a_t|\theta_{\text{train}}). \]  

(21)

where

\[ \text{Target} = r(s_t, a_t) + \gamma Q(s_{t+1}, a_{\text{max}}|\theta_{\text{target}}), \]  

(22)

and

\[ a_{\text{max}} = \arg \max_a Q(s_{t+1}, a_t|\theta_{\text{train}}). \]  

(23)

In contrast, the original DQN algorithm employs a single DNN, which has some disadvantages. For one, we minimize the error at each time step by getting closer to Target. However, when using the same DNN for estimating both Target and Q-value, the target is moving/shifted as well, causing oscillations during training. In addition, the problem of overestimation of Q-values in DQN was first investigated in [17]. It was shown that using separate networks for generating Target in (22) and selecting an action in (23) solves this issue and improves performance.

We use experience replay [12] in minimizing the error. At each time step \( t \), the agent stores an experience tuple \( \{s_t, a_t, r_{t+1}, s_{t+1}\} \) in a replay buffer \( B \). It then samples a random mini-batch of size \( M \) from \( B \). Random sampling is necessary to avoid updating the network using correlated experiences. We define the loss function as the mean squared error (MSE) between the target and the current Q-value estimate over the \( M \) sampled experiences indexed by \( i \) below:

\[ L(\theta_{\text{train}}) = \frac{1}{M} \sum_{i=1}^{M} \{\text{Target}_i - Q(s_i, a_i|\theta_{\text{train}})\}^2. \]  

(24)

We minimize MSE and update \( \theta_{\text{train}} \) by performing gradient descent. On the other hand, we update \( \theta_{\text{target}} \) through Polyak averaging [16] as:

\[ \theta_{\text{target}} \leftarrow \delta \theta_{\text{train}} + (1 - \delta) \theta_{\text{target}}, \]  

(25)

where \( \delta \in [0, 1] \) is the rate of averaging.

Fig. 1 illustrates the agent-environment scenario of our DRL-based framework. We utilize a single agent that is the CPU in a cell-free MIMO network. The environment consists of the APs and users. The CPU knows where the users are located in the coverage area (state). Based on this spatial information, it decides which APs to activate (action) that will maximize the guaranteed QoS while achieving power savings.
(reward). It considers the obtained state, action and reward information in its decision-making process. It does so by feeding them into the DNN policy for action selection, as well as into the double DQN for updating the Q-value estimates (policy). The proposed algorithm is summarized below.

**Algorithm**

1: for every time step $t$ do
2: Given $s_t$, select $a_t$ following decaying $\epsilon$-greedy.
3: (De-)activate the APs accordingly.
4: Solve the max-min SINR optimization problem.
5: Observe the resulting reward $r_{t+1}$ and next state $s_{t+1}$.
6: Store $\{s_t, a_t, r_{t+1}, s_{t+1}\}$ in $B$.
7: Randomly sample $M$ experiences from $B$.
8: Calculate $L(\theta_{train})$ for all samples.
9: Perform gradient descent and update $\theta_{train}$.
10: Update $\theta_{target}$ using Polyak averaging.
11: Update $\epsilon$ if $\epsilon > \epsilon_{min}$.
12: end for

**IV. SIMULATIONS**

We consider a downlink cell-free MIMO network with $M = 8$ regularly-placed APs having $N_t = 10$ antennas each. We vary the number of single-antenna users $K \in \{2, 4, 6\}$ that are uniformly distributed in a $60\times60$ m$^2$ simulation area. We summarize the simulation parameters in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency $f_c$</td>
<td>2 GHz</td>
</tr>
<tr>
<td>Maximum transmit power $P_T$</td>
<td>1 W</td>
</tr>
<tr>
<td>Circuit power $P_{circuit}$</td>
<td>1 W</td>
</tr>
<tr>
<td>Path loss exponent $n_c$</td>
<td>2</td>
</tr>
<tr>
<td>Shadow fading variance $\sigma^2_c$</td>
<td>6</td>
</tr>
<tr>
<td>Noise variance $\sigma^2_z$</td>
<td>$10^{-8}$</td>
</tr>
<tr>
<td>Discount factor $\gamma$</td>
<td>0.99</td>
</tr>
<tr>
<td>$\epsilon_{max}$, $\epsilon_{min}$, $\epsilon_{decay}$</td>
<td>1, 0.05, 0.0005</td>
</tr>
<tr>
<td>Learning rate $\lambda$</td>
<td>0.01</td>
</tr>
<tr>
<td>Replay buffer size</td>
<td>10000</td>
</tr>
<tr>
<td>Mini-batch size $M$</td>
<td>64</td>
</tr>
<tr>
<td>Rate of averaging $\delta$</td>
<td>0.001</td>
</tr>
</tbody>
</table>

We define 2 baseline schemes: Baseline 1, where all APs are activated and connected to all users (canonical cell-free network), and Baseline 2, where each user connects to only a single AP with the best channel (largest channel gain) then deactivate unused APs. We evaluate the performance of the DRL-based framework in terms of the maximum guaranteed QoS or max-min SINR (Fig. 2), total power consumption (Fig. 3) and reward value (Fig. 4). We also provide the AP set solution in Table II for all schemes considering different $\alpha$ settings and number of users. Each 8-bit solution represents the on/off state of the 8 APs. Based on its calculation of long-term reward, the DRL framework derives the AP set that it deems best given the spatial user information.

Increasing the number of users decreases QoS and increases power consumption for all schemes. Baseline 1 achieves the
highest SINR level in Fig. 2, since all APs are turned on and serving all users. However, that translates to the most power consumed as depicted in Fig. 3. Comparing Baseline 1 and the DRL framework when \( \alpha = 0.6 \), we observe at most a 1.5 dB gap in terms of QoS while possibly consuming up to 6 W more with Baseline 1. This amounts to only 7% gain in QoS while increasing power consumption by 37.5%. This highlights the power savings that we can achieve when activating only a subset of APs instead of having all APs always turned on. That is, the framework is still able to provide good QoS while consuming less power by deactivating APs that do not contribute significantly to UE performance. When \( \alpha = 0.4 \), the framework behaves close to Baseline 2 as they give almost the same AP set solutions in Table II.

We study the trade-off between QoS and power consumption by varying \( \alpha \) in (17) for the DRL framework. With \( \alpha = 0.5 \), we prioritize neither QoS nor power savings. When we increase \( \alpha \), we give more importance to providing better service to all users. This is illustrated in Fig. 2 where we see the max-min SINR shifted up as we move from \( \alpha = 0.5 \) to 0.6. However, this is at the expense of higher power consumption in Fig. 3. From Table II, we observe that with higher \( \alpha \), the framework activates more APs. For example, in the case of 4 users, we have 4 active APs when \( \alpha = 0.5 \), which goes to 6 when \( \alpha = 0.6 \). Thus, demanding better QoS by increasing \( \alpha \) forces the framework to activate more APs (to meet such requirement) that also explains the corresponding increase in power consumption. If we increase \( \alpha \) further, we expect to approach the upper bound that is Baseline 1. On the other hand, we instruct our framework to turn off more APs when we configure \( \alpha \) to be less than 0.5. This is again evident in Table II where we can see that, for the same example of 4 users, we now have only 2 active APs when \( \alpha = 0.4 \).

Setting small \( \alpha \) in (17) means that we prioritize minimizing power consumption over maximizing QoS. For this reason, the corresponding SINR values are shifted down in Fig. 2, while the framework is able to save power in Fig. 3 by deactivating more APs.

In Fig. 4, we show the obtained reward, which is the quantity being optimized by the DRL framework. As previously mentioned, QoS goes down while power goes up with increasing number of users. This justifies the decreasing trend in reward for all cases. We also performed an exhaustive search to check how close each DRL solution is to the optimal one. While the framework provides a suboptimal solution, we observe that the gap is not large, which suggests that the framework is indeed able to derive a near-optimal set of active APs considering the performance targets configured using \( \alpha \).

V. CONCLUSION

In this work, we have proposed a DRL-based scheme for improving the energy efficiency of cell-free MIMO. By exploiting the available spatial information of users, we have shown that our framework activates only a subset of APs that contributes significantly to user performance, which then translates to power savings. We have also demonstrated how we can use the system to study the interplay between QoS and power consumption, where higher QoS requirements tend to activate more APs and vice-versa. This serves as the first step for our future work in which we plan to extend the framework to consider traffic load densities instead of instantaneous static load. We will also focus on designing scalable algorithms (for instance, incorporating the power allocation in the DRL learning process rather than formulating it as a separate optimization problem) to perform large-scale network simulations.
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