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Abstract—Computational Self-Awareness (CSA) is a growing field that has been applied to various applications, which often uses Machine Learning (ML). One of the key metrics for assessing the quality of both CSA and ML systems is confidence, which has been used in many applications recently. Confidence has shown a great promise in improving systems’ performance, in particular regarding the reliability of operations. However, from an engineering point of view, the nature of confidence as a metric has been an open question. Understanding the nature of confidence can help the better usage of the concept and, consequently, the design of better systems. Uncovering the true nature of confidence, however, is not currently within our reach. Therefore, in this work, we take one step in that direction by designing a socially-inspired experiment to investigate the nature of confidence in the context of (self-)learning. Our experiment shows that among the two candidates discussed in the literature, probability is a better metric for confidence. This observation sheds light on this open question and marks an entry point for further investigating the concept of confidence as a metric in ML and CSA.

Index Terms—Confidence, Computational self-awareness, Ob-

MACHINE LEARNING, COMPUTATIONAL SELF-AWARENESS, AND CONFIDENCE

Machine Learning (ML) has a leading role in today’s technology, especially in Artificial Intelligence (AI) and smart devices. Nowadays, rarely a device can be found that does not take advantage of ML. One notable concept in this area of AI is Computational Self-Awareness (CSA) [L^16], [K^17], [BDE^20], which often relies on ML to deliver the performance and qualities it promises. A self-aware system observes its state and behavior of the environment and reacts accordingly [D^16]. CSA is inspired by sociological and psychological processes (e.g., citations, [L^15], [P^15], [B^19]), however, it has been applied to many engineering applications [R^15], [Lan17], [T^16], [S^17], [AP18], [S^18], [S^20], [K^20].

In [T^16], the authors have reviewed the potential role of the comprehensive observation in self-aware systems and its aspects such as, data reliability [A^17], [G^17], attention [A^17], [T^17], history [G^17], [G^18], and confidence which is also our focus in this paper. As defined in [T^16], confidence is a metric that indicates the reliability of algorithms and processes within the system in hand. A critical, and yet often overlooked, parameter in benchmarking ML systems and application. Many works benefited from the use of confidence in their learning processes [F^18], [K^18], [N^18]. As we are advancing in this field, a better understanding of this concept, i.e., confidence, allows us to better comprehend problems at hand and design better solutions.
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I. INTRODUCTION

In this paper, we try to evaluate and display the effect of various methods of assessing confidence in practice in a socially inspired learning experiment. In these experiments, an unsupervised community of learning agents learns to solve a mapping problem based on a communal (social) decision process. More specifically, in our experiments, we use Neural Networks (NNs) to learn to convert colors from one space to another space. We note that from an engineering point of view, this method is probably not the best and most efficient way of converting the colors from one space to another. However, this is immaterial since our focus is not finding the best solution for this color conversion, or even a “correct” solution (a correct solution being what reflects the convention in conversion between the two spaces). Our focus is rather on isolating and studying the effect of different confidence methods in the entire process.

This experiment is inspired by how we learn to map colors from a visual space (what we see) to a linguistic space (what we call the colors). In doing so, there are no one universal “correct” answer as what an English speaker calls red is called rosso in German, ross in Italian, ghermez in Persian, and ahmar in Arabic. However, each of these communities internally reached a collective agreement on what to call different colors based on an implicit communal self-learning process. Lack of such harmonious agreements leads to a linguistic split in the community, resulting in different dialects and eventually different languages, if the discord increases.

Here, two qualities emerge as positive metrics in such a condition. One is whether the community is harmonious (using the same word for the same concept) or are there many disagreements (different words for the same concepts). Another factor is how fast they can achieve such a harmony, that is, e.g., to come up with a new word for new concepts and the rate of usage spread among the community. In such a context, each individual learns from its environment (community) what words to use for a given concept, and based on their confidence; they adopt new words to conform with the community or insist on specific vocabulary. The latter, which may or may not correspond to overconfidence, may lead to three interesting results: (i) establishment of new vocabulary, (ii) estrangement of individual and small disharmony, (iii) split between the community on how to call a concept and a considerable disharmony.

Inspired by that, in our experiments, the NNs are designed to map from one color space to another color space, which may lead to a different truth and agreement for each community. That is, what may be mapped by a community to red may be mapped to blue by another community, regardless of its “true” class (which may be green). However, the important aspect is that the only difference between communities in an experiment is the confidence method they are using. Therefore, what we see in the community’s collective behavior in terms of speed of convergence, and remaining consistent and harmonious after convergence, represent the qualities of that particular confidence method in such a learning context. A useful metric for self-assessment of confidence by each community member should lead to each member’s fast and dynamic learning, leading to a harmonious and stable agreement.

Although this experiment is simplified and from an engineering perspective may not be the most efficient, this work and its fundamental concepts are expected to extend to more complex contexts and applications. For example, a community of independent robots that discover their environment by self-learning and need to reach various agreements regarding their environment and courses of action to achieve a common objective can benefit from this concept.

II. RELATED WORKS

Authors in [1] define confidence as “An extent to which a procedure may yield the same results on repeated trials.” According to their definition if $E_{x_i}^A$ is the estimation of algorithm $A$ for $x_i$ (a sample(s) that belong(s) to class $k_l$), and $T_{x_i}^k$ is the ground truth, then the confidence of $A$ for that estimation is:

$$c(A(x_i, k_l)) = p(E_{x_i}^A = T_{x_i}^k),$$

(1)

Where $p$ is the probability of the estimation being equal to the ground truth. Thus, the authors here have used probability (Section IV-A) as their approach to confidence. The average of confidence $c$ over all the samples gives us the overall confidence of the algorithm, i.e.,

$$C_A = \frac{1}{m} \sum_{k_l=0}^{m} c(A^{k_l}),$$

(2)

where $m$ is the total number of classes and

$$c(A^{k_l}) = \frac{1}{n} \sum_{i=0}^{n} c(A(x_i, k_l)),$$

(3)

where $n$ is the total number of samples classified as belonging to each class during the cross-validation.

However, there are different approaches to implement the concept of confidence in machine learning processes [2]–[4] and in CSA systems in general [5], [6]. In [2], authors have applied confidence for their research on Epileptic Seizure Detection, although they did not define it explicitly. They choose a black-box approach using a Support Vector Machine (SVM) to model their confidence. Even though not explicit, we can consider them in-line with the distance method, since fundamentally that is how SVM operated. In the distance method, e.g., used in [6], the system’s confidence is the estimated distance of its result with the ground truth.

In [4], authors goal is to be able to factorize the AlexNet to get a reduction in computation load [7], which requires a massive 0.7-1.0G Floating Point Operations (FLOPs) per classification. Their approach is to break the CNN of AlexNet to a set of much smaller Micro CNNs ($\mu$CNNs) that are fed by various sub-band inputs sampled from the original input image using Discrete Wavelet. Then, based on the confidence of the $\mu$CNNs, which is the probability of correct classification, the number of layers used for the classification is determined. That is, they start with a small number of $\mu$CNNs, if the confidence

$$...$
of the classification is not enough, they add another µCNN at each step.

We have gathered a summary of the works presented above and the effect of using confidence in Table I. Lastly, we note that as discussed in [8], there is a third possibility, which is a combination of both. That is the probability of being within a certain distance from the ground truth. Even though this approach has not been explicitly applied in the literature before, we study it in our work to evaluate its potentials.

### TABLE I: Summary of confidence-based ML works

<table>
<thead>
<tr>
<th>Work</th>
<th>Approach</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>[2]</td>
<td>SVM</td>
<td>Improved detection, less power consumption</td>
</tr>
<tr>
<td>[3]</td>
<td>Probability</td>
<td>Improved reliability, better/similar detection</td>
</tr>
<tr>
<td>[4]</td>
<td>Probability</td>
<td>Computation load reduction, similar detection</td>
</tr>
<tr>
<td>[6]</td>
<td>Distance</td>
<td>Improved detection, increased robustness</td>
</tr>
</tbody>
</table>

### III. Experiment Setup

We have devised a color conversion experiment to investigate and visualize the effect of confidence when defined based on probability, distance, or both. The purpose of each agent is to convert a random color code from one space to another. As discussed in Section I, the objective is not to find the best or even a “correct” solution for this conversion. The objective is to isolate and evaluate the effect of different confidence methods in a learning context, here a mapping problem. Therefore, the point is to assess how learner agents achieve this (creating a solution for mapping from one space to another) as a community. In the experiments, each learner agent shares with the community what conversion it believes to be correct. Then, based on the confidence of each agent (taken into account using one of the methods for expressing confidence) the community decides about the (virtually) “true” conversion. The community then feeds back all the agents with its decision to train accordingly. We contend that how the community evolves can provide insight into the nature of confidence, at least from a practical engineering perspective, in a communal unsupervised learning context. That is, which one leads to a “better” community? A “better” community, (i) can sooner reach an agreement and (ii) remain in agreement. The speed of convergence is a metric to consider as desired since it shows how nimble agents and the overall community is in learning. Remaining in agreement, on the other hand, shows how well agents have learned what the community has learned.

#### A. Agent Model Definition

In our experiments, we have decided to use untrained NNs (initialized with random numbers) as the model of agents, who need to come to an agreement with their community regarding a classification problem. We have decided to use Keras API [9] for implementing our agents because of its ease of use. Our models consist of two hidden layers, each with eight fully-connected nodes. The input layer has three nodes, and the output layer’s nodes vary following the mapping problem (Figure 1). In this experiment, we have datasets of 10000 randomly generated three-dimensional values as our input, which we newly generate for every single epoch to fabricate a random environment for the network. They would go in as individual dimensions (numbers) to the three nodes of the input layer. The outputs are multi-dimensional values coming out of the network as individual numbers (e.g., three-dimensional for a network with three nodes at its output layer). As also shown on Figure 1, the number of output nodes in this work is a member of the {3, 4, 6, 9}.

We are using Mean Squared Error (MSE) as our loss function that is commonly used for regression to values between 0 and 1, in combination with the Sigmoid function as the activation for the last layer (output layer) as suggested in [9]. The activation for hidden layers is the Rectified Linear Unit (ReLU) function. Using sigmoid as our last layer activation would bring us positive zero to one values that we take as predicted normalized output values. For the compilation part, we studied different optimizers and decided for the Adam optimizer [10] with a learning rate of 0.001.

#### B. Task Definition

Our agents are supposed to convert colors from one space to another space. Normally for this procedure, we need a dataset as our input and target values (or labels) that should be the correctly converted values of those inputs. The agents then use the target value for the weight update in the backpropagation. However, as discussed before, a correct conversion is not our objective. Hence, in our socially-inspired experiment, we assume that the community does not know the true conversion and needs to come into agreement about how to classify the inputs to certain outputs. Hence, instead of feeding the models with the ground truth, we use target values generated by the community itself. We take the agents’ predictions in the corresponding community after every single epoch and use them to construct the target values used for training the agents on converting the color codes. How these target values are constructed for training is our window into the nature of confidence investigation, which we discuss in Section IV.

#### C. Communities

We conduct eighteen experiments, each consisting of two or more of the agents described in Section III-A. The experiments include communities with 2, 3, 4, 5, 6, 7, 8, 9, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 agents. The experiments, or equivalently communities, are named based on the number of members they have. That is, Community 2 has two members (two NN agents).
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IV. CONFIDENCE METHODS

A. Probability

In this experiment, each agent in the community casts a probabilistic vote of confidence in classifying each input into one of the (3, 4, 6 or 9) output bins. That is, each agent casts its vote based on the probabilistic measure of how confident it is about its classification. The community then decides what the class of that input is, based on all its agents’ votes. This decision is then taken as the label of the input and backpropagated.

To this end, first we search for the dominant value in agents’ prediction for each class and take their dominant value as their votes. Then, we check for the most voted class. The community then determines what the class of that input is, based on all its agents’ votes. This decision is then taken as the label of the input and backpropagated.

The block diagram of the probability method can be found in Figure 2. We note that in this method, only one of the classes (the one that the community voted for) will have a non-zero value, and the other are set to zero. For example, if Agent 1 has an output of (0.8, 0.9, 0.3) and Agent 2 has an output of (0.2, 0.7, 0.3), then both are voting for the second class ($T_C^2$) and $T_C=(0.8, 0.9, 0)$. However, if Agent 2 has an output of (0.7, 0.2, 0.3), it is voting for the first class ($T_C^1$), and there is a tie between class one and class two. In this case, the average of all colors leads to (0.75, 0.55, 0.3), and since the first class ($T_C^1$) has a higher average, the final vote is the first class and other classes are set to zero, that is $T_C=(0.75, 0, 0)$.

B. Distance

In this method, an agent’s confidence is based on how far its prediction is from the value it is supposed to have. Each agent then learns and adjusts its predictions based on the distance from the communally decided target value. We gather learner agents’ predictions after each run, and we calculate the target value (label) for the input in a communal fashion. Each agent in a community has a decision, $D = (B^1, B^2, ..., B^k)$, on the provided data. Hence, the label or target value of the community in this method is decided by

$$T_C = \frac{1}{n} \sum_{i=0}^{n} D_i. \quad (5)$$

Figure 3 shows the block diagram of this method. In summary, the target value (label) is the average of predicted value of all classes of all agents. In the two examples of Section IV-A, the $T_C=(0.5, 0.8, 0.3)$ for the first example and $T_C=(0.75, 0.55, 0.3)$ for the second example.

C. Flattened Distance

The idea behind this method is to bring the distance method closer to the probability method and, in a way, construct a combination of distance and probability methods. To this end, we first flatten our data in hand, which means we pick the dominant value between the output bins (colors) and set the others to zero. It is saying that when the $B^k$ value of a color code is the biggest of all, it means that it has the closest distance to the pure $B^k$ than to other bins (colors). Thus, each agent’s contribution to the community is by expressing their distance from the pure color of their dominant color. Then, we categorize the colors to its nearest defined label. After that, the flattened data from each agent is averaged and fed to the network for learning.

We consider agent(s)’ outputs as our output elements, $O$. In a generic case where a community has $n$ output elements and the target value of the network is $T_C$, the distance algorithm is described by Algorithm 1. Figure 4 shows the block diagram of this method. In this method, the target value (label) is the average of predicted value of only one class (the dominant color) of each agent. For instance, in the two examples of

\[1\] Similar to the concept of SVM
Section IV-A, the Community 4.

Fig. 4: Block diagram of Flattened Distance method for Community 4.

Algorithm 1: Flattened Distance Algorithm

Input: $O_i$
Output: $T_C$

1 for $i = 1$ to $n$ do
  2 if $B^k$ has the highest value then
    3 $O_i = (0, 0, ..., B^k, 0, 0)$
  4 end
  5 $T_C = \frac{1}{n} \sum_{i=1}^{n} O_i$
6 end

Section IV-A, the $T_C=(0, 0.8, 0)$ for the first and $T_C=(0.35, 0.45, 0)$ for the second example.

V. RESULTS

To evaluate the effect of the described confidence methods, we ran our experiments fifty times, each run including 60 epochs. We then averaged the performance of each community at each epoch during the fifty runs. We repeated these experiments for different number of output bins, namely, 3, 4, 6, and 9. Figure 5 shows the average performance result of four of the communities with four output bins using each of the three confidence methods. For a better demonstration of results, we chose the four communities that would best represent the trend we observed in the experiments. In particular, regarding the changes related to the size of the communities.

As we see in Figure 5, the probability method has the best “accuracy” in all experiments. Meaning that in communities where members use probability as their confidence while contributing to their communal learning (on deciding how to classify certain inputs) remain more harmonious and will continue to have similar opinions. They also require, a shorter convergence time, which means such communities need fewer interactions to reach their best harmonious state (which is in most cases- more harmonious than other communities).

The distance method, however, seems to degrade generally in performance in larger communities. In particular, the convergence time considerably increases in this method. It is also interesting to note that the flattened distance method, even though it starts slow and with the largest disharmony, quickly catches up and surpasses the distance method in the smaller communities with a smaller number of output bins. As the number of output bins or the number of community members increases, the performance of this method considerably degrades.

VI. DISCUSSION AND CONCLUSION

Our experiments can also be thought of as a voting ensemble. Voting ensemble is a consensus-based mechanism that combines the decisions of multiple independent classifiers in an attempt to increase the classification accuracy [11]. As different voting methods, we can mention the regression voting ensemble (average of the models’ predictions) and the classification voting ensemble (what the majority of models are voting for). Our distance method is similar to the regression voting ensemble and our probability method is a combination of both them. However, our goal is not really increasing the accuracy of classification, since in our experiments we do not consider any ground truth to be able to define any classification accuracy in the usual way.

In our experiments, NN agents contribute to a communal decision and learn from that communal decision to correct their own behavior (to conform to the community). Both of these two actions are based on the agent’s confidence, for which we employed three different mechanisms. Here, the speed of reaching a communal harmony and the level of agreement, to which this harmony converges, reflect the quality of the mechanism used by agents for assessing their confidence. A good mechanism of confidence allows an agent to have a better, more realistic view of its own capabilities than its environment and thus learn as fast as possible (speed of convergence). Moreover, it allows an agent to recognize its mistakes, admit and correct them, which leads to a more harmonious community at the end. We note that even though differences of opinion can be helpful, in specific contexts and communities and generally speaking for machine learning purposes is not considered positive.

Based on these considerations, our experiments show that probability is a better mechanism for confidence. We take this as an indication of what may the nature of computational confidence be. More importantly, which mechanism may be more helpful in engineering contexts where confidence is used, particularly in multi-agent (self-)learning contexts. Nevertheless, we do not forget that this is only one evaluation experiment among many possible evaluation methods. However, we believe this is a good starting point for the community to understand the nature of confidence better and explore various evaluation methods that can shed more light on the nature of the confidence and what mechanisms might be more helpful for systems using confidence. Importance of which are discussed in many works, including [1], [6], [8], [12], [13].
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